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1 Introduction

Theories with a complex Boltzmann weight suffer from sign and overlap problems, which
makes them hard to simulate using conventional numerical methods based on importance
sampling [1]. A well-known example is QCD at non-zero baryon density, for which the quark
determinant is complex-valued when the quark chemical potential is real,

[det M ()]* = det M(—p*) € C, (1.1)

see e.g. the reviews [2, 3]. A potential solution is to take the complexity seriously and
extend the theory into the complex plane, or complexified manifold more generally. This
idea underpins complex Langevin dynamics [4, 5], Lefschetz thimbles [6], holomomorphic
flow [7], and variations thereof.

Complex Langevin (CL) dynamics, in which the degrees of freedom are analytically
extended, does not rely on importance sampling but explores a complexified manifold via
a stochastic process [4, 5]. It is an extension of stochastic quantisation [8, 9]. CL has been
shown to work in lattice field theories in three [10] and four [11] Euclidean dimensions with a
severe sign problem, including in QCD in four dimensions [12-18], but it may also fail, even in
simple models [19-21]. This situation was clarified a few years ago [22-24] by the derivation
of the formal relation between the complex distribution on the real manifold and the real and
semi-positive distribution on the complexified manifold, which is effectively sampled during
the CL process. This resulted in practical criteria for correctness which need to be verified a



posteriori [22-24]. Nevertheless, issues remain and the reliability of the method depends on a
precise understanding of the behaviour of this distribution, in particular at infinity and near
poles in the CL drift. Recent work can be found in e.g. refs. [25-33].

A crucial role is played by the distribution on the complexified manifold. Unfortunately,
this distribution turns out to be elusive, as the Fokker-Planck equation linked to the CL
process cannot be solved in general. In fact, even convergence is hard to understand, except
in some simple cases, such as Gaussian models [34] and models in which the decay at infinity
can be precisely understood (see below) [35]. A better characterisation of the distribution
would, therefore, be welcome. Independently of which approach is used, relating averages over
complex-valued Boltzmann weights to statistical averages over real, semi-positive probability
distributions is an open problem worth studying more generally [36, 37].

Diffusion models [38-44] are a class of generative methods, which learn distributions
from data. They rely on a stochastic process, similar to stochastic quantisation, but instead
of using a known drift term derived from the underlying theory, they learn the drift from
data previously collected. We have recently explored the relation between diffusion models
and stochastic quantisation in scalar [45, 46] and U(1) gauge theories [47], and studied the
evolution of higher-order cumulants in detail [48]. Further connections between diffusion
models, field theory and the renormalisation group are pointed out in refs. [49-51]. Diffusion
models are very flexible and can be formulated e.g. in real space or momentum space [52].

Since diffusion models do not require a priori knowledge of the distribution itself but
learn directly from data, they can be employed to study the distribution sampled during
the CL process [53]. When successfully trained, diffusion models can then be used to both
generate additional configurations and to deepen our understanding of the real distribution
on the complexified manifold, offering a fresh perspective. This is what we explore here.

The paper is organised as follows. We start with a brief summary of CL dynamics in
section 2. In section 3, we first introduce diffusion models and then discuss score-based and
energy-based diffusion models to construct distributions and their log derivatives. Since the
purpose of this paper is to address conceptual questions, we apply the framework in section 4
to a simple and well-understood model [35]. A summary and outlook are given in section 5.
Appendix A contains computational details. To ensure that our findings are not specific to the
complexification required for CL dynamics, we study in appendix B an exactly solvable model
with a real distribution to start with. Appendix C contains a comparison with Lefschetz
thimbles. Appendix D finally contains our approach to estimating systematic uncertainties.

2 Complex Langevin dynamics

We start by summarising the idea behind stochastic quantisation and complex Langevin
dynamics, considering for simplicity one degree of freedom = with a complex-valued Boltzmann
weight p(z). The setup is easily extended to many degrees of freedom and (lattice) field
theory [4, 13, 54, 55].

As always, observables are defined as

O@) = [dp@0@), s =genl-5@) 2= [dp@). @)



The Langevin process and drift read

dsS(z)
dz ’

i(t) = Kl +Van(t), K@) = -logp(z) = -

- (2.2)

where the dot indicates the Langevin time derivative and the noise n ~ N (0,1) is Gaussian.
The factor of /2 in the noise term is conventional and can be exchanged for a factor of
1/2 in front of the drift, by rescaling Langevin time. The corresponding Fokker-Planck
equation (FPE) is

ipl;t) = B, (00 — K (2)] plas ). (2.3)

For a real Boltzmann weight and drift, this process converges to the stationary solution
p(x) ~ exp[—S(x)], typically exponentially fast [9].

When the weight is complex, one may extend z — z = x + ¢y into the complex plane
and write

4(t) = K[2(1)] + V2n(t), K(z) = % log p(z) — dfzS)'

However, in this case the FPE cannot be used to show convergence as the corresponding

(2.4)

Fokker-Planck Hamiltonian is no longer semi-positive definite [9].
Instead, one may take the real and imaginary parts of the equation above and consider
the CL process,

. d
.’L‘(t) = Kx[l‘(t),y(t)] +v 2anx(t)’ Kx(xa Z/) = Re di Iogp(z) o
z Z—r+1y (2 5)
. d '
y(t) = Ky[z(t), y(£)] + /2Nyny(t), Ky(z,y) = Im —log p(2) .
z z—x+1y
with the constraint N, — N, = 1. The FPE for this process reads
Op(x,y;t) = [0z (NoOp — Ke) + 0y (N 0y — Ky p(a, ;1) (2.6)
such that
(Ola(t) + iy(t)), = [ dodyp(a, y: )0 + iy). 27)

It is preferable to consider real noise, N, = 1, N, = 0 [22]. Unlike the original weight p(z),
p(z,y;t) is real and semi-positive definite, as it represents the distribution effectively sampled
by the real Langevin process in the two-dimensional plane.

This setup should be contrasted with the case of a proper two-dimensional process
starting from a known (real and semi-positive) distribution p(x), with x = (z,y). In that
case, one can apply real Langevin dynamics, given by

(1) = K[x(t)] + V2n(t), K(x) = Vlogp(x),  (mi(t)n;(t')) = di;o(t =), (2.8)
with the corresponding FPE,
Op(x;t) = V- [V — K(x)] p(x; ). (2.9)

It is easy to see that p(x) is a stationary solution of this FPE.



Going back to the CL equation, this process yields the correct answer if a stationary
solution to the FPE (2.6) exists, such that [22, 23]

/da:dyp(x,y)O(x +iy) = /dw p(x)O(x), (2.10)

or, shifting the integration variables at a formal level,

p(x) = /dyp(m—i%y). (2.11)

Considerable effort has been invested in deriving criteria for correctness related to the
behaviour of p(x,y) at infinity and near poles of the drift (if there are any), which can be
used a posteriori to justify the results [22-27, 29, 31-33]. A better understanding of p(z,y) in
the stationary limit is very welcome. We turn to diffusion models to help with this question.

3 Score and energy-based diffusion models

Diffusion models are a class of probabilistic generative models, which learn from a data set
representing the target distribution pg(x) [38-42]. During the forward process, data are
gradually corrupted, by applying noise which increases incrementally in strength, and a neural
network is trained to learn the change in the probability distribution, using the decomposition

plx.t) = [ dxoplx. txo)po(xo). (3.1)

The process can then be reversed and, after training, new instances representative of the
original data set are generated during the backward process.

We use the description in terms of stochastic differential equations (SDEs) [41-44] and
refer to refs. [45-47] for applications in lattice field theory. Ref. [48] contains a detailed analysis
of the evolution of higher-order cumulants. The forward process is described by the SDE

() = S K[x(1), 1] + g(t)m(1), (32)

where K(z(t),t] is a possible drift term and n ~ N(0,1) is again Gaussian noise. Compared
to the previous section, we have rescaled time with a factor of 2, see eqs. (2.2, 2.8), and
introduced a diffusion coefficient g(t), setting the time-dependent noise strength. The initial
conditions for this process are determined by the target distribution x(0) = xg ~ po(x0)
and the process runs between 0 < t < T.

The corresponding SDE for the denoising or backward process reads [56]

1

x(t) = SK[x(t), 1] = *(1)Vlogp(x, 1) + g(t)n(®), (33)

where the process now starts at £ = T and time runs backwards to t = 0. Initial conditions
are sampled from a simple prior distribution, such as the normal distribution with a variance
comparable to the variance obtained at the end of the forward process. The additional term
in the drift, the so-called score, Vlogp(x,t), is not known a priori and is modelled by a



neural network sg(x,t), where 6 denotes all the trainable network parameters. It is learned
during the forward process, by minimising a loss function imposing

SG(Xat) ~ VIng(Xat)) (34)

in conjunction with the decomposition (3.1) and Jensen’s inequality. After the diffusion model
has been trained, new samples from the target distribution can be generated by numerically
solving the backward process (3.3) using eq. (3.4),

x(t) = %K[X(t%ﬂ — g (t)so- (x,t) + g()n(1), (3.5)

at a (near-)optimal set of network parameters 8*. When the target distribution is known, it is
possible to include an accept /reject step [47]. The similarities between stochastic quantisation
and the dynamics in diffusion models have been noted [45].

3.1 Score-based models

Starting from the Fisher divergence [41],

T
Fo.N = |ty MO, 1) ~ Tlog(x, )], (3.6)

score-based models are trained using the loss function

T
£(0,)) = % /0 0t By [A(O)Iso(x.1) — ¥ log px, tlx0) ] (3.7)

where the weight A\(¢) is chosen to be the variance of the noise at time ¢ and Jensen’s inequality
was used in combination with eq. (3.1). The expectation includes the average over the initial
distribution po(x), obtained by summing over the data set.

Given egs. (3.4, 3.6), it is tempting to identify the integrated score at the end of the
backward process with the log of the target distribution function. This identification would
provide a handle on the (unnormalised) data distribution, which may be especially useful
for complex Langevin dynamics, in which this distribution is elusive, as mentioned above.
However, here we note (as has also been observed before, see e.g. refs. [57-59]) that there is
no guarantee that the score is conservative. Indeed, as we will see below, in general one finds
that the score contains both a conservative and non-conservative component,

so(x,t) = VOg(x,t) + ro(x,1), V -rp(x,t) =0, (3.8)

and is hence not integrable. Note that this is not in conflict with the learning objective.
Inserting the decomposition (3.8) in eq. (3.6), one finds for the norm under the integral

[s0(x,t) = Viog p(x,)||* = [|[VP(x, ) — Viog p(x,t)[|” + [[ro(x, 8)]|*,  (3.9)

where we used partial integration in the loss function, ignoring boundary terms. Hence the
(non)conservative parts are independently minimised. However, due to the non-conservative
component, the integrated score,

By (x, ) :Q>9(0,t)—|—/ dx’ - s¢(x, 1), (3.10)

v:0—x



is path dependent and this relation cannot be used to construct ®y(x,t) unambiguously.
Specialising to two dimensions, while introducing a third dimension for convenience (but no
z dependence), we can decompose the score in a gradient and a curl,

so(x,t) = VOy(x,t) + V X Ap(x,t) Ay(x,t) = (0,0, Ag(x,1)), (3.11)
or
S2.0(%,t) = 0, Pg(x,t) + 0y Ap(x,1), 5y.0(%,t) = 0yPo(x,t) — 0 Ag(x,1). (3.12)
Both scalar functions satisfy a Poisson equation
V20 (x,t) = V - sp(x, 1), VZAg(x,t) = — (V x sg(x,1)), (3.13)

sourced by derivatives of the score. Solutions depend crucially on the boundary conditions.
However, at the boundaries of the data manifold, the score is not well determined, due to the
lack of data to train the model well. These Poisson equations also make clear the possibility
of adding a harmonic function h(x), with V2h(x) = 0, to either, without affecting the score.
We emphasise that these observations do not undermine score-based diffusion models, which
only require knowledge of the score itself, but complicate the explicit construction of the
data distribution from the trained score.

3.2 Energy-based models

If we insist on learning the data distribution directly, it is useful to turn to energy-based
models, see e.g. refs. [58-60], and impose

Ey(x,t) =~ —log p(x,t), (3.14)

directly, with an undetermined normalisation. To build on the experience of score-based
models, ref. [60] proposed to use the following energy function,

1 2
Ey(x,t) = 5”"9(th)‘| ~ —logp(x,t), (3.15)
leading to the approximate score
—0;Eg(x,t) = —vy(x,t) - 0;vy(x,t) = 0;log p(x,t), (3.16)

which is conservative by construction. The advantage of this formulation is that it can
be used in the loss function (3.7), with training proceeding in the standard manner. It is
noted that the choice of energy parametrisation is not unique and different choices may lead
to different loss manifolds during training, requiring a separate treatment when choosing
hyperparameters. Since the energy parametrisation Ey(x,t) is differentiated, it is important
to ensure it is smooth enough by a convenient selection of activation function/nonlinearity
such as SiLU or Mish, rather than ReLLU or LeakyReLLU. The need for additional derivatives
makes this method more expensive. Finally, we note that the energy is semi-positive; due
to the undetermined normalisation, this is not a restriction.



Below we refer to the two approaches as score-based models (SBMs) and energy-based
models (EBMs). We are in particular interested in the learned scores at the end of the
backward process, which we denote as

SBM: sp(x) = lim vp(x,1),
EBM HOE lim VE li (3.17)
Pose(x) = —VEp(x) = —lIm VEy(x, 1) = = lim vy (x, 1) - Vv(x, ).

Here vy(x,t) is the trained neural network, with (near-)optimal parameters 6*. Below we
drop the * from 6* to avoid a cluttering of symbols.

In the numerical implementation of the SBMs and the EBMs we used a time-conditioned
feed-forward neural network, incorporating the Zy symmetry of the target distribution (see
below) and employing an exponential moving average (EMA) of the weights. More details
can be found in appendix A.

4 Complex-valued quartic model

We now apply the diffusion models of the previous section to data generated using complex
Langevin dynamics. Since the emphasis in this paper is on conceptual issues, we consider
a simple and well-studied example with one degree of freedom. After complexification,
r — z = x + 1y, the model has two degrees of freedom and hence we are interested in the
distribution p(z,y). In appendix B we verify that our findings are consistent in an exactly
solvable real-valued model, in which the distribution p(z,y) is known.

We consider the quartic model with a complex mass parameter [35]

1 1
S = 500332 + Z)\lA’ oo =A+1B. (4.1)

Exact results can be obtained by a direct evaluation of the partition function,

Z = /dx e 5@ = \/i?eﬁf(l(g), (4.2)
0 4

where ¢ = 02/(8)\) and K, (€) is the modified Bessel function of the second kind. Subsequently,
moments p,, = E[2"] are obtained by differentiating with respect to op. Odd moments vanish.

The model is of interest since it is possible to formulate exactly when CL dynamics
works correctly and when it fails: provided that 342 — B? > 0, the CL process is contained
in a strip —y_ < y < y_, with [35]

A | B2
2
= (11— = _>0. 4.
v ZA( 3A2), y- >0 (4.3)

In this case CL dynamics yields the correct results [35]. When 342 — B2 < 0, the distribution
is no longer contained and decays with a power law, p(z,y) ~ (22 + y?)~2 for large z,y.
Higher-order moments are then no longer well-defined and CL dynamics fails. In the numerical
experiments we take A = B = A = 1, for which y_ = 0.3029. In figure 1 (left) we show the
CL drift. The boundaries at |y| = y_ are clearly visible: all arrows point inwards and hence
the process cannot escape the strip |y| < y— in the case that real noise is used.
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Figure 1. Complex-valued quartic model with parameters g = 1+ ¢ and A = 1: CL drift in the
complex plane (left) and histogram P(z,y) obtained by sampling the CL process (right) [35].

We solve the CL process with real noise by discretising eq. (2.5) with stepsize € using the
higher-order algorithm of ref. [61], first applied to CL dynamics in ref. [10]. This algorithm
improves stepsize corrections from O(e) to O(e3/2). Collecting the data in a histogram yields
the ‘empirical’ histogram shown in figure 1 (right). As stated above, no analytical expression
for this distribution is available.! The distribution is strictly zero when |y| > y_, consistent
with the argument based on the drift, given above.

Without direct access to the distribution, it is hard to assess the reliability of the approach.
Diffusion models, however, can learn (the log-derivative of) this distribution. Notably, for a
diffusion model it is irrelevant what the origin of the configurations is. We have trained the
diffusion models using the CL data as the training set. Details can be found in appendix A. In
figure 2 we show the learned scores at the end of the backward process in the score-based (left)
and energy-based (right) formulations, see eq. (3.17). These vector fields should be contrasted
with the CL drift of figure 1 (left). The first observation is that they are different, as they
should be. Recall that the CL drift is used in the CL equation with noise in the x direction
only, whereas the score is used in the diffusion model with noise applied in both directions.
Moreover, the CL drift is not integrable, since 0, K,(x) # 0yK,(x). In particular it has an
attractive fixed point at the origin, while the origin in the diffusion models is a saddle point.
Reversely, in the diffusion models, the two peaks, at Xpeax ~ +(0.6, —0.25), are attractive. To
contain the data within the strip, also in the diffusion models the drift is pointing inwards at
ly| = y—. For completeness, we compare these drifts with Lefschetz thimbles in appendix C.

While the two drifts in figure 2 look quite similar, the one obtained in the score-based
formulation is not conservative. This is demonstrated in figure 3 (left), where the curl of
the score, 0,sy(x) — 0ysz(x), is shown, averaged over 10 independently trained models.
Hence we cannot integrate the score directly. We can, however, obtain the distribution by
sampling the process, as in the CL case. The result is shown in figure 3 (right). Comparing
the histograms in figures 1 and 3, we observe that the trained score-based model captures
the two peaks characteristic of this model as well as the boundary restrictions from the

n ref. [35] an approximate solution of the FPE was given using a double expansion in terms of Hermite
functions.
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Figure 2. Learned scores in the quartic model at the end of the backward process, using a score-based
(left) and energy-based (right) diffusion model.

Figure 3. Quartic model using the score-based formulation: curl of the score, averaged over 10
independently trained models (left) and histogram obtained by sampling data using the process learnt
by the score-based model (right).

training data, although the edges at |y| = y_ seem less sharp. We discuss a more quantitative
comparison below.

In the energy-based formulation, the energy Ey(x) is learned directly. In figure 4 (left)
we show a three-dimensional plot, restricted to Ey(x) < 10 for clarity. In figure 5 we show
the same energy using a contour plot. We note the two (shallow) minima around Xpeakx and a
quickly rising energy outside the main region of interest. The score is given by the gradient
of the energy and is conservative by construction; we have verified that this is the case within
numerical precision when the derivatives are computed numerically.

In contrast to the cases above, we now have direct access to the distribution, by expo-
nentiation and without any further sampling. The result is shown figure 4 (right). We have
determined the undetermined prefactor by normalising the distribution to 1. It should not
come as a surprise that the distribution again resembles the ones obtained previously. The
edges at |y| = y— seem as sharp as in the original CL distribution. We emphasise that this is
the first time a parametrisation of the distribution sampled by a CL process is obtained in a
non-trivial case without explicitly constructing a histogram by further sampling.



Figure 4. Quartic model: energy Fy(x) learned in the energy-based diffusion model (left) and the
corresponding distribution pg(x) ~ exp[—Ep(x)] (right).

Figure 5. Quartic model: contour plot of the energy learned in the energy-based model.

To make a semi-quantitative comparison, we construct the marginal distributions

pee) = [y )= [dem). o) = ot T ()

by numerical integration. In figure 6 we compare these distribution with those obtained by
the CL process and by direct sampling of the energy-based model, collecting the data in
histograms in the latter cases. We observe that the three distributions are in good agreement,
with small deviations reflecting fluctuations in ensembles with a finite sample size.

To make a final quantitative comparison, we evaluate moments pu, and cumulants &,

starting from
? \n
o = B[] = [ dzp(2)2" L [ dedypla.y)(o +iy)" (4.5)

Cumulants follow in the usual way [48]. In tables 1 and 2 we present the results for p,
and kK, respectively, with n = 2,4,6,8. In each case the first line is the exact result. The
second line is obtained using CL sampling and includes a statistical error. We remind the

— 10 —
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Figure 6. Marginalised distributions p,(z) and p,(y) in the quartic model obtained from Ejy(x) and
by direct sampling using the CL process (data) and the energy-based model (EBM sample).

Re pa Im 9 Re pq Im 14
Exact 0.428142 —0.148010 0.423848 —0.280132
CL 0.4281(5) —0.1481(2) 0.4232(11) —0.2798(6)
SBM 0.4259(2)(5)  —0.1473(1)(3) | 0.4237(4)(14 —0.2777(2)(9)
EBM 0.4264(1)(37) —0.1487(1)(15) | 0.4192(2)(61 —0.2795(1)(39)
MCMC-EBM | 0.4254(2)(75) —0.1497(1)(31) | 0.4169(3)(122) —0.2802(2)(80)
Re g Im pe Re usg Im pg
Exact 0.580445 —0.587746 0.95105 —1.39336
CL 0.5787(26) —0.5866(18) 0.9482(87) —1.3901(84)
SBM 0.594(1)(4) —0.5882(1)(3) | 1.031(2)(14) —1.435(3)(14)
EBM 0.569(1)(12)  —0.5834(4)(11) | 0.918(2)(26) —1.374(2)(32)
MCMC-EBM | 0.565(1)(24)  —0.584(1)(22) | 0.912(2)(49) —1.377(2)(61)

Table 1. Moments p, for the quartic model with parameters o9 = 1 + i, A = 1, evaluated using
complex Langevin (CL) dynamics, with statistical errors, score-based (SBM) and energy-based (EBM)
diffusion models, with statistical and systematic errors, and an MCMC computation employing the
energy learned using the EBM, with statistical errors and systematic errors.

reader that the CL process provides the training data and is therefore the benchmark for the
comparison. The third and fourth lines are obtained using trained score-based and energy-
based diffusion models. To estimate the systematic uncertainty, we follow the procedure
outlined in appendix D, creating an ensemble of N = 10 independently trained models,
with the same set of (near-)optimal hyperparameters. The first (second) number between
the brackets represents the statistical (systematic) uncertainty. The systematic uncertainty
dominates, reflecting the stochastic nature of the training procedure. Errors in the moments
and cumulants are determined independently, using an equal number of bootstrap samples,
and cumulants have been constructed from central moments.

The final line is obtained by taking the energy parametrisation Fy(x) in the energy-based
model and perform a Metropolis-Hastings Markov Chain Monte Carlo (MCMC) simulation
using the learned energy in the accept/reject criterion. Again we used 10 trained EBMs,
and combine the outcomes to yield an estimate of the systematic uncertainty due to the
learned energies. We emphasise that this approach was not feasible before, as the probability
distribution was not expressed in terms of an energy function Ey(x), which can be evaluated

— 11 —



Re ko Im ko Re k4 Im k4
Exact 0.428142 —0.148010 —0.060347 0.100083
CL 0.4280(5) —0.1480(2) —0.0606(6) 0.1003(5)
SBM 0.4259(2)(6) —0.1473(1)(3) —0.0554(2)(4) 0.0986(1)(4)
EBM 0.4273(2)(9) —0.1478(1)(2) —0.0607(2)(3) 0.1001(1)(4)
MCMC-EBM 0.4254(2)(76) —0.1497(1)(31) | —0.0602(2)(44) 0.1030(1)(62)
Re kg Im kg Re kg Im kg
Exact —0.00934 —0.19222 0.41578 0.5923
CL —0.009(1) —0.194(2) 0.414(5) 0.60(1)
SBM —0.0131(4)(7) —0.1863(6)(11) 0.423(2)(6) 0.557(3)(4)
EBM —0.0102(4)(6) —0.193(1)(2) 0.422(2)(5) 0.594(3)(8)
MCMC-EBM | —0.0124(4)(32)  —0.205(1)(20) 0.468(2)(51)  0.661(4)(81)

Table 2. As in table 1, for the cumulants k,,.

at arbitrary x within the data domain. We note that in this approach, after creating the
data set and training the energy-based model, new configurations are created without any
reference to the CL dynamics or the diffusion model, i.e., only the energy function is required.
This opens the door to apply improved MCMC algorithms to theories with a sign problems
eventually and should be explored further.

Overall we observe good agreement between the various methods, with fluctuations
representing mostly systematic uncertainties. It goes without saying that since the original
weight p(z) is complex-valued, we cannot employ a Metropolis step based on the original
theory, as in the Metropolis-adjusted Langevin algorithm (MALA) [62].

5 Summary and outlook

We have used diffusion models to study the distribution sampled by a complex Langevin
process. Since this distribution is not known a priori, this provides a new perspective on
understanding CL dynamics for theories with a sign problem. We have noted that both
score-based (SBM) and energy-based (EBM) diffusion models can learn the score, i.e., the
log derivative of the distribution, and can subsequently be used to generate additional
configurations. However, in score-based models the learned score is not conservative. While
this does not affect the generative power, it means that the distribution itself cannot be
obtained by integration. We found that the CL drift and the SBM and EBM scores all differ
(the latter only due to the non-conservative component in the SBM), but yield consistent
values for observables.

Energy-based models give direct access to the (unnormalised) distribution via pg(x) ~
exp|—Ep(x)]. One possible application is a detailed study of properties of the distribution in
particular in regions where CL encounters problems. A second application, which we have
explored here, is to use the learned energy in an MCMC simulation. In such a setup, CL is
used to provide training data and the diffusion model is used to learn the energy. Afterwards,
an MCMC simulation is used to generate additional configurations, without reference to
the original CL process or diffusion model. This setup should be explored further. It goes
without saying that such an approach is only useful when the original CL process converges
correctly, i.e., the diffusion models as employed here will not solve the sign problem when
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CL fails. So far we have explored these aspects in a simple model. The obvious next step is
to extend this to field theories, for which all ingredients are in place.
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A Computational details

Training data is generated by solving the discretised Langevin process with stepsize € using
the higher-order algorithm of ref. [61], first applied to CL dynamics in ref. [10]. This
algorithm improves stepsize corrections from O(e) to O(e¥/?). For both the complex-valued
quartic model and the real-valued Gaussian mixture, we have generated an ensemble of 10°
configurations for training, which are preprocessed by scaling to zero mean and unit variance.

In the diffusion model, we employ a variance-expanding scheme, in which the drift term
in eq. (3.2) is set to zero, K(x,t) = 0. Note that due to the complexification, we have
two degrees of freedom to consider. We choose the diffusion coefficient g(t) = ¢*/7 and
pick ¢ = 10 and T' = 1. We choose to run the backward process using 1000 steps for 10°
trajectories to obtain samples. Our choice of hyperparameters is summarised in table 3.
More details can be found in ref. [48].

We denote by vg(x,t): R? x [0,T] — R? a time-conditioned neural network for which the
output has the same dimensions as the input data for every ¢ € [0,7]. In score-based diffusion
models, vg(x,t) = sp(x,t) directly, while in energy-based models, vy is a trainable function
which parametrises an energy functional [60] to approximate the log-likelihood of the target
distribution, see egs. (3.15, 3.17). Using this formulation we may follow a similar prescription
in training the two schemes, while being careful with the choice of hyperparameters. In
particular, since in energy-based models Fy(x,t) is differentiated to obtain the score, vg(x,t)
should be sufficiently smooth. Hence we have used the SiLU activation function in EBMs
and the LeakyReLU for the SBMs. Concerning the architecture for vy, we employed time-
conditioned feed-forward neural networks using a Gaussian Fourier feature mapping [64] and
incorporating the Zs symmetry of the data/target distribution, following ref. [65]. For the
weights, we keep exponential moving averages (EMA) [66], which are used during sampling.

Finally, in the energy-based model, we perform a Metropolis-Hastings MCMC using the
energy parametrisation Fy(x,0) in the accept/reject criterion. The update was tuned to
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Hyperparameter Value SBM / EBM Hyperparameter Value
Layers [64, 64, 64] / [64, 64] | Learning Rate le-4
Time Embedding dims 256 / 256 Batch Size 512
Activation Function Leaky ReLU / SiLU | Optimizer Adam
Weight Initialization LeCun Uniform [63] | Max Epochs 300

Table 3. Model and hyperparameters used in training the score-based (SBM) and energy-based
(EBM) diffusion models for the complex-valued quartic theory. Weights with the best loss are saved
during the training process and we employ early stopping. For the Gaussian mixture, the same setup
is used, with two layers of 32 nodes and a batch size of 1024.

0

Figure 7. Score in the Gaussian mixture with parameters xo = (1, —1) and o2 = 1/16: exact (left),
and using a score-based (middle) and energy-based (right) diffusion model.

70—80% acceptance rate, yielding about 10 independent configurations. The same approach
is followed for direct MCMC simulations in the Gaussian mixture.

B Real-valued Gaussian mixture

To verify that our findings are not due to the complexification, we consider a real target
distribution in two dimensions, namely the following Gaussian mixture,
po(x) = % [./\/' (X;Xo,O'g]l) —i—/\/(x; —Xo,O‘%]].)} . (B.1)
Note that po(x) = po(—x), as in the case considered above. In the numerical experiments, we
take xo = (0,%0) = (1, —1) and 64 = 1/16 throughout. We use the real-valued Langevin drift
K(x) = Viogpo(x) = - + 2 tanh (W) (B.2)
o5 0p o

to generate configurations using Langevin dynamics. Subsequently, we train the score-based
and energy-based diffusion models on this data distribution and generate new configurations.
In figure 7 we show the exact score (B.2), and the approximate scores obtained by the
score-based and energy-based diffusion models at the end of the backward process. Unlike
in the case of the complex distribution, these vector fields have the same structure, as
expected, with some deviations from the exact one visible by eye. In figure 8 we present the
exact distribution p(x) (left) and the one obtained in the energy-based model (middle), by
exponentiating the energy, pg(x) ~ exp|—Ejp(x)], as before. The prefactor is obtained by
normalising the distribution to 1 between the boundaries shown, i.e., —3 < z,y < 3. The
score obtained in the score-based model is again non-conservative, and its curl is shown in

figure 8 (right). Hence it cannot be integrated to obtain the distribution itself.
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Figure 8. Gaussian mixture: exact distribution (left) and distribution obtained in the energy-
based diffusion model (middle). Curl of the score in the score-based formulation, averaged over 10
independently trained models.

(%) (y*) (%) (y")

Exact | 1.0625 1.0625 1.386719 1.386719

Data 1.0620(5) 1.06215(5) 1.3860(13) 1.3846(13)

SBM 1.0632(2)(7)  1.0638(2)(10) |1.3954(4)(27) 1.3974(4)(28)

EBM  |1.0621(2)(9)  1.0621(2)(6) |1.3846(4)(22) 1.3849(4)(15)
MCMC-EBM | 1.0721(2)(122) 1.0762(2)(155) | 1.4237(4)(310) 1.4350(4)(438)
MCMC-MH | 1.0630(5) 1.0620(4) 1.3886(14) 1.3861(12)

(2f) (y°%) (2%) (v®)

Exact | 2.11694 211694 3.67445 3.67445

Data 2.116(4) 2.113(3) 3.674(8) 3.667(9)

SBM 2.149(1)(8)  2.155(1)(7)  |3.778(3)(21)  3.792(3)(19)

EBM  |2.1101)(5)  2111(1)(4)  |3.655(3)(13)  3.659(3)(10)
MCMC-EBM | 2.218(1)(71)  2.246(1)(96) | 3.933(3)(161)  4.003(3)(231))
MCMC-MH | 2.122(3) 2.116(4) 3.692(8) 3.672(8)

(zy) (x?y?) (x3y + zy?) (2%y®) (zy® +2?y*)
Exact | —1 1.12891 —2.375 —1.41016 2.94678
Data | —1.0007(4) 1.1306(8) —23785(17) | —1.4133(15) 2.9535(35)
SBM | —0.9997(1)(6) | 1.1327(3)(16) | —2.3848(5)(34) | —1.4238(5)(36) | 2.977(1)(7)
EBM | —1.0000(1)(6) |1.1285(3)(12) | —2.3737(5)(24) | —1.4087(5)(21) | 2.943(1)(5)
MCMC-EBM | —1.0082(1)(116) | 1.1543(3)(255) | —2.4331(5)(558) | —1.4652(5)(483) | 3.066(1)(102)
MCMC-MH | —0.9999(3) 1.1200(7) ~2.3755(17) | —1.4110(16) 2.9492(31)
(2% + z1°) (x*y") (2% + 23yP) (252 + 22y8) | (wy” + 27y)
Exact | —3.36719 1.92299 —3.99854 44985 —5.49658
Data | —3.373(4) 1.928(3) —4.009(7) 4.510(8) ~5.509(9)
SBM | —3.409(1)(9) | 1.960(1)(7) | —4.076(2)(15) | 4.593(2)(19) | —5.630(3)(25)
EBM | -3.361(1)(5) |1.920(1)(4) | —3.991(2)(8) 4488(2)(8) | —5.479(3)(11)
MCMC-EBM | —3.521(1)(120) | 2.031(1)(87) | —4.228(2)(181) | 4.776(2)(209) | —5.876(3)(266)
MCMC-MH | —3.370(4) 1.925(3) —4.004(6) 4.504(7) —5.506(8)

Table 4. Various moments for the Gaussian mixture with parameters oo = 1/4, 1o = 1. As in table 1,
with the addition of the final line, using direct MCMC Metropolis-Hastings sampling from the target
distribution, with statistical error.

In table 4 we show the results for the moments, observing good agreement. In this case

it is possible to perform an MCMC simulation directly from the real probability distribution
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Figure 9. Stable (full) and unstable (thin dashed) thimbles superimposed on the drift determined in
the score-based (left) and energy-based (right) diffusion models.

po(x), allowing a comparison with the MCMC simulation based on the EBM. These results
are given in the final line.

C Lefschetz thimbles

Lefschetz thimbles are an alternative approach to enter the complexified manifold and
potentially evade the sign problem [6]. For the quartic model considered here, the stable
and unstable thimbles were derived analytically in ref. [67]. For completeness, we show in
figure 9 the thimbles superimposed on the drifts obtained in the score-based and energy-based
diffusion models. We observe that the stable thimble follows in particular the attractive
region near the top of the ridges. As already discussed in ref. [67], in the thimble case the
component of the drift in the imaginary direction is reversed and the critical point at the
origin is attractive along the stable thimble. Hence the weight along the thimble peaks at
the origin and not at the ridges.

D Estimating systematic effects

After determining the (near-)optimal choice of hyperparameters, we evaluate the uncertainty
for the diffusion models using N = 10 models, which are seeded differently and trained
independently, but with the same choice of hyperparameters. Consider an observable O. For
each model we estimate O;, labelled by the index of the model, i = 1,..., N, with some
statistical uncertainty 6O; determined using a jackknife analysis. The goal is to quantify the
contribution of per-run statistical errors and estimate a (between-run) systematic error.

For this we apply a random-effects meta-analysis known as DerSimonian-Laird [68, 69].
Each model is weighted by

with a fixed-effect weighted mean,
- 2 wi0;
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The excess scatter across models is quantified by a heterogeneity statistic such as Cochran’s

Q@ [70],
Q= sz’ (Oi - 6)2- (D.3)

A large @ indicates variability beyond statistical deviation.
If we define the effective information quantity C' by

2
C=> wi— Zl‘ wZ» , (D.4)

)

then the between-model variance is estimated by

—(N -1
7% = max (0, Q()> . (D.5)
C
Adjusting the weights for random effects,
W= (D.6)
L5802 + 72 '
the adjusted weighted mean is
o — 2ii0i, (D.7)
i Wi
Let
w*
P = . D.8
¢ 2wy (B:8)

The contributions to the error are then finally broken down as
o Statistical contribution: 02, = >=;(a; 60;)?.
o Systematic contribution: O‘SQyS =712%; a2

o Total random-effects uncertainty: o2, =1/, wr.
In tables 1, 2 and 4 we quote O*(0gtat)(0sys) for the score- and energy-based models.
Data Availability Statement. The data used for this manuscript is available in ref. [71].
Code Availability Statement. The code used for this manuscript is available in ref. [71].
Open Access. This article is distributed under the terms of the Creative Commons Attri-
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