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ABSTRACT

Content removal has become the primary method of countering ter-
rorism online. This can be effective but also entails significant costs.
We outline two interrelated ways in which removal leads to negative
consequences: creating ideologically homogenous clusters - i.e. “echo
chambers” - and forcing malign actors to innovate, potentially increas-
ing the risk of radicalization. We argue that removal must be part of
the response, but in some situations, other options may be prefera-
ble. We offer a case study of BitChute to demonstrate that if a plat-
form is willing to work against terrorists, it may be better to avoid
content removal.

Introduction

In 2014, Benson published a paper in Security Studies titled “Why the Internet is not
increasing terrorism.” In it, he poured cold water on widespread concerns of online
radicalization by arguing that, in their pursuit of terrorists, security services gained
as much, if not more, from the Internet than the terrorists themselves.! He was not
the only person at the time to make this assertion. In this journal in 2013, Neumann
argued that the tactical intelligence and evidence that could be gained from the Internet
was the most effective way of dealing with online radicalization.? However, given the
movements in both the evolution of terrorism on the Internet and the breakneck pace
of technological change over the past decade, these arguments do not seem to have
permeated into policy decisions. Instead, successive pieces of legislation and regulation
have sought to remove as much terrorist content — such as propaganda and the social
media accounts of those sharing it — from the Internet as possible. At first glance, it
is difficult to argue with this. After all, we do not want terrorists to be able to com-
municate, propagandize, and potentially radicalize in any context, including online.
This article seeks to challenge the idea that the current paradigm is the most
appropriate way to respond to terrorist exploitation of online platforms. Terrorist
content should be taken down and removal is a useful weapon in the moderation
arsenal, but it also comes with significant unintended consequences which have now
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become apparent. In a sense, we see it as the spiritual successor to the arguments
offered by Benson and Neumann above, updated to include the ecosystem a decade on.

What follows below consists of three sections: The first offers a brief introduction
to how we got here; the journey to the current policy norm of as much content
removal as possible, with a particular focus on the recent pieces of legislation in the
European Union, which are likely to set a global precedent for dealing with content
online. The second section outlines two interrelated unintended consequences of
deplatforming: the forced ideological clustering of supporters to an environment in
which terrorist groups have much greater control of their message and creating the
incentive to innovate, which has led to much greater resilience against takedowns and
to greater operational security for terrorist plots. Taken together, these two consequences
may exacerbate radicalization and hamper law enforcement efforts. While research
demonstrates that content removal can reduce the reach of terrorist sympathizers
online, meaning that fewer people are subjected to recruitment efforts, it is possible
that those who do make it find themselves in a considerably more extreme and oper-
ationally secure environment.

The third section opens the debate on a more measured and nuanced response to
the proliferation of terrorist content online. To do this, we offer the example of
BitChute, the video streaming platform to show that in circumstances in which the
platform is happy to be a willing participant in the fight against extremism, an array
of other options exist, such as helping law enforcement investigations, the algorithmic
downranking of problematic content and the amplification of counter narratives. To
be clear, we do not advocate for a return to the “wild west” of the early days of the
Internet in which little-to-no terrorist content was removed. Clearly, much of it should
be. Instead, we argue that there are situations in which relationships with platforms
that may play a key role within extremist ecosystems could call for a degree of nuance.

Our article provides several contributions to the existing academic literature. To
begin, we provide a small but important contribution to the wider debate of Internet
regulation and governance; the majority of the present policy discussion and upcoming
legislation is focused on the removal of potentially harmful content from the Internet,
but as this article shows, this comes with significant unintended consequences. Moreover,
our work adds to the dearth of research on BitChute as a platform, which occupies
a central position within extremist ecosystems. Finally, we offer the beginnings of a
debate into future solutions in thinking about how social media platforms that are
willing to work in the fight against terrorism can leverage their technology in the
most useful ways possible.

1. Policy Direction of Travel

In earlier years in the Internet era, there was little motivation from tech companies
and nation states to remove content from the Internet. Emboldened by Section 230
of the United States’ Communications Decency Act 1996, platforms tended to take the
view that they were not liable for content that was posted on their sites.> Platforms
often believed that because their servers were located in the United States, they were
entitled to the strong speech protections offered by the First Amendment, although
this was frequently put to the test in instances such as the Yahoo/LICRA case, in
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which French courts decided that Yahoos auction site must geo-block illegal Nazi
memorabilia to users located in France.* The founders of these tech companies often
held philosophical views that were aligned with the First Amendment and were there-
fore not keen to police what they deemed as political speech on their platform, leading
to Twitter’s (now X) unofficial motto of the platform being “the free speech wing of
the free speech party™ or Meta’s founder Mark Zuckerberg repeatedly stating that he
did not wish to be the arbiter of truth on his platforms.®

This approach to content moderation (or lack thereof) was put to the test in the
2010s and the growth of the so-called Islamic State (IS). The group - in addition
to its proto-state territorial gains across Syria, Iraq, and beyond - was able to dis-
seminate its sophisticated propaganda far and wide on some of the largest social
media platforms on the Internet.” In response to widespread condemnation from
Western governments, platforms began to take a considerably more proactive
approach to jihadist terrorist content toward the end of 2015, banning accounts
much more rigorously and utilizing artificial intelligence and hash-sharing technology
to degrade such groups’ capability to disseminate their materials.® Although jihadist
groups were the first to be disrupted, similar approaches were eventually applied
to many far-right groups, particularly those that have been designated as terrorist
organizations, such as National Action or Atomwaffen Division,’ although multiple
problems remain which hamper the ability to disrupt the far-right online.!® The
research from this period often suggests that such degradation was a success; the
reach of these groups was demonstrably diminished,!' causing them to migrate to
platforms that either relied on end-to-end encryption'? - making content more
difficult to detect and remove - or platforms that had little or no policy on content
removal.'?

Despite this more proactive approach by some tech companies, legislation that
focused specifically on terrorist and extremist content online followed toward the end
of the 2010s and into the 2020s. One of the first countries to adopt such legislation
was Germany with their Network Enforcement Act (NetzDG) in 2017.'* Since then,
other countries such as Australia (2022)'° and the United Kingdom (2023)'¢ have
followed suit, with Canada currently drafting legislation.!” Despite these pieces of
legislation at the national level beginning to appear, the most wide-ranging regulation
are the two pieces that were passed by the European Union: the Terrorist Content
Online (TCO) regulation and the Digital Services Act (DSA).

The TCO, which came into force in June 2021, is focused on hosting service pro-
viders (HSPs) removing terrorist content. HSPs fall within the scope of the regulation
if they either have a significant number of users in the EU, or target their activities
to one or more member states.!® The definition of “terrorist content” is informed by
the EU Combating Terrorism Directive.'” The enforcement bodies of the TCO are
national “Competent Authorities,” that are official bodies in the member states, that
can send removal orders to tech companies.?” Importantly, tech companies then have
an hour to remove such material, with the first removal order allowing up to 12h to
get the content removed.?! Beyond removal, the TCO focusses on implementing trans-
parency and accountability, by stipulating that tech companies publish transparency
reports and have accessible appeal mechanisms. HSPs that systematically or persistently
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fail to remove content within one hour of receipt of a removal order may incur a fine
of up to 4% of global turnover.?

The DSA came into force for all platforms in February 2024 and in the European
Commission’s words is designed to “prevent illegal and harmful activities online...
[while ensuring] user safety”?* The DSA goes beyond regulating hosting service pro-
viders and includes three types of intermediary services: mere conduit services, caching
services, and hosting services.?* The intermediaries must either be established in the
EU, have a significant number of recipients of its services in an EU Member State,
or target its activities toward a Member State. Rather than solely focusing on removal,
the DSA focusses on the detection, flagging, and proactive content moderation by
platforms and takes a risk-based approach. The DSA sets different requirements for
so-called Very Large Online Platforms (VLOPs) and Very Large Online Search Engines
(VLOSEs), which are defined as those that reach more than 10% of the EU’s 450
million consumers, including the need to look at risks created, not just by illegal
content, but also legal material that may affect fundamental rights, including public
security, gender-based violence, public health, and mental and physical wellbeing.” If
platforms are deemed to be in breach of the DSA, the European Commission may
impose a fine of up to 6% of the global turnover of a VLOP or VLOSE.?

The existence of legislation which seeks to both compel platforms to remove terrorist
content and force them to have adequate systems to deal with content is a positive
step — and certainly better than the years of tech self-regulation that preceded it.
However, there is a concern that the incentive structure of both pieces of policy will
inevitably lead to the over-removal of content. Barata and Calvet-Bademunt argue that
the provisions within the DSA are overly broad and therefore raise several concerns
with regard to freedom of expression.”’” There are similar concerns with the TCO;
Ahmed notes that the combination of broad definitions of terrorism and the one-hour
removal deadline raised criticism from many stakeholders, including the EU Agency
for Fundamental Rights and the United Nations Special Rapporteur on freedom of
expression.”® Both the TCO and DSA state that they aim to protect free speech, but
the reality is that platforms are being compelled to remove content quickly or face
expensive fines and there is no counterweighing incentive to avoid the removal of
false positives.

The EU may only represent around 450 million people (around 5% of the world’s
population), but it is one of the most important players when it comes to legislation
because of the so-called “Brussels Effect” In short, because the EU makes up one of
the largest markets in the world and is frequently a forerunner in regulation, any
global company must meet the EU’s often stringent regulatory demands, which tends
to facilitate broader compliance in other markets.”” The Internet is a perfect example
of this, and it has been demonstrated that the Global Data Protection Regulation
(GDPR) increased data protection compliance far outside the European Union.*
Nunziato argues that the effect of the DSA will be to incentivize platforms to adopt
content moderation policies that are in line with EU regulations, rather than those of
the US with its stringent protection of speech under the First Amendment.’! Burchett
makes the same argument with the TCO, noting that it will inevitably apply to all
service providers globally that wish to do business within the EU, suggesting that the
EU has a substantial capacity to regulate global markets.*> Therefore, although the
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recent regulatory movements only legally apply to the EU, it is likely that they will
set precedents across the Internet.

It should be noted that this will not necessarily be a clear and linear effect; in
January 2025, Meta have announced a sizable rollback in their moderation policy in
the name of free speech, with X having adopted this approach after the takeover in
20223 It remains to be seen how these changes will affect their compliance with
regulation; the punishments that are given; and whether they change course afterwards.
In forthcoming years we can expect to see an ongoing tussle between platforms and
nation states (or institutions such as the EU) who wish to regulate them. A recent
example of this is the shutdown of X in Brazil after its Supreme Court ordered it to
suspend violative accounts, nominate a legal representative in Brazil, and pay a fine.
After originally refusing, X eventually relented.*> While it is possible that platforms
may hold firm on their free speech principles, 30years of Internet history - from
Yahoo/LICRA to Brazil's shutdown of X - has typically demonstrated two things:
i) Platforms will obey local law if they are sufficiently incentivized and ii) they often
follow the path of least resistance by complying with the regulation of the largest
markets (i.e. the “Brussels effect”).

2, The Effects of Deplatforming and Migration
2.1. Ideological Clustering and Controlled Messages

While there are demonstrable benefits to the removal of terrorist and extremist con-
tent, it is prudent to be cognizant of the negative unintended consequences that it
may bring. Although the underlying logic of deplatforming is that it reduces oppor-
tunities to become radicalized by stemming the flow of radical content to users, it
is possible that it solidifies the online radical milieu for those who are already inside
it. Discussing the removal of IS accounts from Twitter in 2015, Berger and Morgan
note that suspensions reduce the group’s propaganda reach, but do not make it
impossible to follow the organization.*® They express concern that, for those who
remain, it is a much louder echo chamber: “The increased stridency and monotonic
content may discourage some new members of the network from remaining. For
others, there is a risk that the more focused and coherent group dynamic could speed
and intensify the radicalization process”?” They argue that this is analogous to old
al-Qaeda training camps, in which individuals were subjected to “cult-like techniques”
and cut off from the outside world, and the selection of information was carefully
managed by the group.

This argument has also been made in the context of deplatforming the far-right.
Rauchfleisch and Kaiser conduct an analysis of 20 YouTube channels that were banned
and subsequently moved to BitChute.*® The authors find deplatforming to be a success
insofar as it limits the reach of problematic speech such as extremism and misinfor-
mation, since YouTube channels are substantially more likely to have more views and
interactions than on BitChute. However, their analysis did show that it was possible
for channels to grow in their new home, and most worryingly, that “deplatforming
effectively opens up a chance for potential further radicalization” by offering them a
place to regroup and strengthen their collective identity.*
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There is good reason to be concerned that syphoning individuals into ideologically
controlled echo chambers could be, as Berger and Morgan suggest, more conducive
to radicalization.®® This observation has proved particularly prescient in the case of
platforms such as which are not typically moderated externally. Research demonstrates
that acting within an ideologically homogeneous community may lead to more negative
sentiment amongst posters.*’ Being within these communities “causes reinforcement
and fosters confirmation bias, segregation, and polarization. This comes at the expense
of the quality of the information and leads to proliferation of biased narratives fomented
by unsubstantiated rumors, mistrust, and paranoia’** Analyzing far-right conspiracy
narratives, Schulze et al., find that between March 2020 and February 2021, Telegram
discourse became more radicalized, with violence-supporting posts increasing signifi-
cantly. * They note that deplatforming measures imposed by Telegram are likely to
have shifted to become more radical and moved violence-supporting communications
to clandestine areas of the Internet. Similarly, Vergani et al. also found hate speech
to increase on Telegram channels which hosted conspiracy theories.** Discussing IS
chatrooms on the same platform, Valentini, Lorusso and Stephan note that moderators
have high selection control, unlike on mainstream platforms, and use it to form “radical
conclaves” of ideologically homogeneous messages. *°

It is also possible that echo chambers may lead to less toxic language. Mekacher,
Falkenberg, and Baronchelli found that when they compared Twitter users to those of
Gettr, many more users were banned on the former platform for their posting activ-
ity.*® However, users language was generally more toxic on the mainstream platform
(Twitter)*” than on the fringe alt-tech site that purports to protect free speech (Gettr).
They attribute this to the fact that posters were in close contact with their political
adversaries in highly charged discussions, particularly in matters of race and gender.
By contrast, they find that fringe platforms offer a safe haven in a politically homo-
geneous environment with like-minded people. However, this environment and the
lack of moderation on Gettr played an important part in offline violence; the authors
demonstrate a relationship between the platform and the Brasilia insurrection in 2023,
showing that users were “mobilized within a short time period [which led] to real
world harms”#

It is also likely that censoring fringe views may offer a degree of credibility to
propagandists amongst those that are already within the echo chamber. Allington warns
that deplatforming may have an exacerbatory effect on radicalization, arguing that
their removal from mainstream platforms can have an effect in which individuals are
given “martyrdom” status by promoting themselves as censored, giving them more
credibility and entrenching the belief that the conspiracy is being further marginal-
ized.* Similarly, when IS began to face a more hostile environment on Twitter, scholars
argued that it created a community - the “Baqiya family” - which provided emotional
and social benefits to members. When individuals are suspended, it signals to other
members of the community that they are trustworthy and have paid their dues.”
Deplatforming was also adopted into the group’s propaganda discourse, in which sus-
pensions were framed as a specific tool to persecute Muslims.”! This level of censorship
creates a “Streisand effect” in which censored information is perceived as more valuable
because of efforts to suppress it. This is taken by users to be a hostile act by the
perceived out-group as an attempt to suppress the “truth.”>?
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Another relevant concern is that ideologically homogeneous groups with little-to-no
external content moderation may promote false consensus. Humans are generally poor
at estimating public support for their beliefs, typically believing their views are more
widely shared than is actually the case. Survey-based research on neo-Nazi forums
found that individuals overestimated public support and this effect increases as more
time is spent engaging on the forum. Experimental research has also demonstrated
that individuals are likely to infer public support for their own attitudes from the
content that they encounter® and that greater use of the Internet makes this effect
more likely.*®

It should be noted that, despite substantial research into the effects of echo cham-
bers online, their role in facilitating political violence is still underdeveloped. This is
to say, research shows that they form in online spaces; that terrorists can control their
message; and that language tends to become more extreme. However, finding a causal
link to participating in political violence is a challenge. There are several reasons for
this: Firstly, echo chambers are largely under-theorized and subject to “concept-stretching,’
secondly, data which successfully bridges the online domain (echo chambers) and
offline behavior (violence) is difficult to ascertain and is noisy, and thirdly, establishing
causation in any kind of political violence remains elusive.*

2.2, Spurring Innovation

The second concern with content removal as a strategy is that it inadvertently creates
an extremist ecosystem which is more sophisticated and operationally secure. As dis-
cussed above, deplatforming has had demonstrable benefits in disrupting the reach of
groups like IS from platforms such as Twitter, Facebook, and YouTube. However,
terrorists have learned to adapt to the hostile ecosystem that they face. Fisher, Prucha
and Winterbotham outline three categories of platform which are used to maintain a
presence online: “Beacons,” (e.g. Twitter and Telegram), which direct users to “content
stores,” (e.g. archive.org and YouTube), which work in tandem with “aggregators” to
store and link to content on Facebook pages or websites.”” These categories of plat-
forms have different uses based on the affordances that they provide and the level of
content moderation that they face. The beacons can draw the largest number of users
and act as a base of operations. The content stores face the lowest level of moderation
(particularly if the meta data do not give away that it is terrorist content) and the
aggregators act as places where several links can be spammed without the platforms
knowing the nature of the content.

Surveying the jihadist ecosystem in 2022, Fisher and Prucha note that despite the
disruption in the mid-2010s, jihadists continue to maintain a persistent presence online,
particularly amongst their Arabic-speaking audience. In fact, they argue that the current
jihadist ecosystem, of which the pillars are platforms such as Telegram, RocketChat,
and Matrix, is “much more dynamic, secure, encrypted, decentralized, and resilient
than the [ecosystem] which emerged by 20147%® The features of these platforms, they
argue, renders many of the current content removal tactics obsolete. Conway, Watkin,
and Looney, also observe that despite substantial content removal efforts on many
social media platforms, jihadist groups maintain a persistent presence on platforms
such as Telegram and RocketChat,” while Europol points to the exploitation of
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decentralized platforms Ignite and DTube.®* In their study of jihadist propaganda
dissemination strategies, Macdonald and McCafferty analyze 12 channels across four
platforms, finding that over half of the 4,164 posts outlinked to other platforms.!

Data from Tech Against Terrorism also demonstrate a wide and often sophisticated
extremist ecosystem. The Terrorist Content Analytics Platform (TCAP) identifies 13
categories of platforms which are exploited.> While it includes many of the platforms
discussed above, such as file sharing, social media, and messaging services, it also
contains audio sharing, link-shortening, and photo-sharing platforms. Terrorist-operated
websites (TOWSs) have also become essential to the ecosystem. Conway and Looney
identify five different terrorist groups are exploiting TOWs: IS; the Taliban, Hamas,
Nordic Resistance, and the PKK.®® Similarly, Tech Against Terrorism identifies 189
websites used by the far-right, Sunni extremists, and Shia extremists,** while Europol
highlights that TOWs are a central part of terrorist propaganda strategies.®® The
increased use of cloud-hosted websites creates further challenges since they are used
for internal communication as well as for storing of large archives of terrorist content,
which is assessed to be due to content removal elsewhere.*

The key concern is that it is at best difficult, and at worst, impossible to apply
content removal techniques to several platforms in the contemporary ecosystem.
Decentralized platforms such as RocketChat, Matrix, Ignite, and DTube, are not con-
trolled by a single entity, but by its individual users operating independently.”” TOWs
are also run independently and as such, the threshold for removal by infrastructure
providers is often higher than other tech companies such as social media platforms®
which in turn gives them greater control over their message.®” There is some level of
moderation on platforms like Telegram, including Europol’s “Referral Action Days” in
2018 and 2019 in which they specifically targeted jihadists on the platform. These
efforts led to disruptive effects, but they prompted individuals to experiment on new
platforms, such as Twitter, Rocket.Chat, TamTam, and nandbox.”” Even when platforms
are successfully taken down, there is an abundance of available options within the
terrorist ecosystem and new channels can be set up with considerably more ease than
it takes for stakeholders to remove them.”!

This movement toward creative innovation is familiar to scholars of terrorism and
of online conduct more broadly. In their analysis of Telegram, Amarasingam, Maher
and Winter draw on the concept of “malevolent creativity”’> Supporters were driven
to migrate due to the hostile ecosystem and their choices of platform were based on
three factors: security, sustainability, and utility. In particular, IS’ social media strategy
of “centralized decentralization” was particularly suited to such creation given that
flexible organic structures are more conducive to innovation.”® Kfir also examines the
concept of innovation, finding that IS’ forced migration from social media to gaming
(and gaming-adjacent) platforms did not stop the group from producing and dissem-
inating their content, but does yield unintended consequences, such as the emergence
of uncensored violence and the increased difficulty of content removal.”* The problem
of removing deviant content leading to innovation is not limited to terrorism:
Horton-Eddison and Cristofaro demonstrate that the FBI's seizure of the original Silk
Road drug market spurred technological innovation toward a more decentralized pay-
ment system, arguing that it may have been counter-productive in the long run.”
Similarly, Reid and Fox highlight how human traffickers and child sexual abusers
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adapted to a hostile environment by using the Dark Web and cryptocurrency tech-
nologies, which makes law enforcement investigations considerably more difficult.”s

2.3. How These Consequences Affect Terrorists’ Plots

Taken together, these two unintended consequences can work together to create an
environment that is more conducive to political violence. The current state of tech-
nological innovation has led us to a point in which terrorist groups and their sym-
pathizers have greater control over their messaging because they are not subject to
content removal and do not have to sanitize their language to evade platform rules
(as they did on platforms such as Facebook or YouTube). This is concerning, given
it is the premise of the warning given by Berger and Morgan; groups are able to craft
messages with care and be selective about what information enters the group.”” Similarly,
this control is likely to increase the level of false consensus of members within
the group.

It is also possible that the forced creativity and innovation has made plots more
likely to be successful than before. Empirical research into the online behaviors of
terrorists by both Jensen et al.”® and Whittaker”” demonstrates that terrorists that use
social media are less likely to be successful in their plots than those who do not. Both
propose that the reason for this could be that radicalizing individuals may be using
open social media platforms recklessly and therefore leaving themselves vulnerable to
identification by law enforcement. This finding is mirrored by Hamid and Ariza who
find that individuals that they classify as “radicalized offline” were three times more
likely to be successful in their planned attacks than those who are “radicalized online.”*°
To this point, Benson argues that the Internet does not increase the risk of terrorism
because it is of equal or greater value to law enforcement than it is to terrorists.3! An
illustrative example of this is Lloyd Gunton, who - in advance of his planned attack
— asked his Instagram followers “Cardiff, are you ready for our terror?” which led to
his apprehension by law enforcement.®? However, these scales may have now tipped
in the opposite direction: content removal may have displaced a lot of low-hanging
fruit from platforms such as Facebook or Twitter (who generally comply with court
orders to share user data with law enforcement) to platforms that are either unwilling
or unable comply. To put it simply, would-be terrorists are often reckless, and the
removal of their accounts or content may be forcing them to think more about their
operational security.®?

3. Breaking the Impasse

Rather than blanket banning content and creating pariah platforms, it may be prudent
to consider options that keep problematic content within arm’s reach (for platforms
that want it) and work proactively together. This will create options that are not
available when content is removed and extremists migrate to security-focused platforms,
such as sharing relevant information with law enforcement and prosecutors; down-
ranking borderline content; and algorithmically amplifying strategic communications.
To demonstrate this point, we offer a hypothetical case study of how a platform -
Bitchute - could be utilized to achieve this.
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3.1. Bitchute

BitChute is a video-sharing platform hosted in the United Kingdom. The platform,
which uses WebTorrent, was set up in 2017 by Ray Vahey, who, when asked about
why he created the platform, said “the idea comes from seeing the increased levels of
censorship by the large social media platforms in the last couple of years. Bannings,
demonetization, and tweaking algorithms to send certain content into obscurity and,
wanting to do something about it”® The platform quickly became known as the
alternative to YouTube and is in a way, itself, a product of deplatforming.®> BitChute
is hosted on Epik, a domain name registrar which is known to host far-right extremist
websites.®

Given the platform’s intention to host content that was being removed by bigger
social media platforms, BitChute quickly became a safe haven for far-right extremists.
This led BitChute to be banned from both Paypal and Stripe in 2019.87 The extent of
the problem was brought to light in 2020, when three research and policy institutes
- Hope Not Hate,*® the Anti-Defamation League,*” and the Community Security Trust®
- each wrote reports on the state of BitChute and the alarming volume of extremist
and terrorist content found on the platform. The reports also highlight the prevalence
of far-right content, antisemitic material, anti-LGBTQIA+ hate speech, misogynistic
material, disinformation, and conspiracy theories on the platform. More recently,
Trujillo et al. conducted an empirical assessment of the platform, finding there to be
more hate speech than on the alt-tech platform Gab, but less than 4Chan.”!

The Hope Not Hate report by Davis found that there was official content produced
by several designated terrorist organizations including Atomwaffen Division®? and
National Action®® on BitChute, in addition to official content produced by IS.** In
addition, crisis material was also detected, predominantly the livestream and manifesto
created by the Christchurch attack perpetrator who killed 51 people on March 15,
2019. The manifesto and the livestream are classified as illegal by the New Zealand
Classification Office.”

More recently, there has been a substantial policy shift in the removal of officially
designated terrorist content. Examining the platform in 2022, the UK’s communications
watchdog and regulator of the Online Safety Act, Ofcom, and Tech Against Terrorism
have both elaborated on their positive engagement with BitChute over the previous
two years.”® Since Tech Against Terrorism started working with BitChute in 2020, the
platform has removed all terrorist content reported by Tech Against Terrorism (includ-
ing crisis material in case of the Christchurch attack and Buffalo shooting). The
platform has also added violent extremist groups to its banned organizations list,
incorporated a user-reporting feature, and produced several transparency reports to
date.”” The first transparency report published by BitChute mentions that between
2017 and 2021 the company grew from 2 part-time founders to 12 employees. This
increased their content moderation capacity and shows an increased commitment to
responding to terrorist content on the platform.”® Since then, Bitchute has published
another transparency report for 2023.

Ofcom notes that while it still considers BitChute to be an attractive option for
hosting harmful content, due to the nature of the platform, it has nonetheless been
able to engage constructively with the company following the introduction of the
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interim regime that regulates video-sharing platforms.” In response to the attack in
Buffalo,!® “BitChute has consistently removed content violating its terms and conditions
when third party organisations have reported it to them, including footage of the
Buffalo attack”!®! Regarding material which is illegal under specific statutes, BitChute
also has a portal to report content that is illegal under the German Network Enforcement
Act (NetzDG).

If BitChute were to use content removal as its primary method of countering
extremism, it could lead to moving some individuals directly toward extremist recruit-
ers. Parler, an alt-tech social media platform, was forcibly shut down after being
implicated in the attack on the Capitol on January 6, 2021. After the shutdown, there
was a mass migration to Telegram in the course of which Trump supporters joined
more extreme far-right channels where violent extremists were actively trying to recruit
them.'*? If BitChute were to be completely shut down or implement a substantially
more restrictive content removal policy, this may create a further migration to terrorist
and violent extremist spaces on Telegram or decentralized platforms. As discussed
above, recruiters have substantially more control within such spaces, and they may
prey on individuals who have identifiable risk factors, such as a belief in conspiracy
theories,'” which are prevalent on BitChute, to which a grievance narrative can be
added under controlled supervision.

3.2. How Can Bitchute Respond to Violent Extremism?

As discussed above, one risk of deplatforming violent extremists and terrorists is that
they are likely to migrate to platforms or parts of the online terrorist ecosystem that
are increasingly hard to moderate, because there is no infrastructure and no desire to
do so, such as decentralized or end-to-end encrypted platforms, fringe platforms, or
terrorist operated websites. On these sites, it is very hard for material to be removed
or for communications to be monitored, which, as we argued in the first section, may
create an unintended consequence whereby law enforcement miss low-hanging fruit
because users migrate to platforms in which detection is more difficult.

However, BitChute’s commitment to protect potentially problematic speech means
that most of the content is unlikely to be removed unless it is officially designated or
deemed to be illegal. This means that users may be more likely to leave the low-hanging
fruit for law enforcement. Of course, leaving such content online comes with a sub-
stantial tradeoff; even if the content is not classified as terrorist, it does not mean
that it is not harmful. Rather, even if it does not explicitly call for violence, borderline
content could function as “mood music” in the radicalization process.!** However, as
demonstrated above, the idea of stopping all interested individuals from finding such
content is not feasible, but restricting the reach of such content may be. Allowing
some platforms to host this type of “mood music,” while also removing explicitly
terrorist content, may be the most pragmatic compromise. Finally, given that this type
of content dominates the platform, the political environment is highly homogenous.
This may limit the toxicity that would be experienced by users with other political
viewpoints, as demonstrated by Mekacher, Falkenberg, and Baronchelli in their analysis
of users espousing more toxicity on Twitter than on Gettr, given Gettr’s homogenous
environment.'*
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Another important point to note is that the platform architecture of BitChute is
open; they allow users to view material without creating an account and as such, users
have little control over who views their content. This openness makes it unlikely that
many extremists and terrorists will use BitChute for operational purposes, including
for secure internal communications, attack planning, recruitment, or fundraising, when
the likelihood that their communications will go undetected and undisrupted is low.
However, given that many terrorists do recklessly telegraph their intentions on public
platforms,'® it means that the platform is well-suited for law enforcement to detect
individuals that are doing so.

As well as detecting and foiling violent attacks, working with open platforms that
are willing to cooperate with law enforcement also provides a means of successfully
prosecuting individuals. Benson argues that companies based in the West, such as the
Silicon Valley tech giants, are liable to be receptive to subpoenas and to surrender
their data.!'”” On the other hand, platforms with distributed data structures, such as
Telegram, do not respond to subpoenas or data requests because their architecture
does not support it.!% An example is the case of Nicholas Rovinski, who was convicted
as part of a small cell of individuals that plotted to kill Pamela Gellar. Rovinski left
a long trail of information on several social media platforms including YouTube,
Twitter, and Google+, and a court-ordered warrant allowed them to trace back his
communications with coconspirator David Wright on Facebook.!® It is not clear that
this case could be so easily built in today’s ecosystem.

In short, extremists will continue to exploit online platforms, many of which will
be unwilling to work with law enforcement agencies, regulators, and third parties. As
such, having a platform in the ecosystem such as BitChute that is somewhat cooper-
ative with law enforcement and court orders may end up being a net benefit, even if
it comes at the cost of objectionable material remaining on the platform.

3.3. Other Moderation Options

BitChute utilizes content removal to moderate online terrorist - and to some extent
- extremist content. Furthermore, the open nature of the platform minimizes the risk
of terrorists using BitChute for operational and recruitment purposes. Where the
platform would be used for operational purposes, it is likely that law enforcement
would be able to monitor such behavior and work with BitChute given the platform’s
previous history of cooperation with regulators and third-party organizations.

However, the reliance on content removal and neglecting other strategies does not
optimally reduce the threat of violent extremism. It risks BitChute causing unintended
consequences by relying on content removal, such as users moving to more secure
and unmoderated platforms. Below, we suggest alternative measures BitChute, and
similar platforms, could take to challenge terrorists and extremists to an even greater
extent, ensuring that the platform features are utilized optimally, whilst accepting that
a certain level of hate speech is likely to stay on the platform.

3.3.1. Downranking
A strategy that is often employed by the larger and more mainstream social media
platforms is reducing the prevalence of problematic content. As Whittaker discusses
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in his literature review of extremist content and recommendation systems, many plat-
forms - including Facebook, YouTube, Twitter/X, and Reddit - have taken to down-
ranking what they call “borderline content,” which is content that is not clearly terrorist,
violent, or illegal, but which platforms nonetheless do not want their algorithms to
promote.''? This is generally presented as a compromise between user safety and
free speech.

BitChute employs a recommendation algorithm which they call “People Power,’
which ranks specific types of content to the top of the home screen, as determined
by the number of subscribers, views, and likes (in a manner that is similar to many
other platforms, although -from what detail is given - is more simplistic than sites
such as Twitter, YouTube, or Facebook). Although we argue above that the amount of
terrorist material on BitChute is low, at the time of writing, and as reports and articles
have shown, content on the platform mostly centers around disinformation and often
racist, misogynistic, and antisemitic material. Therefore, the amount of hate speech
and disinformation on BitChute is extremely high and through its People Power feature,
problematic material is lifted to the top of BitChute’s feed. In addition, personal feeds
are tailored to a person’s individual preferences which again risks frontloading material
that is borderline or worse in nature.''!

There is potential for BitChute to use its recommendation system to drown out
extremist rhetoric by downranking it. As Gillespie notes, this has become a popular
form of content moderation for the largest mainstream social media platforms.''?
Moreover, it can be a flexible strategy depending on the users and content in question.
He highlights three ways in which content can be made less visible:

1. Do not recommend at all - the content or creator is completely removed from
recommendations;

2. Do not recommend as much - problematic content can be included, but is ranked
lower the non-problematic content;

3. Do not recommend fo some - either of 1) or 2) could be applied specifically to
users based on a range of factors including age, time of day, geo-location, or
watching history.

Content flagged as “Not Safe for Life” [NSFL] and/or “Not Safe for Work” [NSFW]
could be omitted or downranked from the Power People, meaning that users would
have to specifically search for it.

It is important that downranking is not confused with the colloquial Internet con-
cept of “shadow banning” - when a user or their content is muted (or their content
is made harder to find) without their knowledge.!'* The key differentiation here is
transparency — platforms should make it clear that downranking is part of their mod-
eration toolkit and users should be made aware when their content is downranked.
An example of this in action is on Twitter/X, where a downranked post can carry the
text “Visibility Limited: this post may violate X’s rules on hateful conduct”!!*

To be clear, we argue that illegal material should be subject to content removal.
However, we also acknowledge that there will always be a substantial grey area in
which content is not clearly illegal. Moreover, the premise of our argument is that
problematic content will appear online, and it may be better for cooperative platforms
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to bias algorithmic preferences actively, rather than sending extremists in a single
stroke to the darkest corners of the Internet, where they have complete control of
their message. However, even if content is downranked, as opposed to removed, there
are still clearly important free speech implications that should be carefully considered.
Macdonald and Vaughan highlight three ways in which downranking can be improved
to be in line with human rights norms: greater definitional clarity of what constitutes
“borderline content;” the necessity and proportionality of downranking; and
transparency.'’”

3.3.2. Uplifting Strategic Communications

The downranking of content may be unpalatable for BitChute, particularly given the
founder has complained about YouTube “tweaking algorithms to send certain content
into obscurity.’!'® However, the same technology can be used to create debate and
provide additional voices. Vahey has articulated that one of his aims with BitChute is
to call out extremist narratives and let them be debated.!'” However, given that mono-
tonic content dominates, there is presently little scope for drowning out extremist or
borderline content with strategic communications.

Therefore, strategies to counter extremism ought to go further than merely removing
or downranking content because it “creates an information vacuum, and vacuums will
always be filled. Whilst disruption is one side of the coin, the other necessary side is
an effective communication strategy to control what fills the vacuum.!'® Many social
media platforms are already doing this. Facebook (even after its change in moderation
policy) Removes violative content, Reduces misleading content, and Informs users with
additional context where necessary.'’® Similarly, as well as Removing violative content
and Reducing (i.e. downranking) borderline content, YouTube is also Raising authori-
tative speakers and Rewarding trusted voices,'?® although the mechanisms of how these
voices are raised are not clear.

This strategy could be deployed by means of a partnership between BitChute and
third-party message designers to introduce fact-checking. This would confer legitimacy
and credibility on the platform and would warn users that what they are seeing is
deemed inaccurate by experts. While this may not convince users who strongly oppose
the presence of such information given their existing beliefs, it will create room for
more debate on the platform, which could potentially be viewed by third-party bystand-
ers. It also raises the possibility of counter-narratives, which are often maligned for
lacking evidence of efficacy.'*! However, recent empirical research suggests that
well-crafted messages may show more promise. Braddock demonstrates that “inocula-
tion” messages in advance of an extremist narrative can promote resistance to persua-
sion,'?? while Carthy and Sarma found that offering individuals a tailored
counter-narrative, which invited individuals to write down counterarguments to violence,
made them less likely to be supportive of extremist propaganda.'*

The tactics of downranking potentially problematic content and the raising of trusted
or counter-narrative sources have the ability to break the existing ideological clustering
that appears on BitChute.!* In essence, such tactics give less power to extremist con-
tent creators and present opposing views to their potential audiences. While there are
free speech issues engaged by downranking (although clearly fewer than removing it
entirely), the idea of allowing for a wider range of voices to be heard in any given
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debate is congruent with the founder’s commitment to debate and free speech. Given
BitChute’s willingness to moderate and work with the regulator and third-party orga-
nizations, they may be more open to this approach, and a unique opportunity may
have arisen for counter narratives to be delivered where terrorists sympathizers are
currently congregating.

While we believe that this approach can help to effectively counter terrorism online,
it is not without limitations. To begin, it clearly requires online platforms to play ball
and buy in to the concept of countering terrorism, and apply moderation techniques
to borderline content, which is highly politicized. Many platforms have positioned
themselves as an alternative to the mainstream and as such being seen to cooperate
with governments’ counter-terrorism policies may be unpalatable. However, we believe
that there are enough platforms - like BitChute — who can straddle the divide between
“alternative” and advocating for free speech, while also accepting terrorism as a problem
to be challenged. Secondly, both downranking and counter-narratives may be unpopular
with the users on these platforms. People do not like to feel like they are being
manipulated which can cause interventions to backfire - this is sometimes called
“psychological reactance”'* Put simply, if users feel like they are trying to have their
minds changed, they may dig their heels in and believe more deeply in their original
idea. This is why the types of counter-narrative that are presently showing the most
promise — inoculation - attempt to use psychological reactance to their advantage by
creating messages to show that extremists are trying to manipulate them.'?

There are also other approaches that we have not covered here that could be used
in conjunction with those that we have suggested. One is what could be called “mowing
the grass” - platforms operating a permissive everyday environment then intermittently
purging content.'”” The idea is that this is done infrequently enough as to not foster
innovation, but frequently enough to damage terrorists’ reach and networks. There is
little-to-no academic literature on this tactic, although Telegram’s occasional collabo-
ration with Europol in their “Referral Action Days” would be an example. Given the
dearth of literature, we believe it is a good candidate for future empirical research.'?®

Finally, the case study of BitChute and our potential recommendations only speak
to how one individual platform may benefit from not removing some types of content.
As we discussed in part 2, terrorists now operate in a wide and complex ecosystem,
meaning that they could use a platform such as BitChute for hosting “borderline”
ideological material while hosting other content, such as operational planning or
fundraising on more secure platforms. This is an inevitable aspect of the contemporary
Internet, and it is why we argue that regulation which mandates content removal is
still a vital tool for disrupting. However, our argument is that we should work within
the confines and realities of the ecosystem that exists; if there is a possibility to work
with some platforms that host problematic content and provide either law enforcement
or counter-extremism interventions, this may be preferable to indiscriminately enforcing
widespread removal of content.

Conclusion

While it is a laudable goal to attempt to remove all problematic content from the
Internet, the contemporary web does not allow us to do this, nor does it save us from



16 J.WHITTAKER AND A. CRAANEN

the negative unintended consequences entailed by attempting to do so. In this article,
we have argued that platforms need not face a binary choice between “remove as
much as possible” or “remove nothing,” but that a realistic view can be taken which
accepts our limitations and attempts to mitigate them. The current focus on content
removal has allowed a sophisticated terrorist ecosystem to evolve which has become,
and will continue to become, harder to penetrate. While the large-scale removal of
terrorists and extremists from many mainstream platforms has successfully reduced
their reach to new recruits, this has come at the expense of increasing their operational
security and resilience to content takedown.

Given that we do not live in a perfect world, it may be better to attempt to
leverage those platforms uniquely placed to help to counter extremism. To further
explain this point, we have drawn on the case study of BitChute; a platform which
has shown willingness to remove terrorist content, but still maintains a firm stance
against most other types of content removal. Therefore, if terrorists and extremists
still wish to access this platform, they must do so on an “open” platform which
cooperates with court orders, where they will not find designated terrorist content,
and in which borderline content may be subjected to downranking and supplementary
narratives which attempt to seize control of the information environment. This is a
somewhat hypothetical case study; we do not speak for BitChute, and it is entirely
possible that they will not wish to cooperate as we have suggested. Instead, this
article offers a prospectus of the ways in which other tactics can be deployed to
mitigate some of the unintended consequences of the current content moderation
paradigm.

We also recognize that this discussion cannot exist independently of a broader
ethical debate about the harms of allowing, removing, and downranking content. We
chose the language of this article carefully; within the field of applied ethics there is
a long history of debates on “unintended consequences” - dating back to Thomas
Aquinas - which evaluate the permissibility of actions that are intended to achieve a
good outcome but in doing so may cause harm. The removal or otherwise of terrorist
and extremist content involves ethical debates such as free speech (concerning both
those who abuse its freedoms and those who are denied them), the rule of law, as
well as business ethics and corporate social responsibility. It is also worth noting that
for some, the good outcome may simply be the removal of problematic content, rather
than the long-term effect of a reduction in violent extremism. Other parts of this
article can also not be discussed without recognition of wider debates; it would be
simplistic to claim that “helping law enforcement” is to be an undeniable good given
the range of ways in which these powers have been abused and often target already
vulnerable populations.”” In this sense, we offer a small, but we hope important,
contribution to this wider debate.
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