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Abstract

Using robots in the military contexts is problematic at many levels. There are social, legal, and ethical issues that should
be discussed first before their wider deployment. In this paper, we focus on an additional problem: their human likeness.
We claim that military robots should not look like humans. That design choice may bring additional risks that endanger
human lives and by that contradicts the very justification for deploying robots at war, which is decreasing human deaths and
injuries. We discuss two threats—epistemological and patient. Epistemological one is connected with the risk of mistaking
robots for humans due to the limited ways of getting information about the external world, which may be amplified by the
rush and need to fight with robots in distance. The patient threat is related to the developing attachment to robots, that in
military contexts may cause additional deaths by the hesitance to sacrifice robots in order to save humans in peril or risking

human life to save robots.
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Introduction

In recent years we are experiencing a rise in interest in the
deployment of robots and the societal, legal, and ethical
aspects of their applications (cf. Bertolini & Aiello, 2018;
Coeckelbergh, 2022). Specific issues concern particular
domains in which robots are deployed, like there are spe-
cific issues with autonomous cars (cf. Mamak & Glanc,
2022; Nyholm, 2018) or sex and love robots (cf. Devlin,
2018; Mamak, Forthcoming; McArthur et al., 2017; Mamak,
2022), companion robots (cf. Danaher, 2019a; Nyholm &
Smids, 2020), healthcare robots (cf. Coeckelbergh, 2018;
Sparrow & Sparrow, 2006), police robots (cf. Asaro, 2016;
Mamak, 2023). In this paper, we focus on the military con-
text (cf. Sparrow, 2007).
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In an equally obvious way, the development of technol-
ogy affects modern military operations, which are virtually
impossible to conduct without relying on disruptive tech-
nologies, the development of which is aimed at bridging the
military capability gap (Farrant & Ford, 2017, pp. 393-99).
Military robots are increasingly being used in all battlefield
spaces, namely air, land, water and cyberspace. Some are
modelled on animals (e.g. snakes, insects, birds, fish, marine
and terrestrial mammals), with an increasing number being
miniaturized and combined into swarms controlled by a
single human operator. Despite the existence of different
narratives for future robotic warfare, according to experts,
the most likely scenario is one in which robotic systems will
operate as cobots to support, rather than replace, the actions
of human soldiers (Schmitt & Thurnher, 2012; Harris, 2016,
p. 79; Scharre, 2016, p. 164).

The major military and technological powers (China,
Israel, Russia, USA) created special units in government
responsible for integrating algorithms, artificial intelligence
and machine learning into military operations (Lewis et al.,
2017; Sweijs & De Spiegeleire, 2017). We are therefore
experiencing a new arms race (Bode et al., 2023).

There are many potential legal, societal, and ethical issues
with military robots. This paper focuses on two normative
frameworks that may be relevant in the context of their human
likeness. The first is ethical, which is focused on the value of
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the life of human beings. The second one is related to human
likeness as a problem for the international humanitarian law
(IHL). Those two frameworks are not entirely coherent with
each other—during the armed conflict, the killing of combat-
ants is legally permissible.

There are no human-like military robots yet on the battle-
field. However, it is reasonable to assume that such robots may
be in the future. Humanoid robots are starting to be deployed
in other areas (sex robots, healthcare robots). Our environment
is adapted to humans with particular heights, legs, and arms
(stairs, doors, existing equipment, and so on), which may be
a possible factor that may impact how robots are designed.
The concept of a human-like soldier is also embedded in the
culture—in movies and books. Moreover, the Atlas robot,
a humanoid robot by Boston Dynamics, was developed for
US military agency DARPA (Fox Van, 2017). We claim that
military robots should not look like humans because they raise
additional risks for human life, which, in a sense, contradicts
the main justification of the deployment of robots in military
contexts. Robots, by resembling humans may be easy to mis-
take for humans, and their human likeness may trigger psy-
chological reactions in fellow humans that put in danger the
others that are around.

This paper is structured as follows. After the introduction,
we focus on the general—Ilegal, and ethical aspects of using
robots in military contexts. The following section is focussed
on the specific issues of the human-likeness of robots. The
paper ends with conclusions.

Before going further, we want to make some clarificatory
remarks. We want to add that we are aware of the definitional
differences arising from the interdisciplinary nature of research
on robots, algorithms and artificial intelligence (Al), but for
reasons of facilitating the narrative and conveying the complex
nature of this field of research, we use these terms interchange-
ably in this article.

We focus here on military robots. One of the popular defini-
tions of robot refers to the sense-think-act paradigm (cf. Gun-
kel, 2018b; Jordan, 2016; Thrun, 2010). In short, "sense" refer
to the possibilities of gaining information about the external
world, the "act" means the ability to impact that world, and
the "think" component refers to the possibilities of analyz-
ing information and transforming them into actions. The last
element is linked to autonomy. We treat robots here broadly.
It includes (potential) fully autonomous entities (probably Al-
based) and human-controlled units with little or no autonomy
at all (drones). By "military" we mean robots that are used
in a military context, especially in the conduct of hostilities.
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Use of robots in a military context

In this section, we present the context for the deployment
of robots and Al on army equipment, their applications,
associated risks, benefits and legal challenges. We here
refer also to the literature focused on Al, and later, we
focus on embodied robots. These aspects are related.
Robots' development on the battlefield depends on the
development first the AI. Some definitions of robots refer
directly to them as embodied Al (see, e.g. Winfield, 2012,
p. 8). Problematic issues associated with Al in the battle-
field context may be amplified by topics related to embod-
ied agent design (cf. Sparrow, 2021).

The debate on the use of robots for military purposes
has gained momentum with the widespread use of drones
(unmanned, mainly flying vehicles). The large-scale use of
drones, especially in non-international armed conflicts, has
contributed to the debate on the legal and ethical aspects
of using new technologies on the modern battlefield. In
particular, attention was drawn to the reinforcement of
the asymmetric nature of warfare in the case of conflicts
between a technologically advanced actor and developing
states or non-state actors.

From a legal point of view, drone use has influenced
the understanding of concepts such as the use of force
and the scope of the right to self-defence (Heyns et al.,
2016; McNab & Matthews, 2010), the supervision of
the targeting process by human operators (human in the
loop) or the mere temporal and geographical scope of the
application of international law (Crawford, 2020). At the
same time, considerable space in the doctrinal debate has
been devoted to the ethical and psychological aspects of
remote warfare. The progressive dehumanisation of the
battlefield, which results from the increasing use of algo-
rithmic processes and the removal of human soldiers from
the battlefield, has been a source of questions about the
ethos of modern warriors (Sajduk, 2015) or the moral per-
missibility of targeting the enemy remotely (Bober, 2015;
O’Connell, 2009).

Nevertheless, for more than a decade, the subject of
disruptive military technology has been dominated by the
development of Al. Unlike drones, the decision-making pro-
cess in Al-equipped military robots would remain outside
human oversight (human out of the loop). This raises a num-
ber of legal and ethical challenges that need to be examined
in the context of Al's promise of effectiveness and utility.

Military applications of robots

Although the legal debate on military robots has been
expanded most around killer robots (which are discussed
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below), these are not the only applications of Al for the
military. In fact, the largest area of AI support for mili-
tary capabilities is decision-support rather than decision-
making (Cai et al., 2012; Schubert et al., 2018). Gathering
and analysis of big data retrieved from internal sources
and complex operation environment of the battlefield may
bring clarity as to the categorization of certain objects
and persons, identification of anomalies and prediction of
possible scenarios. Deeks considers the use of Al-fuelled
decision support systems in armed conflict settings for
tasks such as: the detention review and release decisions,
threat-recognition or proportionality assessment (Deeks,
2022, pp. 45-46).

The final output of the Al-fuelled systems should inform
legal decision instead of replacing them. Such applications
of AI are intended to help address human limitations in
being able to analyse large volumes of data quickly and, by
design, to harmonise and standardise decision-making inter-
pretations. Although human control and decision-making are
retained in such systems, this does not mean that they remain
unproblematic. The first challenge is the overall encodability
of THL regulating the conduct of hostilities, which largely
consists of highly context-dependent, open-textured and
therefore highly indeterminate norms (Deeks, 2022, p. 53).
The second most important issue is the non-transparency of
the Al process (Kwik & Van Engers, 2021). With that said, it
is important to note that it is still unclear how human actors
move from qualitative to quantitative judgments (e.g. the
determination of punishment in view of the proven circum-
stances of a crime, the military commander's recognition
that a planned attack is in line with the principle of propor-
tionality). In this context, it can be considered that human
judgment is also not transparent, although we still accept its
role more than decisions made by Al

The most controversial application of robots on the bat-
tlefield is lethal autonomous weapons systems (LAWS).
Since 2013, they have been discussed by experts and states
at the United Nations Convention on Certain Conventional
Weapons concluded at Geneva on October 10, 1980 (CCW),
which restricts and prohibits the use of certain weapons.
Despite the lack of formal negotiation of treaty solutions
(Kayser, 2023), the CCW forum serves as a global venue for
discussion of the transfer of human life and death decisions,
therefore targeting process, to Al (Kowalczewska, 2021).
The biggest achievement of this process was the adoption
of 11 non-legally binding Guiding principles on the devel-
opment and use of LAWS in 2019 (CCW/GGE.1/2019/3,
2019). Outside the area of interest were other applications
such as the aforementioned decision-support systems or the
use of military robots in rescue operations, logistics and
transportation, bomb disposal or combat simulation and
soldier training. It has been assumed that LAWS are under-
stood to be those weapon systems that, once activated, can

identify, select, and engage targets with lethal force without
further intervention by an operator, although the individual
positions of states in this regard may differ slightly (CCW/
GGE.1/2023/CRP.1, 2023).

Legal challenges

Given the vastness of Al applications in the military, the
discussions at the CCW forum represent only a slice of the
issues raised. At the same time, they encompass that element
which is crucial to humanity's entire approach to Al. The
targeting process can result in the deprivation of life and
is therefore of the greatest concern from a legal and ethi-
cal perspective. This is why the CCW discussions take into
account operational, legal and ethical issues arising from
IHL and human rights law.

As far as operational issues are concerned, these primar-
ily stem from the usefulness of Al on the battlefield. Robot
systems are often shown as alleged force multipliers: while
the range and time duration of military operations can be
increased, the need to send large numbers of soldiers to the
front is decreased, which reduces costs, but also lowers the
risk of losses and inflicted suffering (Lewis, 2018; Marchant
et al., 2011). Shaw argues even that the conduct of hostilities
would be cleaner (Shaw, 2005). It is not uncommon to come
across such slogans as that robots do not rape (Heyns, 2010)
and that they are perfectly suited for the 4D missions con-
sisting of tasks that are too monotonous (dull), performed
in contaminated conditions (dirty), difficult and dangerous
for humans [“Robotics (Drones) Do Dull, Dirty, Danger-
ous & Now Difficult”, 2018]. Nevertheless, even proponents
of LAWS development understand that autonomy implies
certain trade-offs, particularly regarding human control and
accountability regimes, the regulation of which requires pru-
dence and consideration of the following IHL principles.

The principle of distinction requires that attacks be
directed only at military objectives (human and non-human),
thus classifying persons and objects as protected from attack
or not (Grzebyk, 2022). The principle of proportionality
requires the determination of the direct military advantage
gained from an attack and the foreseeable damage as the
basis for deciding whether or not to launch an attack (Zajac,
2023). The precautionary principle imposes an obligation
on belligerents to exercise constant care and take all feasible
precautions to minimise civilian losses (Thurnher, 2018).
In addition, a number of principles oblige belligerents to
provide assistance to the wounded, sick and survivors and
to treat prisoners of war appropriately or to protect objects
of special status such as cultural property, medical facilities
or places of worship (Sassoli, 2014; Davison, 2018). The
above principles are intended to contribute to IHL's primary
objective of reducing the losses and suffering caused by war.
These norms are the source of principles that, unlike rules,
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do not operate on a zero-sum basis and are therefore open-
textured and require human judgement and interpretation.
This action is a very demanding process for human bellig-
erents and therefore, in the current state of Al development,
even more so for the technology in question (cf. Arkin et al.,
2012; Zurek et al., 2023).

In the legal context, beyond the technical feasibility of
compliance with IHL principles, the most important issue is
the attribution of individual activity for LAWS actions. The
so-called ,,accountability gap” (Docherty, 2015) stems from
the problems of ensuring the explainability of the processes
occurring in LAWS, the specific and distributed process of
creating algorithms and neural networks, as well as the issue
of demonstrating mens rea, i.e. a mental state indicating
intent (of the robot or its creator). The end state is for black
box processes to become white boxes, so that it is possible to
understand at what stage the "mistake" occurred that caused
the breach and which human being can bear the appropriate
responsibility for it (Vries, 2023) The responsibility of the
state, which uses LAWS, is not problematic in this respect
as it is based on the principle of objectivity (Boutin, 2023).

General ethical challenges

The issue of accountability is part of the problematic of the
dehumanisation of war and is closely linked to a concept
that has so far remained outside the focus of IHL. It con-
cerns human control over decision-making processes and,
more specifically, the concept of meaningful human control
(MHC). MHC may in the future become a legal norm, but it
finds its axiological grounding in ethics, or more precisely
in the dictates of public conscience (Kowalczewska, 2019).
Among other things, the report Losing Humanity high-
lighted the moral problematic of transferring life-and-death
decision-making from humans to non-humans (Docherty,
2012). It became a trigger for an analysis of how, in previous
methods and means of warfare, humans exercised control
over this process and what this should look like with the
advent of Al (Christen et al., 2023). This is the most dis-
cussed ethical issue in the context of LAWS, although not
the only one.

Recently, the concept of Responsible AI (RAI) being
developed in the context of military applications by countries
such as the USA (U.S. Department of Defense Responsible
Artificial Intelligence Strategy and Implementation Strategy,
2022), UK (Ambitious, Safe, Responsible: Our Approach
to the Delivery of Al-Enabled Capability in Defence, 2022)
or France (Report of the Al Task Force September, 2019),
has also received particular attention. The RAI is based on
the principles according to which: Al should be developed
in accordance with national and international law (lawful-
ness), human responsibility should be clearly assigned and
the use of Al should be done with consideration and care
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(responsibility and accountability), Al applications should
be subject to transparent and understandable procedures,
reviews and methodologies (explainability and traceability),
Al use cases should be well defined and security and robust-
ness should be ensured throughout the life-cycle of these
capabilities (reliability), adequate human—machine interac-
tion should be ensured and safety measures such as disen-
gagement or deactivation in case of unintended behaviour
should be applied (governability) and proactive measures
should be taken to reduce bias (NATO, n.d.; REAIM 2023,
2023). In general, the above ethical principles can be con-
sidered common to both military and civilian applications
of Al as apart from the issue of lethal applications, the chal-
lenges are very similar (Recommendation on the Ethics of
Artificial Intelligence—UNESCO, 2022; Ethics Guidelines
for Trustworthy Al | European Comission, 2019).

Ethical issues are also linked to psychological aspects,
including how soldiers will interact with robots (Galliott
& Wiyatt, 2020). And while IHL is extremely sparse when
it comes to psychological harm caused by war (with the
exception of the use of terror as a weapon against civilian
population), psychological issues are highly relevant to unit
cohesion, morale of soldiers and operational capabilities.
As a result, they can be of momentous importance for the
conduct of hostilities. Surprisingly, these aspects were not
addressed at all at the CCW. The debate revolved around
issues related to the guts of the robot, i.e. Al, and the envi-
ronment in which it operates, i.e. modern battlefield. We
believe that the debate lacks an analysis of what the robot
itself is supposed to look like.

At the initial stage of the discussions, while the image
of Robocop or Atlas was one of the fastest brought to mind
when trying to visualise LAWS, there was only a cursory
mention of the Android fallacy and the risk of the anthropo-
morphization of the robots that would replace the soldiers.
Due to the lack of specific LAWS models to be analysed
(there are still no clear positions as to whether such robots
already exist), discussions by constraint took place at a theo-
retical and general level. Hence, it was often emphasised
that humanising verbs such as "decide", "think", "see" or
"feel" should not be misused when describing the operation
of LAWS. And while some consensus has emerged in the
linguistic layer and LAWS are explicitly portrayed as means
of warfare, combat systems, pieces of equipment, this does
not change the fact that on the actual battlefield these robots
can be perceived as humans. This risk and the subsequent
threats may materialise in a scenario where military robots
take the shape and behaviour of humans.

Legal challenges to human-like robots

From a legal perspective, human-like robots, should be clas-
sified unequivocally as military equipment and therefore
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military objectives by nature (Grzebyk, 2022, p. 124). There
should be no doubt that such robots do not have combatant
status and consequent prisoners of war status—they should
be treated as objects in any case. Their introduction into
army equipment is difficult to justify from an operational
and legal point of view. Given that the human-like robot is a
part of military equipment it should be appropriately marked
with the badges and symbols of the belligerent. It certainly
cannot resemble civilians, wounded, prisoners of war, reli-
gious or medical personnel, as this would constitute an act of
perfidy and therefore a war crime. In theory, it is not illegal
to use robots to usurp combatants (human soldiers) as a ruse
of war. However, the indirect consequences of such an action
may have a negative impact on the adherence of the parties
to the conflict to the principle of distinction, proportionality
and precautions in attack.

Human-like robots can add further confusion to the mod-
ern battlefield, which is complicated and demanding enough
for human soldiers even without them. The development and
use of such a means of warfare should be preceded by a legal
review that considers the legal, ethical, political and medical
implications of using such robots (McFarland & Assaad,
2023). This should be combined with a risk assessment and
the introduction of mitigation measures. However, given
IHL's goal of minimising incidental loss of life, injuries to
civilians and damage to civilian objects, it is impossible to
defend such a robotic design from legal perspective.

Ethical issues with the human-likeness
of military robots

In this section, we focus on the appearance of military robots
as an ethical issue and the issue for IHL. The main claim
of this paper is that military robots should not look like
humans. We believe that the human shape is in contradic-
tion with one of the main reasons for the use of robots in
military settings, which is to decrease the number of human
victims of war. If the reasons for deploying military robots
concern human life, then the robots should not look like
humans. This claim does not mean that we affirm the use of
robots in the first place, but if there is a willingness to use
robots in a military setting, then we should pay attention to
the consequences of their human likeness.

Before going further, we want to explain what we mean
by "looking like humans". We understand it broadly; it
includes as well the situations in which the robots are in
form looks like humans and, at first glance, are indistin-
guishable from them, as well as the situation in which robots
from a distance may resemble humans, which means they
are in the height of a human, are going on two legs, have
hands and so one. The first example is not here yet outside

of popular culture (books, movies), but is doable at least
potentially.

Below we dive into arguments in two groups. We draw
here on Mamak's chapter entitled "Challenges of the legal
protection of human lives in times of anthropomorphic
robots" (Mamak forthcoming). He identifies two threats
that are connected with the rise of anthropomorphic robots,
the "epistemological threat" and the "patient threat". Episte-
mological one is connected with the limited ways in which
humans are collecting information about the world. While
the patient threat is related to the tendency of humans to
sympathize with robots. Both threats are important in the
military context.

Epistemological threat

Now we go deeper into those two threats starting with the
epistemological one. As mentioned, humans have a limited
apparatus from which we get information about the external
world. We cannot, for example, be sure about the internal
states of other people and we have no direct access to them.
In philosophy, there is a popular thought experiment regard-
ing zombies and the different issues connected with them
(cf. Kirk, 2021; Véliz, 2021). One of them is how we should
treat entities that look and behave like humans but do not
have internal states of humans. Danaher refers to this exam-
ple in the context of robots and is wondering how we should
treat robots that look like entities that possess moral statuses,
like humans and animals (Danaher, 2019b). He concluded
that due to our epistemological limitations, it is reasonable
to treat them as entities that possess such status. He calls his
position ethical behaviorism because he is focused on the
observable features (look and behavior) of robots.

In practice, if there is a robot that looks and behaves like
a human, then it would be hard to distinguish it easily from
humans. In military contexts, it may constitute a threat to
human life. Now we will explain in which ways. The first
problem is that if there are human-like robots adopted, then
all entities that are present on the battlefield are potentially
military robots. Even if the attacker wants to destroy robots
and not humans, it may be an issue to distinguish between
those two categories. In the military setting, there is another
issue that acts to the disadvantage of humans—compared to,
for example, robots in events—which is time. This issue is
connected with the ethical framework focused on the value
of human life.

The confrontation with robots may be deadly to human
solider, so it may be crucial to decide on its liquidation as
soon as possible. The threat to the life of the attacker—
the less time for making informative decisions, the bigger
chance of accidentally harming humans. Even if the differ-
ences are trackable after evaluating the nature of the entity,
then in a military context, time works against human safety.

@ Springer



43 Page60of10

K. Mamak, K. Kowalczewska

Soldiers may be more willing to destroy equipment than
kill a human being (even if both actions are legally permis-
sible), but making informative decisions may be hindered
by the threat related to the possibility of being endangered
in close confrontation with the robot. This is why it is also
problematic to create a robot that looks like humans only in
a superficial way that is about the human size and is going
on two legs. Such robots, from the distance, could look
like humans, and again, if the direct confrontation with the
robots is threatening to humans, then it may be reasonable
to liquidate it from the distance, and this also increases the
chances of mistakes with humans.

The existence of human-like robots in the military zones
also creates a risk of providing a way of escaping from
responsibility in case of the killing of a human being. It is
related to the issues of differentiating between legitimate and
non-legitimate targets. In short, a person targeting at a robot
who happens to be a human (civilian) may not bear respon-
sibility for a crime against a human being that is a non-legit-
imate target. It is connected with the institution of mistake
of the fact, which could justify the perpetrator (cf. Garvey,
2009; Woodruft, 1958). It is applied in the situation if, for
example, there is hunting and the person is shooting at an
entity that is in the bush, is on for leg, size of the boar, and
is giving a sound of boar. The shooting person has reason-
able grounds to believe that it is a boar but a human instead.
The person would not bear responsibility for that act, even if
the person died due to the shoot. This seems justified if the
person really thinks it is attacking a robot. But there is also a
problem with using this justification in cases where the per-
son deliberately shoots a protected person. The person who
is about to be under investigation may use such an excuse to
try to escape responsibility for causing the death human who
is a civilian. A person may claim that intends to shoot the
robot or combatant, not a protected person. Therefore such a
mistake of fact could negate the mental element required by
the crime (according to the Article 32(1) of the Rome Statute
of the International Criminal Court). The more human-like
robots are, the more plausible is escaping from responsibil-
ity in that way. The line of argumentation may be that the
person who was shot from a distance was a civilian, but the
attacker made that decision because, from a distance thought
that it was a human military objective (or a military robots),
and because the robot may be more dangerous while being
closer, the decision was made in the state of uncertainty
or mistake that was justified—in the eyes of the decision
maker—by the threat for their life. We are not claiming that
it may happen often, but we point out the possibility of addi-
tional arguments that may appear while deploying robots
that resemble humans.

To summarize the epistemological threat, if military
robots look like humans, it increases the risk of being mis-
taken for humans. Both humans and human-like robots
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may look like military robots which put additional risks on
humans. The threat not only concerns the robots that are
hard to distinguish from humans but all robots that are in
more or less the shape of humans, because the decisions on
the attack on them may be made from the distance from the
object and in a hurry, both aspects increase the chances of
mistake. Human-likeness creates also a possibility of escap-
ing from responsibility by calming that the intended aim was
arobot and not a human.

Patient threat

A patient threat is not as straightforward as an epistemo-
logical threat that is based simply on the appearance of a
robot. The patient threat concerns the possible attachment
to human-like robots and is connected with anthropomor-
phization, a human tendency to see human-like qualities in
non-human entities and events (cf. Guthrie, 1997).

There is a growing body of literature on human-robot
interactions showing that humans treat robots not as objects
but as something more. For example, Salvini et al. 1. shows
that people are treating the attack on robots not as vandal-
ism but rather as bullying (Salvini et al., 2010). People do
empathize with robots "suffering", they feel empathy toward
them if they are under attack (cf. Rosenthal-von der Piitten
et al., 2013; Rosenthal-von der Piitten et al., 2014; Suzuki
et al., 2015; Malinowska, 2021).

In one study Nijjsen et al. aim to examine the impact
of anthropomorphism on human behavior in situations of
peril and show that some people hesitate to sacrifice robots
to save a human being. The experiments were based on the
following idea:

“a group of people is in danger of dying or getting seri-
ously injured, but they can be saved if the participant decides
to perform an action that would mean sacrificing an indi-
vidual agent (human, human-like robot, or machine-like
robot) who would otherwise remain unharmed.”(Nijssen
etal., 2019, pp. 45-46).

In some countries, there is an duty to rescue, sometimes
titled as samaritan law (cf. Feldbrugge, 1965; Heyman,
1994; McINTYRE, 1994; Pardun, 1997). If the robot is not
destroyed for the purpose of saving humans in peril, then in
could constitute a crime (Mamak, 2021).

In the military context, the over-attachment to robots
may also be problematic; the people should have priority
in being saved, and the feeling toward robots may be a
burden that stops humans from acting appropriately. It is
related to the ethical framework concerned with human
life's value. Here is also the problem of time that was
mentioned before, the decision might be made quickly,
and the human-likeness of robots is an additional problem
that may slow the decision. What needs to be added is the
attachment to robots is not only possible if robots resemble
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humans; it is also possible in the case of other robots. Even
in the military context, there are known stories of treat-
ing robots as members of the team, there are for example
stories of funerals made for robots by fellow soldiers (cf.
Garber, 2013). Darling points out that the crucial aspect
that may arise in such responses to robots is movement,
if the robot is moving, then it could be interpreted by as a
living object that may trigger additional responses (Dar-
ling, 2021). But it may be said that the more human-like
robot is the more feeling and human-like qualities we
could attribute to robots.

In this case, the problem is not the fact that we may
mistake robots for humans. We know that we are dealing
with robots but their features trigger some responses that
are dangerous to other human beings.

This threat is also different in the case of groups of
potential victims. The human-likeness threatens civilians
and co-combatants. Soldiers may have a problem leav-
ing the robot behind in dangerous situations due to their
attachment to them. The hesitation in leaving behind or
sacrificing robots in order to save others may cost the real
lives of real humans. This is a threat that also the side that
is using robots should take into account. Their own sol-
diers may be endangered by the overattachment of fellow
robot soldiers, which may hinder the public support of a
given nation for the support of deploying robots.

Way of mitigation of the threats

In response to described threats, Mamak proposed numer-
ous measures that may decrease the negative effect on
human safety, such as the call for making robots easily
distinguishable from humans (Mamak, 2021; forthcom-
ing). However, in the military context, the measures are
doubtful, and it is more justified to expect to abandon the
human shape from military robots. Such a proposition is
made by Bryson, who is concerned about the human (emo-
tional) responses to robots and proposes to make them in
a form that does not trigger unjustified, by the nature of
entities, responses (Bryson, 2018). Her proposition seems
too broad to apply to all robots (like a companion or sex
robots) (cf. Danaher, 2020; Gunkel, 2018a), but in military
robots is justified. Taking into consideration what is at
stake—which is human life, and the aspect of the military
setting which is the pressure of time, that does not allow to
spend too much time of think it is better to avoid human-
likeness in the design of the military robots.

Resignation from the human-likeness of robots may
resolve almost entirely epistemological threat and limit the
patient threat. Limit, and not resolve, because the soldiers
may develop attachment also to non-humans like robots.

Conclusions

There is an ongoing discussion about using robots in the
military context. Many crucial decisions need to be made
before deploying them on the battlefield. In this paper, we
focus on the specific issue of their design. We claim that the
design choices that will make military robots look like a
human may bring risks to human lives and therefore under-
mine the objectives of IHL. Those risks would not exist or be
significantly lower if the robots would not look like humans.
We point to the problem of the epistemological limitations
of humans, who may mistake humans for robots. The other
threat that we talk about is the patiency threat which focuses
on the possibility of treating robots in a way not justified
by their ontological features. While outside of the military
context, it is not something obviously bad, in the military
context, it brings additional risks to humans, who may not
be rescued or who may lose their life to saving robots. We
recommend not building robots that look like humans.

The argument presented in this paper—avoidance of
human-like design—could be relevant for different fields of
application for robots, but not entirely. Other applications
could have their own specificity that needs to be taken into
account. For example, there is a discussion on the possible
negative impact of sex robots (cf. Devlin, 2018; Richardson,
2015, 2016). Those worries are related to the fact that sex
robots represent human beings, but is seems that the solution
to those worries cannot be just the ban on creating sex robots
that resemble humans (cf. Danaher et al., 2017). It would
contradict the whole idea of sex robots. Specific issues of
human likeness may appear in specific contexts, for example,
in traffic, where the human-like robots may be "confusing"
for traffic participants (humans and autonomous cars). As
mentioned before, Mamak claims that robots in those situ-
ations should be easily distinguishable from humans to set
priorities based on the nature of the objects and not their
appearance (Mamak, 2021).
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