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Generative Al chatbot prompting for excellent customer service in tourism

Abstract

This paper explores the impact of prompting on the performance and service quality of artificial
intelligence customer-service chatbots, and the connection between the prompting process and
the elements of service quality. The data were collected in September 2024 from responses
generated by three chatbots, each using a range of prompting techniques. The chatbots
responded to real customer inquiries collected by the Visit Helsinki customer service office in
summer 2020. The results show that prompting has an important influence on the quality of
online customer service that Al chatbots can provide.

Keywords: artificial intelligence; chatbots; customer service; prompt engineering; service
quality

1 Introduction

The introduction of digital technologies has transformed how businesses achieve and maintain
their competitiveness. One of the best-known and most controversial of such technologies is
artificial intelligence (Al), which has found many applications across the business domain. Al
chatbots are now widely employed to provide such services (Hsu & Lin, 2023). Studies have
shown that Al chatbots can have many positive features, including the ability to converse
naturally and provide personalised recommendations (Dogru et al., 2023). This means that Al
chatbots are capable of delivering high levels of service quality, which can have positive effects
on purchase intentions, customer satisfaction and brand engagement (Blumel et al., 2024).

Chatbots have, however, been found to have a high failure rate, meaning that they do not
properly understand the customer’s request and fail to provide an optimal response. The ability
of Chatbots to read customers’ emotions correctly and respond accordingly is also vital in
customer-service contexts (Huang & Rust, 2024). When chatbots fail, this can lead to a
reduction in customer trust and negative word-of-mouth, which can be reflected in falling sales
and reduced repeat purchases (Janssen et al., 2021). The reasons why chatbots fail are not,
however, fully understood; nor, therefore, are the best ways to prevent chatbot failure. There
is hence a pressing need to evaluate the customer experience of Al and to develop evidence-
based remedies (Hsu & Lin, 2023).

Especially novel generative-Al chatbots have the potential to change customer-firm
interactions. However, the shift from in-person interactions to automation can be challenging
for tourism services (Dwivedi et al., 2024), with a high failure rate being one of the potential
barriers. A possible remedy to the tendency for generative-Al chatbots to fail is to fine-tune
them using a technique known as prompting. This involves training the chatbot with further
background information and example inquiries to optimise its outputs (Henrickson & Merofio-
Penuela, 2023). Robust and reliable studies are, however, needed to explore how prompting
might serve to improve the quality of service provided by chatbots and, thereby, the customer
experience. Al brings forth novel issues such as promises for saving costs and increasing work
efficiency, but also concerns about how Al can handle complex interactions in a culturally
suitable way (Wang, 2025).

The purpose of this study is, therefore, to investigate the impact of different prompting
techniques on the quality of chatbot responses with respect to various dimensions of customer
service in the tourism context. In doing so, the study aims to understand how chatbots can
contribute to enhancing customer service and overall customer satisfaction for tourism
businesses. As will be explained in the following section of the paper, the focus will be on how
prompting might best be employed to enhance the effectiveness of customer-service chatbots



used by tourism companies and destinations. Tourism is chosen as the context for this study
because it relies heavily on the delivery of services, and this brings with it the need for the
continuous evaluation and improvement of service quality (Augustyn & Ho, 1998). Tourism is
also a particularly complex service-product, where there are ample opportunities for quality
gaps to open and customer services required to remedy them (Augustyn, 1998). Finally,
tourism is chosen as the context for this study because tourism companies have widely adopted
chatbots, which have many potential applications in the tourism context (Carvalho & Ivanov,
2024).

2 Literature Review

2.1 Customer service in tourism

Tourism is a long-established and highly competitive industry in which service delivery plays
a vital role. As tourism products (e.g., hotels, resorts, flights) are often relatively
undifferentiated, it can be challenging for a company to make its offering stand out from
competitors. One way of doing so is through the services offered to tourists, including the level
of customer service (Hudson & Hudson, 2013). At its simplest, customer service can be defined
as the interaction between the customer and the service provider. This has traditionally been
done face-to-face (Hudson & Hudson, 2021), but increasingly the relationship is being
digitalised, including the use of Al-powered chatbots (Carvalho & Ivanov, 2024). Successful
customer service is considered a cost-effective way to retain customers, as acquiring new
customers is always time-consuming and expensive (Dickson & Huyton, 2008). According to
Hennigan (2024), good customer service can increase sales, improve a company’s reputation
and build long-lasting relationships between customers and businesses. A recent study by
Hyken (2024) reports that 88% of customers feel that customer service is more important than
ever, and 87% of customers feel that good customer service increases trust in a company or
brand. Meanwhile, 33% of customers were willing to change service providers immediately
after a bad customer-service experience (American Express, 2017).

2.2 Service quality

It is widely acknowledged that delivering a high-quality customer experience is an essential
ingredient for business success. The term ‘customer experience’ refers to the customer’s overall
perception and interaction with a brand, company, or organisation, at all touch points
throughout their customer journey. Gentile et al. (2007), indeed, argue that the traditional
drivers of competitiveness, such as price and product quality, are no longer enough for most
companies: maintaining competitive advantage requires companies to provide excellent
customer service. Al is changing digital content creation, but its impact on competitive
advantage is still under scrutiny (Guttentag et al., 2024).

While service quality is recognised to play an important role in determining the overall
customer experience, it has proven more difficult to measure the quality of a service than that
of a physical product. It is possible to examine goods tangibly, based on their various
characteristics such as style, colour, or feel. Services, however, lack this tangible dimension,
making it much more difficult to know how to measure it (Parasuraman et al., 1988; Gronroos,
1984). One of the best-known contributions to the understanding of service quality is the
SERVQUAL model introduced by Parasuraman et al. (1985). The SERVQUAL concept
suggests that customers assess service quality across five specific dimensions: reliability,
responsiveness, assurance, empathy, and tangibles. It proposes that service quality is
determined by the variance between a customer’s expectations and their actual perceptions of
the service’s quality (Wong et al., 1999).



A more recent model for measuring service quality is E-S-QUAL. Developed by
Parasuraman et al. (2005), E-S-QUAL is an extension of the traditional SERVQUAL model
and is designed to measure the quality of electronic services. E-S-QUAL divides the quality of
e-services into four different parts: efficiency (ease and speed of use of the site or service),
fulfilment (delivery and availability of the services or products promised by the site to the
extent promised), system availability (technical performance of the site or service) and privacy
(site security and processing of customer data).

As services are increasingly moving online and Al is being used to deliver these services,
new requirements for measuring service quality have emerged (Chen et al., 2022). This has led
to the development of a model specifically focused on chatbot service quality, called ‘Al
Chatbot Service Quality’ (AISQ). The model recognises that the characteristics of Al chatbot
services differ significantly from human-provided services. For example, an Al chatbot can
hold a much more significant amount of information than a human. However, in some areas,
such as deep emotional interaction and interpreting emotions, it is far less effective (Chen et
al., 2022). Accordingly, Chen et al. (2022) identified seven dimensions to measure service
quality provided through Al chatbots: Semantic understanding, Close human-Al collaboration,
Human-like, Continuous improvement, Personalisation, Cultural adaptation, and Efficiency.

2.3 Alin customer service

2.3.1 Digital customer service

Customer service has traditionally been considered a face-to-face (or at least telephone-based)
interaction between a customer and a human customer-service agent or salesperson. Digital
transformation has, however, disrupted the status quo, and digital technologies are now being
integrated into all areas of business. Customer service is no exception and is increasingly being
delivered digitally. Customer preferences and shopping behaviour have also shifted
significantly towards online services, justifying the need for investing in different forms of
digital customer services (Lee et al., 2019; Bacile, 2020; DeLisi & Michaeli, 2021). The
digitalisation of customer service has been described as a ‘win-win-win-win’: customers get
better, faster service, better customer experience, and thus stay loyal to the company. This also
implies that running the business becomes easier and more profitable (DeLisi & Michaeli,
2021).

Digital customer service is about how to transform traditional, analogue customer-to-
customer service representative interactions — ‘moments of truth’ — to a digital format: meeting
customers where they are (DeLisi & Michaeli, 2021). The platforms where these encounters
can take place may be in social media (for instance, on Facebook, X or Instagram), the
company’s own webpage, by e-mail, by text — indeed, by any digital media (Bacile, 2020).
Blumel et al. (2024) note that Al-assisted customer service can be divided into three
applications. First is conversational analytics, which uses Al to collect and analyse data from
various customer service situations to provide feedback to the human customer service agent.
Second is conversational coaching, which uses the data collected from different customer-
service situations to make suggestions for improvement or even to supplement the human
customer-service agent’s messages and make recommendations. These first two types of
service encounters are known as ‘Al-supported service encounters.” Third are chatbots, which
are designed to replace human agents, responding to customer inquiries in a natural, human-
like manner. This is known as an ‘Al-performed service encounter.” Even so, chatbots and
human customer service agents often still share the workload in practice: the chatbot can handle
simple questions and problems, and the conversation is passed on to the human customer
service agent if problems arise (Blumel et al., 2024). Hence, while chatbots are becoming



increasingly advanced, for the present, they are mainly used as assistants for humans, freeing
up time from repetitive and straightforward customer-service tasks (De Keyser et al., 2019).

Customer service is about more than simply meeting customers’ needs: it is about exceeding
their expectations. This helps a company to build an image and a reputation, while also
motivating staff and increasing customer satisfaction (Heinonen & Pesonen, 2022). Since
today’s customers fully expect to receive customer service online (Graef et al., 2021), it is
important to understand which elements contribute to online customer-service quality and
which detract from it. To this end, Heinonen and Pesonen (2022) analysed 123 online customer
service conversations. They identified four main elements of excellent online customer
encounters: effectiveness (informing of delays and providing prompt answers), responsiveness
(fulfilling expectations and solving problems), politeness (greeting, thanking, and apologising),
and personalisation (providing tailor-made messages to each customer and identifying their
personal needs).

2.3.2 ChatGPT prompting and programming

The use of Al large language models (LLMs) has developed significantly recently in the field
of machine learning (Carvalho & Ivanov, 2024). LLMs can solve a wide range of tasks without
being limited to any specific task (Chang et al., 2024; Li et al., 2023). Such models do, however,
rely on text inputs, which may be long and contain spurious information. This can present
challenges for language models in tasks that require quick responses or reactions (Li et al.,
2023). Customer-service chatbots are a good example of such.

One of the best-known LLMs using artificial intelligence is ChatGPT. It is a machine-
learning software utilising the GPT (‘Generative Pre-trained Transformer’) developed by
OpenAl (Rospigliosi, 2023). The use of ChatGPT is expected to boost productivity and
business profitability by automating processes, making them more efficient, and ultimately
leading to reduced costs and a reduced need to employ staff. There will also be benefits for
users, as services powered by ChatGPT will open up opportunities for efficient, fast service
around the clock (Gursoy et al., 2023).

ChatGPT 1is expected to revolutionise many different business sectors, and the tourism
industry is no exception. One of the main uses of ChatGPT in tourism is the personalised advice
it can provide. It can, for example, make suggestions for a travel itinerary, including places to
visit, eat, and stay — all taking into account the personal preferences or constraints of the
customer (Dogra, 2024). ChatGPT can also be particularly useful for various customer service
tasks such as handling customer inquiries, assisting in bookings, and managing complaints
(Carvalho & Ivanov, 2024).

GPT-4, OpenAl’s most recent model, is said to be able to reach human-level performance
in many tasks, including professional applications (OpenAl, 2023). Both the requests and the
outputs can be delivered in many world languages (Wu et al., 2023). Despite its usefulness,
however, ChatGPT is known to ‘hallucinate,” i.e., to create misleading or entirely false
information, which is why businesses should be cautious in simply utilising ChatGPT for
various purposes such as customer service (Carvalho & Ivanov, 2024; Wu et al., 2023).

ChatGPT and other LLMs can, however, be fine-tuned to produce more accurate, relevant
and personalised responses. This requires taking an LLMs and carefully guiding it using
‘prompt engineering’ (Chang et al., 2024). Prompts are textual interactions — questions,
statements or other interactions given to LLM — which guide the responses toward a particular
outcome (Zamfrescu-Pereira et al., 2023). Optimising the prompts with more context and
examples leads to better and accurate responses. Nevertheless, creating effective prompts can
be a challenging task. This is because LLMs are known to be sensitive to any conflicting
prompts, causing them to hallucinate (Chang et al., 2024; Zamfrescu-Pereira et al., 2023).



Direct prompting, also known as ‘zero-shot’ prompting, is a simple prompting method that
involves specific instructions or questions to the LLM, without giving any specific background
or dataset. The LLM then refers to its knowledge base and answers based on the prompt (Zdrok,
2024). When using this prompting technique, therefore, the prompt needs to be as precise and
detailed as possible, so that there is no room for misinterpretation by the LLM. Henrickson and
Merofio-Penuela (2023) found in their study that adding ‘zero-knowledge’ to the prompt can
improve the accuracy of zero-shot prompting. This means giving the question a little more
context by providing instructions that describe the task (for example: “let us think step by
step”). This can be particularly helpful in prompts that involve counting, as language models
cannot think abstractly (Kojima et al., 2022).

‘Few-shot’” prompting is a step up from zero-shot prompting. Its purpose is to condition the
language model by giving it some examples (Brown et al., 2020). As the LLM has already been
trained with large datasets, these specific examples help it to approach the task from the right
angle more efficiently (Zdrok, 2024). Few-shot prompting has been shown to perform
relatively well. However, it tends to suffer from instability due to different variations in the
examples used, their order, and the different formats of prompts. (Ma et al., 2023).

Another prompting tool that has been found to improve language model inference is the
chain-of-thought technique (CoT). This involves breaking down a problem into smaller parts
and solving them sequentially before coming to a final answer, allowing additional steps to be
used in more demanding problems. This also makes troubleshooting easier, as it is possible to
trace the step at which a wrong inference was made (Wei et al., 2022).

There are thus several different prompting techniques (see Table 1). Often, good output
results require the use of trial-and-error to test the different techniques (Zamfrescu-Pereira et
al., 2023).

Table 1

2.3.3 Prompting as a process

Prompting thus involves the formulation and presentation of a command or instruction to a
language model, the aim being to improve the outputs in a desired way (Zamfrescu-Pereira et
al., 2023). Prompting is not, however, simply a technical activity: it can be seen as a process
that combines the prompter’s own prompt design and the output of a machine (such as a
chatbot’s response). According to process theory (Van Glabbeek, 2001), a process is the
behaviour of a system, whether it is a machine, a protocol or, in the present case, a chatbot.
Process theory involves two main activities: modelling (representing processes in their own
system language) and verification (proving statements about the process, such as whether the
behaviour of the system is as intended). In relation to the prompting process, modelling
involves the creation of prompts, while verification focuses on testing prompting methods and
comparing the responses to determine their relative quality. By treating prompting as a process,
the principles that guide prompt design and implementation can be clarified. In the context of
process theory, prompting interactions can be analysed sequentially. Each prompt leads to a
particular output or response, which means that different prompting methods can be viewed as
different process ‘semantics.’

3  Method

This paper aimed to examine which of a chosen set of prompting methods are the most effective
in helping to improve the outcomes of customer-service chatbots in a tourism setting. Based
on Heinonen and Pesonen (2022), four key elements of service quality using Al chatbots were
assessed: effectiveness, responsiveness, politeness, and personalisation. The study used a



mixed deductive/inductive approach. This involved coding and categorising data in pre-
assigned categories, with new subcategories emerging as the data were analysed.

3.1 Data collection

Based on the results of studies in the general context (Brown et al., 2020; Zdrok, 2024), three
different techniques were selected for testing in this study: zero-shot prompting, few-shot
prompting, and CoT prompting. To guide the style of responses, a role was added at the
beginning of all prompts: “You are a Visit Helsinki customer service chatbot. Respond politely
and helpfully to customer inquiries in a professional tone using the same language as the
question.” Customer service chatbots were tested with real questions collected from Visit
Helsinki (a Destination Management Organisation based in Helsinki, Finland) customer
service chat conversations in June and July 2020, using these techniques.

From a total of 123 chat conversations, 15 different customer questions were chosen by
purposive sampling, based on those that had produced long, detailed and, in the researchers’
opinion, high-quality answers. To ensure a variety of difficulty levels, we selected five
questions each from three categories: simple, moderately complex, and complex. Out of a total
of 41 questions in English and 83 in Finnish, our sample included four questions in English
and 11 in Finnish. These conversations were collected during the summer of 2020, during the
COVID-19 pandemic, which impacted customer inquiries. Many questions focused on travel
restrictions, health regulations, cancellations, and operational changes, resulting in a different
nature and complexity than typical tourist contexts.

Each question was tested separately using three chatbots, each of which was prompted
differently. The language model used for the three chatbots was the latest version of ChatGPT
(ChatGPT 4o, see OpenAl, 2024). The chatbots will henceforth in this paper be referred to as
Chatbot A (zero-shot prompting), Chatbot B (few-shot prompting) and Chatbot C (CoT
prompting). The questions were asked in their original language, Finnish or English, and the
Finnish answers were later translated into English to simplify data analysis.

3.2 Data analysis

Quantitative content analysis (QCA) was chosen as the research method. Despite its name, it
is classified as a qualitative research method and is useful for identifying trends or patterns in
large textual data sets (Brazzoli, 2023). QCA is known as a systematic and objective procedure
for describing communication, including segmenting the data into units and categories and later
creating summaries of these categories (Rourke & Anderson, 2004). In QCA, coding involves
categorising the data, i.e., using codes to summarise and label the data (which could be a word
or phrase), into specific notes or memos. This process allows further analysis or visualisation
of the data (Linneberg & Korsgaard, 2019). The aim was to find differences in responses
between different chatbots and to identify which chatbot had the best performance across all
four customer-service dimensions.

The performance of chatbots was assessed based on the key elements of excellent online
customer encounters identified by Heinonen and Pesonen (2022): effectiveness,
responsiveness, politeness, and personalisation. In their original study, the researchers applied
these elements to human-to-human online customer service interactions. In this study, we adapt
the same four elements to the context of Al-powered customer service. To capture chatbot-
specific features, we divided each element into subcategories (see Figure 1). Some
subcategories stem from Heinonen and Pesonen (2022), while others were developed
inductively from the data.

Figure 1



This study refines the concept of effectiveness. While response speed is a key indicator in
human service encounters, it is a fundamental feature of AI chatbots. Thus, we defined
effectiveness through "Proactive communication” and "Informing of delays," alongside
accuracy, relevance, and completeness of information, which are crucial for effective service
delivery. Although "Informing of delays" was rarely observed, it was retained for theoretical
consistency with earlier frameworks.

The responses from the three different chatbots were uploaded to Atlas.ti, which is a
software package commonly used for qualitative data analysis (Paulus et al., 2017). Data
collected from chatbot responses were coded by carefully reading through the data phrase by
phrase and coding each line according to one of the categories and then a specific subcategory.
Phrases or lines that were ‘empty’ in content or did not fit into any category were ignored.
Finally, the quantified data were collated into a table, which allowed evaluation of the
occurrence of different codes and a comparison between the performance of the three chatbots.
Coding was first performed by a single researcher. Then, an independent coder performed
another round of coding. We followed intercoder reliability process guidelines based on
MacPhail et al. (2016). Intercoder reliability was assessed retrospectively on 10 double-coded
transcripts (22% of sample) using Cohen's Kappa. Overall agreement was substantial (xk =0.78,
95% CI: 0.72-0.85, p < .001). Reliability varied by dimension: excellent for Politeness (k =
0.95) and Personalization (k = 0.81), but poor for Responsiveness (k = 0.00) and Effectiveness
(x = 0.17). The notes between coders were compared, and we identified the difference to be
due to systematic coding differences. Analysis revealed this reflected a methodological
difference rather than random error. The second coder applied overlapping quality indicators
inclusively, while the other coded selectively. Qualitative examination confirmed that both
coders used codes from the same thematic groups and independently identified identical
performance rankings (Table 4), supporting construct validity despite coding methodology
differences. The results reported in this paper are based on the first coder analysis, who
analysed the complete data set.

4 Results

This section of the paper presents the results in terms of the performance of the three chatbots
in the four dimensions of good customer service. A total of 15 questions were tested with each
of the three chatbots, resulting in a total of 45 responses. The topics of the questions can be
roughly divided into four main groups: practical information and local regulations (four
questions), activities and attractions (four questions), local venue recommendations (four
questions), and transportation and accommodation (four questions).

4.1 Chatbot Performance

Following the coding process, the frequency of each code in the responses of the different
chatbots was quantified. From the quantities of codes, the performance of the chatbot in
different dimensions of customer service can be inferred. The detailed breakdown of this
performance is presented in Table 2, allowing for comparison of the chatbots’ abilities in
delivering quality customer service. In the table, “Gr” refers to the so-called ‘groundedness’ of
codes (i.e., the number of quotations covered by a code).

Table 2

‘Personalisation’ included ‘Asking for further information,” ‘Links (provided)’ and
‘Tailored response’ to the customer. In practice, this meant that the customer service agent, in
this case the chatbot, would make a reasonable effort to find information tailored to the
customer’s specific needs. ‘Politeness’ focused on basic polite expressions provided by the



chatbot, including Greeting, Thanking, and Apologising. ‘Responsiveness’ included ‘Helpful
answer,” ‘Fulfilling expectation,” and ‘Solving problem.” The purpose of this category was to
identify whether the response was helpful or whether the customer received an answer or
solution to their problem or question. Heinonen and Pesonen (2022) defined ‘effectiveness’
mainly in terms of speed of responses and keeping the customer informed throughout the
conversation. With chatbots, the responses were generally instant, so this category was adjusted
to focus on ‘Informing of delays’ and ‘Proactive communication.” As such, this category was
used to assess how well the chatbot notified users of potential response delays and actively kept
the customer updated.

4.2  Classification of coded data

Table 1 shows the performance of different chatbots in different dimensions of customer
service. The quantities of quotes matching the codes were then classified according to
qualitative descriptions of chatbot performance to simplify data interpretation. The
performance score of the chatbots ranged from 0 to 31, based on which five different categories
were developed to reflect different levels of performance. This made it easier to describe the
strengths and weaknesses of each chatbot: for example, which was best at giving personalised
responses or which was most polite (Table 3).

Table 3

4.3 Findings

4.3.1 Summary of chatbot performance in customer-service dimensions

By combining the results from Table 2 and the code range descriptions from Table 3, the results
of the chatbot responses were put into an easy-to-read format (Table 4). The results show that
Chatbot C performed significantly better than Chatbot A and Chatbot B. The analysis of
Chatbots A and B resulted in almost the same number of coded quotes (a total of 51 for Chatbot
A and 54 for Chatbot B), varying slightly in different areas of the customer service dimensions,
while Chatbot C scored a significantly higher total with 95 coded quotes.

Table 4

4.3.2 Personalisation
Chatbot C was the best performer in the ‘Personalisation’ dimension, receiving a rating of
‘Excellent’ (total of 31 coded quotes), reflecting its ability to produce well-tailored answers to
questions. Overall, Chatbot A performed reasonably well, receiving a ‘Good’ overall (total of
12 coded quotes) rating in ‘Personalisation,” while Chatbot B’s performance was only
‘Moderate’ (total of 8 coded quotes). However, the differences between these two chatbots
were relatively small, with the most noticeable difference being in the ‘Tailored response’ sub-
category, where Chatbot A scored five coded quotes and Chatbot B scored only one.

Chatbot C excelled especially in ‘Asking for further information’ at the end of each answer
to find out whether there was any other way it could help:

“.. I can look up more specific details for you. Let me know if you need any further
assistance!” (Chatbot C response to Question 1).

Chatbot C also searched and provided the most direct links to support its suggestions, therefore
being the best performer in the subcategory ‘Links’:
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“... For transportation, you can consider the HSL 3-day ticket, which provides unlimited
travel on public transport within the Helsinki area. Here are a couple of links where you
can read more ...” (Chatbot C response to Question 5).

This supports the perception that the customer-service chatbot is making an effort to find a
good solution and gather more information (Heinonen & Pesonen, 2022). Chatbot A and
Chatbot B both provided links poorly to support their answers, with both receiving a ‘Poor’
rating.

The subcategory ‘Tailored response’ was intended to assess whether the chatbot’s response
was focused on the specific question and not overly generic. For instance, Question 6 was about
finding a place for a birthday party, where the chatbot began its answer by:

“Thank you for your message, and congratulations on your upcoming birthday!” (Chatbot
A response to Question 6).

This demonstrated situational awareness and the ability to tailor the answer to the question.
Another good example of a tailored response was Chatbot C’s answer to Question 4, when
asked about a good place to go with children in variable weather:

“... I understand you are looking for a nice spot to spend time with children in unstable
weather. Here are a few suggestions in Helsinki: 1. SEA LIFE Helsinki — This aquarium is
perfect for children of all ages, and indoors, you can explore the wonders of the underwater
world. 2. Leikkiluola — An indoor play area located in the Itdikeskus shopping mall, offering
plenty of space for playing, climbing, and burning off energy. It is great for children aged
1-10.”

Instead of simply suggesting an indoor venue, the chatbot was able to find places that were
especially suitable for children.

4.3.3 Politeness
All chatbots performed reasonably well in ‘Politeness,” but there were some apparent
differences in the results between the different chatbots. Again, Chatbot C received the highest
possible rating of ‘Excellent’ in this dimension, with a total of 30 coded quotes, along with
Chatbot B, which received 25. Chatbot A, meanwhile, received a total of only 12 coded quotes
in this dimension.

None of the chatbots apologised in their response for any of the questions, likely because
each conversation consisted of only one question and one answer. A situation in which an
apology would have been appropriate did not therefore arise, resulting in a total of 0 coded
quotes for ‘Apologising.” Chatbot C excelled in both ‘Thanking’ and ‘Greeting,” and scored 15
coded quotes, thanking the user in each response. Chatbot B similarly greeted in each response,
receiving 15 coded quotes in total. However, it only thanked 10 times, sometimes failing to
thank the user for the question.

“Hello, and thank you for your question!” (Chatbot C response to Question 1).

“Hello! For souvenir shopping in Helsinki, you have several great options ...”" (Chatbot B
response to Question 2).
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Chatbot A raised a total of only three coded quotes for ‘Thanking’ and nine for ‘Greeting,’
being the weakest in this category.

4.3.4 Responsiveness

A highly responsive chatbot will provide accurate responses to user queries, solving the
customers’ problems and fulfilling their expectations (Heinonen & Pesonen, 2022). The results
for the ‘Responsiveness’ category were the most balanced among the three chatbots, with
Chatbot A receiving 24 coded quotes, Chatbot B receiving 28, and Chatbot C receiving 26.
This resulted in a rating of ‘Excellent’ for B and C, and ‘Very Good’ for Chatbot A.

The subcategory of ‘Helpful answer’ was to assess whether there was any extra information
(something that was not directly asked) or tips in the response that could be helpful, such as
local rules, guidelines, or regulations. Here Chatbot A performed best, often giving tips such
as:

“... Keep in mind that the nature on the island is quite sensitive, so littering and damaging
the environment are strictly prohibited. It is also a good idea to check any specific rules or
opening hours on the City of Helsinki’s website before your visit.” (Chatbot A response to
Question 7)

Chatbot A received a total of 11 coded quotes in this subcategory. However, Chatbot B (10
coded quotes) and Chatbot C (eight coded quotes) were not far behind, both often giving similar
tips in their responses to Chatbot A.

‘Fulfilling expectation’ also received a very similar number of coded quotes across all three
Chatbots. In contrast to the study by Heinonen and Pesonen (2022), where the outcome of the
discussion was used to determine whether expectations were met, here the researchers had to
make their own assessment. In practice, the goal was to evaluate whether the chatbot's response
provided sufficient information. Here, Chatbot A received 13 coded questions, while Chatbot
B received 16, and Chatbot C received 15.

The key difference between ‘Fulfilling expectation’ and ‘Solving problem’ was that the
latter required the question to be answered directly and clearly, meaning that the exact phrase
could sometimes be coded using both codes. For example, when asked “Do you know if in
Finland is legal to make barbecues in parks?” (Question 1), the response from Chatbot B was:

“..Yes, in Finland, it is generally legal to make barbecues in designated public park areas,
as long as there is no specific ban due to fire risk or local regulations.”

This answer provided a direct solution to the problem while also fulfilling the customer’s
probable expectations.

4.3.5 Effectiveness

In terms of efficiency, Chatbot C performed the best with 11 coded quotes, receiving a rating
‘Good,” followed by Chatbot A, which had a total of seven coded quotes with a rating
‘Moderate,” and Chatbot B with four coded quotes, resulting in a ‘Poor’ rating. The chatbots
generally did not inform the user about delays in responses, with Chatbots B and C each doing
so only once, while Chatbot A did not do this at all. This was to be expected, as chatbot
responses tend to be immediate, so there is no necessity to inform the user of a delay.
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When analysing the chatbot responses, the second identified sub-category was ‘Proactive
communication,” which refers to how the chatbot kept updated with its responses. In practice,
this was reflected in the following example:

“Is Seurasaari open today?” (Question 3)
“.. I'll check the opening hours for Seurasaari right away.” (Chatbot C response)

In this subcategory, Chatbot C performed best with 10 coded quotes, while Chatbot A received
seven coded quotes and Chatbot B received three.

5 Discussion

As encounters between service providers and customers are increasingly taking place online,
and customer service is more and more often performed by Al chatbots (Berg et al., 2022), it
is vitally important that companies know how to achieve and maintain excellent service quality.
This paper has sought to develop such knowledge by evaluating the process of prompting and
the performance of three differently prompted chatbots relating to four previously identified
dimensions of excellent online customer service. A set of 15 questions was tested with each
chatbot to identify how well chatbots perform in real-life situations in each dimension and to
determine their relative effectiveness.

5.1.1 Prompting process
Prompting is a multi-stage process, and meeting the characteristics of excellent customer
service requires an examination of different service quality theories. Table 5 presents a
mapping of the stages of the prompting process with service-quality dimensions and their
linkage to process theory.

Table S

The first phase of the prompting process involves branching, which in process theory refers
to the state of the process at which multiple different choices are possible (Van Glabbeek,
2001). There are various methods of prompting (also known as initialisation), three of which
have been applied in this study. The results suggest that no one method of prompting is superior
with respect to every service-quality element. The appropriate prompting method will depend
on the tasks to which the Chatbot is being put and the particular dimension or dimensions of
excellent service quality the company wishes to prioritise.

The next phase of the prompting process is modelling, which involves creating prompts that
are believed to produce reasonable responses. Verification is then required, which involves
testing different prompting methods to determine which leads to the best-quality responses. As
such, they are viewed as central activities of the process theory (Van Glabbeek, 2001). This
part of the process relates to functional quality, as Gronroos (1984) defines it, which refers to
the service-quality dimension that corresponds to how service quality is perceived.

The prompting process also involves troubleshooting and fixing any errors that occur, to
keep the outputs of the chatbot at a consistently high quality. This aligns with the process theory
element known as ‘failure tracing,” which involves observing the process to understand why
the system has failed to succeed under certain conditions (Van Glabbeek, 2001). Regarding
service-quality theories, this part of the process relates to the AISQ theory dimension
‘continuous improvement’ (Chen et al., 2022), enhancing the system stability and improving
its capabilities.

The final phase of the prompting process relates to the output of the prompt and how it is
presented. It is the tangible and most visible part of the process, shaped by the various actions
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and transitions throughout, which is also a key dimension of process theory. This relates to
how processes evolve: by performing a certain action, a process transitions into another
process, thus affecting the result (Van Glabbeek, 2001). The chatbot prompting process thus
embodies the system’s ability to transition from a prompt into a concrete and understandable
output. This part of the process can be viewed as its technical quality, as defined by the
SERVQUAL model, i.e., what the customer receives when interacting with the service
(Gronroos, 1984).

5.1.2 Prompting methods

In the foregoing analysis, Chatbot C, which applied the CoT prompting method, outperformed
the other two chatbots in almost every dimension of excellent online customer service. This
suggests that a chatbot prompted by a CoT method delivers the highest quality of customer
service across most dimensions of online customer service and may therefore be seen as the
best prompting method in this context. Chatbot C delivered a very high level of personalisation,
responding in a specific and tailored manner to the questions and demonstrating context
awareness. Chatbot B (which used few-shot prompting) performed reasonably well, being the
best in terms of responsiveness (where all chatbots performed well) but lagging well behind
Chatbot C overall. Chatbot A (which used zero-shot prompting), meanwhile, produced the
worst results overall, being responsive but struggling to deliver politeness.

The results show that prompting methods have a substantial impact on the behaviour of
customer-service chatbots. Although Al language models cannot be fully controlled, it is
possible to guide their tone and emphasis on different customer service dimensions by
providing them with background knowledge through prompting. A summary of the strengths
and weaknesses of different prompting methods is presented in Table 6.

Table 6

Overall, the CoT method performed best, but the zero-shot method also had advantages in
terms of generating concise and relevant responses. The performance of the few-shot
prompting method, meanwhile, depended mainly on the quality of the examples given and was
therefore somewhat difficult to evaluate. However, in objective terms, it did perform
reasonably well in this study.

An analysis of weaknesses in prompting methods provides key insights. The limited
politeness in zero-shot prompting arises from the model defaulting to an informational style
without specific tone instructions. This leads to efficient but socially blunt responses.

Variability in the few-shot method depends on the quality of examples provided. Strong
examples lead to contextually rich responses, while poor examples result in generic outputs.
Although CoT prompting produces the best results, its step-by-step reasoning can make
responses excessively lengthy for simple queries. Therefore, prompt engineers should choose
methods based on their strengths while being aware of potential weaknesses.

Ethical considerations in Al-powered customer service are crucial. Customers often
experience discomfort or distrust when interacting with non-human agents, which can be
described as ethical anxiety (Wang & Zhang, 2025). Such concerns may impact the relationship
between perceived service quality and customer satisfaction, highlighting that even excellent
technical responses may not ensure a positive experience.

Additionally, the connection between prompting methods and chatbot service failure is
significant. Misunderstandings and “hallucinations” are common challenges. The chain-of-
thought method can reduce these issues and improve the handling of complex queries. In
contrast, zero-shot prompting can oversimplify, increasing miscommunication risks. The few-
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shot method’s effectiveness relies on high-quality examples. Overall, prompt engineering
serves not only to enhance service quality but also to minimise the risk of critical chatbot
failures.

6. Conclusions

6.1. Theoretical and methodological contribution

The main theoretical contribution of this paper relates to how the use of different prompting
methods can improve the results of Al-powered LLMs. The results suggest that the use of
specific prompting methods can lead to better results in different dimensions of excellent
customer service and that there is a link between prompt structure and chatbot behaviour. In
short, chatbots can provide better customer service if they are suitably promoted.

The results also contribute to process theory. Prompting can be viewed as a structured
process that leads to quality chatbot responses. By combining the process of prompting with
the elements of service quality, insights can be gained into how different steps in the prompting
process can affect the quality of chatbot responses.

This paper also contributes methodologically. Prompting customer service chatbots and
testing them with fundamental questions collected from customer conversations is a relatively
new way of designing and evaluating the performance of chatbots. Testing with real questions
ensures that the results reflect authentic customer-service situations, and the differences in the
results show which approach can be more effective in practice. This study thus contributes to
the development of realistic and user-centred Al chatbots in the future.

6.2. Managerial implications

With respect to managerial implications, one of the most important contributions of this study
is the increased knowledge of the range of possibilities regarding how to improve the responses
of Al-driven customer-service chatbots. By demonstrating how specific prompting methods
can affect chatbot effectiveness, responsiveness, personalisation and politeness, organisations
can leverage different programming techniques for their own customer-service needs.

Indeed, this study demonstrates how it is possible to tailor or fine-tune chatbots according
to the specific needs of companies through a process of prompting. Managers can thus utilise
prompting to meet the organisation’s business objectives. For example, if a company had set
itself the goal of conveying an image of friendliness, the customer-service chatbot could be
prompted to be as friendly as possible. If the company wanted to convey a different image,
such as formality, the chatbot could be programmed differently to achieve this aim. Choosing
a particular prompting method can also allow the organisation to shape what kind of responses
are produced. For example, the CoT prompting method produced the longest and most detailed
responses in this study, which is likely to be most suitable for detailed or complex inquiries.
The zero-shot prompting method, meanwhile, produced shorter and more straightforward
responses, which would be more suitable for shorter and simpler inquiries.

This study highlights that the effectiveness of chatbots depends not only on the prompting
strategies but also on the organisational ecosystem surrounding them. Prompt engineering is
just one aspect of a broader Al strategy that requires strong support, continuous training, and
the development of employees' technological skills. Effective integration helps organisations
manage Al systems while enhancing employee performance and creativity. Recent research in
hospitality (Wang & Zhang, 2025) shows that organisational support is closely linked to
successful Al implementation.

To make this practical, managers can use a simple framework when choosing a prompting
method. First, they should ask: What is the primary service objective? For transactional
efficiency (like frequently asked questions or ‘FAQs’), zero-shot prompting is best for concise



15

responses. For balanced interaction (moderately complex tasks), few-shot prompting is
appropriate with carefully selected examples. For complex problem-solving or building
relationships (like itinerary planning), the chain-of-thought method is recommended for richer,
personalised responses. This framework helps align prompting strategies with customer service
goals. This study highlights the importance of understanding the role and effects of prompting
on all business levels.

More generally, the implementation of chatbots can contribute to a company’s efficiency by
automating labour-intensive tasks. Cacic (2023) explains that by choosing the appropriate
prompting method and fine-tuning it to fit the company’s specific needs, it is possible to handle
complex cases automatically, saving time spent by a human customer-service agent. When a
chatbot has not been fine-tuned, the human customer-service agent may find themselves being
handed cases that have become complicated due to a misunderstanding. This can be frustrating
for both the agent and the customer. Automation also speeds up response times and can
ultimately be reflected in customer satisfaction.

6.3. Limitations and suggestions for future research

This study has some limitations that can affect the quality of the results. The limited size of the
sample may have compromised the reliability of the findings. To achieve more reliable results,
future studies should employ a larger sample of customer inquiries. Each chatbot was tested
with only 15 different questions, which could have affected the results. A wider range of
prompting methods could also have been used to improve the reliability of the results.

In terms of transferability, ideally, the results of the study should be broadly comparable
with those of previous studies. As this is a relatively new topic, however, no examples of
previous similar studies were available for this purpose. Prompting techniques have been
studied in the past, but not in the context of evaluating the quality of customer service chatbots.

This study has several limitations. First, intercoder reliability was assessed retrospectively
rather than iteratively. While overall agreement was substantial (x = 0.78), systematic
differences in coding approach, such as response quality categories being mutually exclusive
vs overlapping, resulted in low Kappa for some subcategories despite qualitative agreement on
code themes. Despite these methodological differences, both coders independently reached
identical substantive conclusions (Table 4), supporting the robustness of findings.

Second, data collection occurred during the summer of 2020, at the peak of the COVID-19
pandemic. This context may not accurately reflect typical customer service inquiries. Future
studies should use post-pandemic data for a better assessment.

Additionally, this study only evaluated expert opinions on chatbot outputs, ignoring the
customer experience. Future research should adopt a user-centric perspective, looking at factors
like perceived usefulness, ease of use, interactivity, and immersion within an extended TAM.

The ethical dimensions of Al-powered customer service were also overlooked. Concerns
about authenticity, fairness, data privacy, and algorithmic bias are critical and should be
explored in future studies.

Finally, as the field of generative Al is rapidly evolving, this study's focus on the GPT-4
model represents only a snapshot of current capabilities, as newer models may change effective
prompting methods. However, prompting will most likely be a critical part of interactions with
these Al chatbots, as prompting instructs the chatbot about user needs.

Finally, it is important to recognise that a fully valid and reliable model for measuring
service quality has yet to be developed, let alone in the context of Al chatbot service quality.
Shortcomings remain, for example, in respect of the tendency for people of different cultures
to have their own specific preferences and tolerances toward customer-service provision and
service failure. A model developed in one culture may therefore not work well when applied
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to another. It has also been noted that service-quality models are not universally applicable to
every area of business, and those that work well in the context of tourism might not work
equally well in other business contexts (Seth et al., 2005).
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