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Abstract 

We propose an abstract conceptual framework for analysing complex security systems using a new notion of modes 
and mode transitions . A mode is an independent component of a system with its own objectives, monitoring data, 
algorithms, and scope and limits. The behaviour of a mode, including its transitions to other modes, is determined 
by interpretations of the mode’s monitoring data in the light of its objectives and capabilities—these interpretations 
we call beliefs . We formalise the conceptual framework mathematically and show how to quantify and visualise 
beliefs in higher-dimensional geometric spaces. The mathematical models are based on simplicial complexes . Our 
theoretical models are intended to help design, analyse, evaluate and explain systems that provide human-centred 
services facilitated by software, when confronted by critical security situations, both human and digital. 

Keywords: security scenarios; critical incidents; explainable systems; resilience; hierarchical systems; modes; mode transitions; 
belief functions; simplicial complexes 
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ntroduction 

ecurity, like safety, is defined by a human context. When studying a
oftware system with a specification, its security is more than a matter
f the evaluation of its correctness relative to its specification. What
t does in human situations, seen and unforeseen, and the possible
onsequences matter. Thus, ultimately, security is judged outside the
echnical world of the system and its specification. Developing this
oint about security further, of importance for security are critical
ncidents in which harm to people are possible, immanent or current.
he security of a system is intimately connected with expectations
nd assumptions about the wider human-centred systems it serves:
yber security involves more than cyber . 

Here, we address the question: 
How can we accommodate some human aspects of security sys-

ems? Can we develop conceptual frameworks and systematic meth-
ds for modelling security systems and their operation in a human
ontext? 
The Author(s) 2025. Published by Oxford University Press. This is an Open Access article
https://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse, distributi
ited.
In seeking some general theory for security, we turn to general
ystem theories and emphasise the role of scenarios in which systems
nd people relate. General system theory is a loosely defined (huge)
ortfolio of conceptual frameworks and models for all sorts of com-
lex systems, whose ideas try to capture: how systems are made up of
omponents; how components cooperate; how systems and compo-
ents perform in their respective environments; and how components
an themselves be seen as systems. 

Common to all complex systems is the role of data about the
ehaviour of systems and their environments. Notably, ideas from
eneral system theory are to be found in our everyday language, as
ell as in our technical methodologies for designing systems, physi-

al, virtual and human. 
That ‘system thinking’ is used widely in so many contexts is wor-

hy of reflection. Its rise is a part of post-war intellectual history [ 1 ].
t has profoundly influenced computing, of course, where its focus
s on constructing new systems [ 2 ]. However, its ubiquity is more
1distributed under the terms of the Creative Commons Attribution License
on, and reproduction in any medium, provided the original work is properly
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to do with ‘systematising’ aspects of the world–with de-constructing 
and re-constructing situations, processes, etc. It is this latter aspect of 
system thinking that we emphasise here. 

Specifically, we offer a new general system model whose central 
ideas are those of 

(i) modes of operation, 
(ii) interpretations of monitoring data, 
(iii) derived judgements and beliefs about actions to be taken, 
(iv) fitness of modes and protocols for changing modes, and 
(v) the transparency of these features. 

Our new model will be described in three stages. First, we give 
a set of working definitions and principles that make a theoretical 
framework for thinking about systems in terms of modes; this is to 
establish the flexibility and scope of our informal system model and 
introduce its novel formalisation and geometric visualisation meth- 
ods. 

Secondly, we apply the framework in describing some security 
situations; these are to explore–and to test–how our ideas can (re)- 
construct human-centred systems, and to explain by means of exam- 
ples how modes and mode transitions arise and their data are visu- 
alised geometrically. 

Finally, there is the mathematical formulation of the informally 
defined system model and its exemplars: we introduce the math- 
ematical ideas through the examples and so, in Appendix A, we 
give all the necessary mathematical ideas to define our models 
in general. The formalisation by mathematical models nail down 
algebraically the modes and their transitions as these are determined 
by data about the environment and their interpretation. Further, we 
show that the general algebraic models can be (i) quantified and (ii) 
visualised geometrically. 

Tools for thinking about security systems 

Our systems are a mix of equipment, software tools, and people,
the latter organised into teams and also act as individuals. These 
are bound together and animated by data and communications.
Structurally, complex systems are made of modular and hierarchical 
components that are autonomous, yet are cooperative, adaptable 
and responsive to situations–especially the individuals, depending 
upon their degree of professional discretion. Any of these com- 
ponents can–and in practice do–fail in some way. The design and 
performance of such systems in the real world are not easy to specify,
measure, predict or audit. 

In security, threats and risks change both in their nature and per- 
ceived importance. Significant social and economic disruption can 
have many causes, such as failures of infrastructures and services,
or lack of information. (Extreme weather conditions exemplify such 
disruptions.) However, our societies are held together by data and 
software. Thus, cyber failures, and attacks where the objective is to 
make some software components fail, are always meaningful threats 
to many aspects of contemporary everyday life, and never far away 
from national security. 

In this paper, we will address system design in human contexts, al- 
most from first principles. We propose an abstract conceptual frame- 
work for analysing systems using a new notion of mode and mode 
transitions . A mode is an independent active component of the sys- 
tem with its own objectives, monitoring data, algorithms, and scope 
and limits for action. The behaviour of a mode, including its transi- 
tions to other modes, is determined by interpretations of the mode’s 
monitoring data relative to its capabilities and in the light of its 
objectives. These interpretations of data we will term beliefs . Cru- 
cially, a mode may no longer be fit for purpose and need to be changed 
to another mode. A system can be in several modes at once. 

We formalise the conceptual framework mathematically and, by 
visualising the beliefs arising from evaluating a mode’s monitoring 
data in higher-dimensional geometric spaces, we argue our theoreti- 
cal approach and models may help to explore, design, predict, and ex- 
plain system behaviour. The various mathematical models are based 
on mathematical objects called abstract and concrete simplicial com- 
plexes . 

To demonstrate the framework, and further explain the mathe- 
matics, we apply our models to three security situations: 

(i) triage for a large set of data about individuals in order to classify 
‘persons of interest’; 

(ii) mapping the potential causes and effects of a cyber security in- 
cident; 

(iii) examining a multi-agency response to a critical incident, using 
the UK Gold-Silver-Bronze command structure. 

These types of scenario are commonly associated with Tier 1–high 
priority–risks in national security audits in the UK [ 3 ]. 

Structure of this paper 

This paper has general theoretical aims whose new contributions,
and their location, are: 

0. To state and explore the problem of developing system models 
that can accommodate technical and human-centred cybersecu- 
rity scenarios. 

1. To reflect on scenarios and their part in the security systems spec- 
ification (Sections ‘Human-centred security systems’ and ‘Con- 
cluding remarks’). 

2. To define general concepts and principles for a conceptual frame- 
work to model systems using ideas about modes and mode tran- 
sitions (Section ‘Modes and their visualisation’). 

3. To create geometric structures to visualise changes of beliefs 
about the behaviour of systems over time (Section ‘Modes and 
their visualisation’). 

4. To turn the conceptual framework into a rigorous mathematical 
theory that enables quantification and evaluation of the reasons 
and beliefs behind decision making (Section ‘Modes and their 
visualisation’ and Appendix A). 

5. To apply these general methods in three security scenarios (Illus- 
trative security scenarios, I,II,III). 

6. To reflect on possible next steps (Section ‘Concluding remarks’).

In the matter of 5, we explain the mathematical ideas through 
examples; the general mathematical definitions of simplicial complex 
and belief function are given in Appendix A. A general mathematical 
introduction to modes and their theory is our [ 4 ]; there, our early 
thinking about modes was shaped by modelling autonomous physical 
systems. 

We thank the referees for their close reading and comments on 
earlier drafts of this paper, which have strengthened the arguments 
and widened their scope. 

Human-centred security systems 

To begin, we observe that human aspects of security are commonly 
expressed through scenarios. 
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1 In some cases, the national government (via the Cabinet Office Briefing 
Rooms) assume ultimate control and act as a fourth, platinum level (Home 
Office, 2021). 
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esponding to security incidents 

entral to security are scenarios for critical incidents against which
he security of the system can be explored. 

efinition 1. 
y a security scenario we have in mind (i) a hypothetical situation
hat involves potential threats and vulnerabilities or (ii) a description
f a real-life situation, past or present, that manifested threats and
evealed vulnerabilities. 

Of particular importance are scenarios containing critical inci-
ents. 

efinition 2. 
 critical incident creates an outcome or consequence that is of sig-
ificant harm to an individual, community, or business, or to public
onfidence, broadly interpreted. 

Any critical incident arising from a system’s operation calls for
ne or more other systems to respond and contain damage, make
epairs and restore operation. 

A security scenario should contain information necessary to iden-
ify parameters that enable a relevant actor to simulate potential
hreats effectively, with the aim of being ready to prevent, prepare
or, detect and respond to critical security incidents. These scenarios
ypically belong to security professionals, staff and managers of or-
anisations, and policy makers. Scenario-based research is common
n cybersecurity. For example, the major role scenarios play in cy-
ersecurity testbed development, as well as in cybersecurity testing
or experimental and educational purposes has been thoroughly dis-
ussed in the systematic literature review [ 5 ]. 

Scenarios are themselves classified using ideas about risk, e.g.,
ikelihood, impact and mitigation. For example, the UK National Se-
urity Strategy [ 6 ] is based on the assessment of many security scenar-
os. In the methodology section, the document comments the “plau-
ible worst-case scenario of each risk was then scored in terms of its
ikelihood and its potential impact. In order to compare the likeli-
ood of one risk against another and to make relative judgements,
hese plausible worst-case scenarios were plotted on a matrix...”([ 6 ],
. 4). 

ritical incidents and the Gold-Silver-Bronze command 

tructure of the UK 

n responding to a critical incident, many types of agencies and or-
anisations, with their specialist units and systems, may be called
pon to collaborate and cope with an unknown and rapidly unfold-
ng situation. Concepts and working principles, based on experience,
re needed for this to work effectively. Such frameworks must ‘cage
he incident’ in order to initialise and develop a response; they must
lso be known and understood by the participating agencies and or-
anisations. In the UK, such frameworks for a diverse set of gov-
rnment agencies and services have been created, used and exercised
or decades. To pick one example, relevant to a later case study (in
ection ‘Illustrative security scenarios III: Critical incidents and gold-
ilver-bronze command structures’), a glimpse of these frameworks
an be found in the Home Office’s Critical incident management for
taff of Border Force, Immigration Enforcement and UK Visas and
mmigration [ 7 ]. 

In the UK, the Gold-Silver-Bronze (GSB) command structure is
sed for major operations by the emergency services [ 7 ]. The struc-
ure was originally created by the Metropolitan Police Service, as
 direct response to the Broadwater Farm Riot on the 6 October
985 [ 8 ]. Assessing their responses during this riot, the Metropoli-
an Police came to the realisation that their traditional rank-based
ommand system was inappropriate and inefficient in dealing with
udden events. (Particularly, on the night of the riot, it was not clear
ho was actually in charge of the actual operational procedures of

he police.) 
Thus, the GSB is an informally described role-based system archi-

ecture that assigns three different levels of command according to
kill, expertise, location and competency.1 The three levels are strate-
ic , tactical and operational command structures . 

Briefly, the Gold Commander is responsible for the strategic direc-
ion and has overall control of the distinct resources at the incident.
nstead of on site, the Gold Commander is in a distant control room
ormulating the strategy for dealing with the incident. 

Silver Commanders are the seniors in charge of their own organ-
sation’s resources that are available at the scene. They are respon-
ible for the tactical coordination, deciding on how to use their re-
ources to achieve the strategic aims of the Gold Commander. Like
he Gold Commander, they are also not directly involved in dealing
ith an incident itself. At the scene of the incident, they will work

losely with the Silver Commanders of other organisations, operat-
ng from a purpose-built command vehicle or makeshift command
oom(s), known as the Joint Emergency Services Control Centre
JESCC). 

The Bronze Commanders are responsible for the operational im-
lementation, directly controlling the resources of their organisations
nd working with colleagues at the scene of the incident. Bronze
ommanders may share responsibilities and tasks in complex inci-
ents and assume responsibility for different areas, if an incident is
idespread geographically. 

During the initial stages of an incident, the first member of the
rst organisation to arrive at the incident temporarily assumes the
ole of Silver or Bronze Commander until relieved by a more senior
ember of their organisation. It is noteworthy that these three roles

re not restricted to ranks, though invariably the chain of command
ill follow the order of rank. 

Although the GSB command structure was originally devised to
espond to sudden major incidents, it spread-out in all police forces
nd emergency services, and has been frequently used in pre-planned
perations (e.g., the policing of football matches or firearms opera-
ions (cf. [ 7 ])). 

On deploying a GSB command structure for a critical incident, we
ave a human-centred hierarchical system that must adapt to com-
lex events–and to what may or may not be known about them–
hat is dependent on data and software from multiple sites and
ources. 

odes and their visualisation 

odes decompose and categorise the various objectives and be-
aviours of a system. A mode collects relevant data and applies al-
orithms to govern the behaviour and external communication. 

hat is a mode? 

ere is a working definition to begin building the conceptual frame-
ork: 

efinition 3. 
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Figure 1. Visualising a mode transition for a trigger mechanism. 
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Consider a system S operating in an environment E. A mode of the 
system S is defined by these characteristics: 

(1) A mode is associated to, or determines, a subset of the possible 
states of the system. 

(2) A mode is designed to deliver on certain objectives for the sys- 
tem when in these states. 

(3) A mode consists of 
(a) methods to input data from the environment E and to out- 

put data to E
(b) data types and algorithms for implementing the objectives.

(4) A mode has means to evaluate its performance against its ob- 
jectives and, if necessary, choose and transfer to another mode.

Thus, a mode is responsible for specific aspects of the system’s 
performance. A mode’s purpose may be expressed in its narrowly 
defined technical objectives, or in some high-level objectives express- 
ing the primary purposes of the whole system. A mode may act au- 
tonomously, or be a hub for accessing other modes, or be a unit of 
people with expertise. Each mode owns its relationship with the envi- 
ronment according to its objectives. We choose the term ‘objectives’ 
to suit the great variety of scenarios we have in mind for our devel- 
opment of system models. 

Principles for designing modes 

With the initial intuitions of Definition 3 in mind, we can formu- 
late some design principles to develop a conceptual framework for 
thinking about systems in terms of modes and mode transitions. 

Completeness . A set of modes for a system is a classification of 
the operation or behaviour of a system. At any time, a system can be 
in one, or more, modes. 

Composition . When a system is in a number of modes then that 
situation itself constitutes a mode. 

Component . A set of modes for a system consists of (i) a set of 
basic modes and (ii) joint modes made by combining modes. 

Localisation . Each mode possesses its own data to monitor its 
behaviour and environment. This monitoring data determines a local 
state space called the evidence space of the mode that represents what 
its modes can know. 

Thus, knowledge of the system at any time is localised to the 
modes at that time. 

Globalisation . What the system can know about its environment 
is a synthesis of what its modes can know of the environment through 
their monitoring data. By combining the evidence spaces, an idealised 
global state space for the system is possible for reasoning. 

Quantification . If a state of the system is meaningful for a number 
of modes then the relevance or suitability of these modes for the state 
of the system must be quantified, calibrated and interpreted. 

Visualisation . With quantification and calibration comes the pos- 
sibility of visualisation via geometric objects drawn to scale and via 
derived qualitative diagrams. 

Shortly, we will show how to visualise in space the basic modes 
by vertices, and the joint modes arising by combining them as lines,
triangles, tetrahedra etc. The geometric objects we build in this way 
are called simplicial complexes . Simplicial complexes are made up of 
geometric pieces called faces . The evolution of the system in time is 
given by a path through the geometric simplicial complex, making 
obvious which mode the system is in at a particular time; indeed 
its exact positions can indicate something of its past, present and 
possible futures. 
Modes and faces . In a successful system model using modes, every 
face of its simplicial complex is a mode and every mode is represented 
by a face . 

Quantification can take the form of a position in the space rep- 
resenting the suitability of the mode for the state of the system, in a 
line or triangle or tetrahedron, etc. representing the joint mode. 

Belief . The position on a face is computed by belief functions that 
from a state of the system calculates a measure of the relevance to that 
state of the modes of the face. 

In the time evolution of the system we need to decide 

(i) if, and when, a system should change from one mode to another,
and 

(ii) which new mode should be chosen. 

Thresholds . The transition out of one mode into another is gov- 
erned by the results of the quantification and calibration. The deci- 
sion to move to a new mode may be specified by numerical thresh- 
olds. Transition has these stages: 

(a) the realisation that the mode is approaching its limitations 
(b) the selection of modes that could be more appropriate 
(c) triggers to choose and change to a new mode. 

The belief functions, in computing relevance, are a means to trig- 
ger changes of mode. 

Explanation . The conceptual system of modes, belief functions,
mode evaluation, thresholds and mode transition functions, and their 
visual representation in simplicial complexes, can serve as an ex- 
planatory framework for the dynamical behaviour of automatic sys- 
tems. 

In particular, the position and path over time (the trajectory) in 
the simplicial complex visualises the dynamics of decision making by 
the system. 

Simple security examples 

We consider some simple examples to begin to shape our informal 
ideas of a system of modes, the evaluation of beliefs and how they 
might be visualised. 

Example 1 (A simple trigger). 
Fig. 1 represents visually a trigger for action that has three modes: 
two vertices and one line. Consider the line between a mode that 
makes judgements of some attribute using data from monitoring the 
environment (the point at the top of the interval) and the mode that 
performs an intervention (the point at the bottom). Unlike a usual 
state transition graph, where lines merely represent transitions or 
jumps, here the line itself represents a mode where the decision to 
intervene unfolds according to its monitoring data. These observa- 
tions are formed into a numerical quantification of beliefs about the 
state of the system and visualised as points along the line, beginning 
at the top and moving to the bottom. Threshold points on the line 
begin to warn, and then trigger, a change of mode; on reaching the 
bottom, the intervention begins. 
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A witness can note the position along the line to see how things
ere going, and perhaps be reassured that the course of action was
rogressing correctly. Such a point on a line indicator is quite a com-
on visualisation (e.g., as with a progress bar that simply estimates

ime taken for a task to be completed). Here, however, the line indica-
or is displaying an interpretation of information which the control
ystem is actually using to make decisions. If the point is near the
op, then a witness knows that the control system has no intention
f intervening because they are looking directly at the system’s own
ssessment of the situation. � 

In this first example, we see that a key to the transparency of
ecision making is continuity. We do not discontinuously move be-
ween vertices on a graph, but have a continuous motion in a geo-
etric visualisation, which allows an estimate of what the system is

bout to do and when . Without continuity we have a system whose
ehaviour could change drastically and unpredictably. Of course,
here might be a good reason for this, but, for safety and reliabil-
ty, predictability is an important consideration. We make a gen-
ral comparison between visualising system change using complexes
ersus graphs in Appendix A, Section ‘Simplicial complexes and
raphs’. 

Of course, a key to transparency is reliability, that what we see is
eally related to the state of the system. This means that the geome-
ry of the visualisation must be intimately related to how the system
ctually makes decisions . 

xample 2 (A simple emergency). 
n Fig. 2 , we consider a notification that warns of a possible incident–
uch as personal attack, social disturbance, or collision of vehicles. In
eneral, the incident could involve some or all of the primary first re-
ponders of police, fire brigade and ambulance. These are represented
y vertices in the diagram. As more information becomes available
ver a (hopefully short) time period, relevant choices of services can
e made and deployed to the scene. In particular, between the sepa-
ate actions of, say, deploying police and ambulance we have a com-
ined action of doing both simultaneously, and that is represented in
he diagram by a line between the two vertices. 

Altogether the 15 faces of the diagram in Fig. 2 represent 15
odes of the system. The filled-in tetrahedron between the four ver-

ices is the mode which gathers all available information and assesses
he response. When beliefs about the state of the system (represented
y a point in this tetrahedron or 3-simplex) reaches the triangle at the
nd, then full deployment is instigated. If the incident in some way is
isrepresented then the point moves, possibly returning to the warn-

ng vertex, and then to the rest of the system (not shown). When an
ction is actually taken it should be a combination of the three action
ervices (vertices), depending on where the point is in the rightmost
riangle. � 

eometric intuitions 

ystems frequently have to take account of several factors or carry
ut several tasks, and we can take account of this by allowing com-
inations of modes to also form modes–the joint modes of Sec-
ion ‘Principles for designing modes’. If basic modes are vertices, these
oint modes translate into edges, triangles, tetrahedra, etc. In general,
e shall represent beliefs about the state of a system as a point in a

ace of a simplicial complex. What exactly is a simplicial complex? 
A 0-simplex is just a point, and a 1-simplex is a line between some

f the 0-simplices. Thus, a simplicial complex consisting of only 0 and
-simplicies is just a graph whose edges are the 1-simplices and whose
ertices are the 0-simplices. We shall not assume that this graph is
irected: if there are arrows they are either imposed by principles
e.g., not being able to stop an intervention once triggered) or by the
urrent objectives. Increasing the dimension, a 2-simplex is a filled-
n triangle and a 3-simplex is a solid tetrahedron, and so on. Fully
eneral definitions are given in Appendix A. A point to remember is
hat simplicial complexes generalise planar graphs . 

Consider the visualisation of the simple emergency with its 15
aces in Fig. 2 : there are four 0-simplicies, six 1-simplicies, four 2-
implicies, and one 3-simplex. Each of these is a mode. 

The belief about the state of the system is visualised as a point in
he geometric simplicial object; the position in a face shows which
odes the system is in and which mode is likely to come next. The
osition is given by the belief generated by algorithms on the ba-
is of evidence. Technically, there is mathematical belief theory that
s a generalisation of probability theory and, again, we refer to Ap-
endix A for a more formal discussion. 

As the modes are linked to the behaviour of the system, the visu-
lisation of the modes gives the current behaviour of the system, at
east its intentions and its capabilities. 

llustrative security scenarios I: triage and 

ersons of interest 

e now apply these ideas to three examples. We describe the first
n some detail, including its mathematics; the others are less detailed
ue to their more open-ended nature and limitations of space. 

cenario 

onsider persons coming to the attention of the police as potential
ecurity risks through an initial assessment process or triage. We will
xplore this scenario by describing a system of modes whose function
s to perform the classification. 

tate space and design 
n the design process we first start with our ‘state space’, which will
e the set of people in a country, together with their recorded actions
nd beliefs. To be more exact, we take a cover of the set of ‘peo-
le of interest’ in the population. We wish to classify those into the
ollowing subsets: 

eopleof Int erest (PoI) – those who have come to the attention of the
security services 

eginTriage – those who are in process of classification by the triage
process 

pport unit y – those who are in a position to cause damage by, e.g.,
access to public platforms or proximity to high value targets. 

oncern – those who have extreme views or contacts which could
pose a security concern. 

ecurityClearance – those who have been granted clearance for cer-
tain activities 

 urt herInvest igat ion – those who are under active investigation by
the security services 
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Figure 3. Initial assessment for potential security risks. 
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These and other subsets of the population are assigned as state 
spaces for basic modes. It is clear that a person may be in several 
of these subsets, whence they belong to joint modes. For example, an 
individual who is in both Opport unit y and Concern is a larger threat 
than a person who is in just one of the subsets. 

Now, we consider how to determine whether a person is actually 
in one of these subsets. This could include examining criminal or 
financial records or interrogation. This process results in a space of 
evidence , and using this we calculate the belief functions which we 
use to choose which subsets we believe a person belongs to. These 
beliefs are continually updated as, e.g., an investigation comes to an 
end or new evidence is presented. The belief functions can then trigger 
a change of mode, e.g., moving to a security clearance process. Of 
course, the computed belief functions are only an approximation of 
the true state of affairs, as any process is error prone. 

Scenario and its visualisation 
Our scenario is sufficiently simple to be described directly using 
modes and their geometric representation: consider Fig. 3 . We be- 
gin at the ‘begin triage’ vertex of the blue tetrahedral mode ‘triage’.
After conducting an initial investigation, ‘triage’ outputs either (i) a 
value along the edge from ‘opportunity’ (i.e., there is an opportunity 
to carry out an attack, e.g., the subject is in close proximity to poten- 
tial targets) to ‘concern’ (i.e., there is evidence that the subject may 
be a security risk), or (ii) the vertex ‘neither’ of the above. 

From ‘neither’ the investigation is cancelled, possibly deleting ma- 
terial as procedures allow. From the vertex ‘opportunity’ on the edge 
(i.e., there is minimal concern about a security risk), the purple trian- 
gle ‘obtain security clearance’ mode is started. This will get references 
from contacts of the subject, etc. From anywhere else on the edge (i.e.,
there is some concern about security risk), the red ‘consider further 
investigation’ mode is entered. It is possible to move between the ‘ob- 
tain security clearance’ and ‘consider further investigation’ modes if 
new evidence is uncovered. The end points are either being granted 
‘security clearance’ or being entered for a full ‘further investigation’.
To repeat, there are four outcomes and we can leave the triage mode 
at three vertices or at one edge . 

Inspecting the diagram, there are 7 0-simplices, 12 1-simplices, 7 
2-simplices, and 1 3-simplex. Thus, the model reveals that there are,
in principle, 27 modes in this scenario. 

Quantification: space of evidence and thresholds. 

The above informal description is now quantified and modelled 
mathematically. We will build a relevant belief function to plot points 
based on the evidence available; these points lie in the blue triage 

tetrahedron. 
First, we must mathematically model the space of evidence. This 
will be based upon concern and opportunity. We begin with choosing 
positive numbers 

(xbegin , xcon , xopp ) . 

These numbers are ratios having the general form of 

individual score 
preset score 

. 

In this case the numbers try to measure concern xcon and opportunity 
xopp , and they are estimated as follows. 

We take xcon ≥ 0 to be a weighted sum of evidence from phone 
calls, emails and social media posts etc., divided by a preset ‘level 
of concern’ and capped at 1; so xcon = 1 is taken to be a significant 
concern and xcon = 0 is no concern. 

We set xopp to be a sum of events attended by the person, weighted 
by the profile of the event or ease of attack, again divided by a preset 
level and capped at 1; so xopp = 1 is taken to be a significant oppor- 
tunity. For instance, a large number of applications to certain events 
would also be treated as a cause for concern, so these numbers are 
not independent. 

We might assign xbegin ∈ [0 , 1] as the fraction of the checks re- 
maining to be made; so if we had 54 checks in total to perform we 
would begin at 54 / 54 = 1 and then count down as checking tasks 
were completed. However, we may cut short the process if we al- 
ready have enough evidence to escalate the investigation. We now 

define 

xend = max 
{
1 − xbegin , xcon , xopp 

}
. 

Our space of evidence is this cube of triples: 

(xcon , xopp , xend ) ∈ [0 , 1]3 . 

Consider Fig. 4 , where the origin O is the most distant vertex from 

our point of view. We highlight the subsets of evidence where we 
believe that the four outcomes are true. 

Thus, in the second diagram in Fig. 4 in the red subset we have 
points in the neighbourhood of the region where xcon = 1 , i.e., where 
we believe that we should be at the vertex concern . 

In the third diagram in Fig. 4 in the blue subset we have points 
in the neighbourhood of the region where xopp = 1 , i.e., where we 
believe that we should be at the vertex opportunity , and similarly for 
the leftmost diagram and the vertex opportunity . The vertex begin 
has a subset on the right given by a cube [0 , 1 − ε)3 for some small
ε > 0 . 

Quantification: belief and visualisation 
To define the function that visualises belief, we now construct a par- 
tition of unity for the cube [0 , 1]3 (as in Definition 12 in Appendix A) 
for the above subsets. The subsets for opportunity and concern inter- 
sect as we can have an output along the edge linking those vertices.
However, we do not allow the subset for end intersect subsets for 
opportunity and concern . as those are not valid outputs on Fig. 3 .
This is because making discrete decisions from continuous data re- 
quires some amount of discontinuity–made easier in our case as our 
data are actually rational numbers. Part of the choice of belief func- 
tion is minimising the likelihood of discontinuity to make the system 

as transparent in real time (i.e., as predictable in the short term) as 
possible. 

Mode objectives 
Each mode can be assigned objectives. For example, the mode defin- 
ing the rightmost triangle in Fig. 3 has an objective which is to grant 
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Figure 4. The subsets for neither, concern, opportunity and begin respectively. 

s  

i  

t

I
a

I  

a  

t  

s  

C  

W

M

S  

a  

a  

l  

c  

B  

2  

U  

n  

l  

a  

a  

t  

m  

t  

a  

u  

o  

a
 

d  

a  

i  

w  

e
 

c  

s  

r  

W

M

C  

w  

•• ••

•

•

•
β α γ β γ

α

α

Figure 5. Adding a shadow mode α′ . 

m  

t  

c  

t  

i  

t
 

m  

g  

m  

F

o  

m

t
 

f  

w  

a  

f  

s  

o  

A  

v  

o

T
S  

w  

r  

t
 

t  

u  

m  

d  

i

D
ow

nloaded from
 https://academ

ic.oup.com
/cybersecurity/article/11/1/tyaf023/8246083 by Sw

ansea U
niversity user on 16 Septem

ber 2025
ecurity clearance if possible, and if not refer the subject for further
nvestigation. The objectives of the system are achieved by being dis-
ributed among the objectives for the modes. 

llustrative security scenarios II: cyber 
rchitectures and ecosystems 

n responding to a cyber attack on a component of a software system,
 range of concerns arise for the system architecture and its ecosys-
em, viz. other components of the system, the external services the
ystem depends upon and delivers, and the external systems it serves.
ommonly, some of these dependencies may be unclear or unknown.
e will express some of the issues that arise in terms of modes. 

alware 

ystems can be viewed at high level (simpler, hopefully transparent)
nd low level (complicated, likely opaque, due to lots of legacy code
nd platform dependencies). A problem is decisions made at a low
evel, e.g., using a buffer overflow to change the status of a block of
ode from non-executable to executable. This occurred in Eternal-
lue, the exploit behind the WannaCry ransomware cyber attack of
017, which affected National Health Service (NHS) hospitals in the
K. One reason why some NHS systems were vulnerable to Wan-
aCry was the problem of upgrading systems which have to be on-
ine continuously. The WannaCry worm bulk encrypted data on the
ffected machines, so systems which had reliable backups were less
ffected. The WannaCry cyber attack was effectively halted by the ac-
ivation of a built in kill-switch by registering an external web site, a
ethod detected and implemented by an individual about 7 hours af-

er the attack began. Though quick enough to stop much more dam-
ge being caused by WannaCry, such a timescale may not be much
se against a more malicious attack, e.g., data theft, timed disruption
f vital services or physical damage to critical infrastructure. Such an
ttack could use security flaws not used before. 

Human intervention takes time, and counter-measures may be
ifficult to circulate as some communication systems may have been
ffected or taken out by the attack. The first line of response is the
solation of critical systems as much as possible. This requires designs
ith inherent resistance to attack defined by scenarios and associated

xercises to prepare for responses. 
As with a pandemic, an obvious line to take is

ompartmentalisation–isolating things from each other to make
pread difficult by not sharing resources. How do these observations
elate to our concept of describing a system of in terms of modes?

hat security features can be designed for such systems? 

aintainence: runtime updates and shadow modes 

onsider the idea that modes can be ‘shadowed’ by duplicate modes,
hose job is to have the same data and operations as the original
ode. If an original mode needs to be taken offline (e.g., for upgrade)
hen the shadow mode can be switched into its place. A shadow mode
ould also operate under a time delay or with different security op-
ions from the original mode, making it less likely to be compromised
n an attack than the original mode (but at the cost of not having quite
he same data). 

Symbolically, let us start with a simple system with three basic
odes, such as M = { α, β, γ } . We now add a ‘shadow’ mode α′ for α,

iving four modes M′ = { α, α′ , β, γ } , as in Fig. 5 . When the shadow
ode is activated the effect is to copy all modes containing α – in
ig. 5 we have copies 

{ α′ } , { α′ , β} , { α′ , γ } 

f modes { α} , { α, β} , { α, γ } , respectively; and we also have new
odes 

{ α, α′ } , { α, α′ , β} , { α, α′ , γ } 

hat link the shadow and original modes. 
When the shadow is set up its first task for the linking modes (say

or { α, α′ , β} ) is to copy the state and data for { α, β} to { α′ , β} . It
ill continue to maintain the shadow copy { α′ , β} up to date, but all
ctual decisions will be taken by the dominant copy { α, β} . The log
or { α′ , β} will be kept for comparison to determine if there is any
ignificant difference between the copies. (This could be as a result
f a hardware problem or one of the copies being compromised.)
t some point the roles of the shadow and dominant copy can be re-
ersed, and then the new shadow copy can be shut down and updated
r repaired. 

he cost of the approach 
hadow modes are proposed only for critical systems, not systems
hich can afford to be offline for the time that conventional backups

equire (although this could be weeks or months if proper prepara-
ion was not made). 

The proposed system of shadow modes is expensive in terms of
he size of the system, but the locality of the mode structure puts an
pper limit on how many shadow modes are required. The require-
ents would be linear in the total size of the system times a higher
egree factor of the local complexity, involving how many simplexes

ntersect at a vertex. 
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Compartmentalisation of function 
Modes are assigned according to function, and are given only the 
tools (file access, external links, etc.) that are needed to perform that 
function. Regarding WannaCry, the options to bulk delete or encrypt 
data would simply not be available in most modes. It is not a matter 
of rewriting their code, the options to do that would not be on their 
allowed list of operations or they would not have the codes to access 
those options. They would not even know where to go to be able to 
access those codes. 

A malicious worm would likely have to be able to go through sev- 
eral modes and their isolation mechanisms before it was in a position 
to cause harm. It is this movement at the high level of the modes is 
just what transparency and visualisation of the mode diagram is de- 
signed to detect, whether by a human or an AI supervisor who could 
then shut down the system or take other measures. 

Isolation of modes 
Different modes do not share software with each other. At the de- 
sign stage methods or classes may be inherited based on inclusion 
of modes–i.e., mode { α, β} may inherit from { α} . However these will 
be compiled into distinct copies in memory, so there is no common 
memory at runtime. Thus, if one mode is corrupted the other modes 
will be unaffected unless a virus manages to propagate from mode to 
mode or send corrupted data. This forms a bottleneck in the infec- 
tion process which can be examined in more detail. When an alarm 

is raised communication between modes may be further restricted. 

External monitoring of modes 
As operations on any external system (e.g., databases) are performed 
by oracle calls from the modes, the number of uses of such calls can 
be logged by a system not connected to the current operating mode,
and an alarm raised if usage exceeds a prescribed amount. Flagging 
a mode as potentially compromised could restrict the oracle calls it 
would make, effectively cutting it off from secure databases, etc. 

Attack trees 

Consider attack trees and cybersecurity (see, e.g., [ 9 ]). The tree dis- 
plays the steps needed for a successful attack, with nodes being tagged 
logically with ‘or’ or ‘and’. They have been generalised to attack 
graphs in [ 10 ]. With simplicial complexes generalising graphs, at- 
tack trees can be related to the mode approach and generalised by 
simplicial complexes. 

As with the original paper on attack trees [ 11 ], we consider an 
attack to obtain unauthorised access. In Fig. 6 is an attack tree for ac- 
cessing a system (not detailed and not necessarily accurate), including 
combining causes with ‘or’ and ‘and’. One way is to take control of 
a computer which is logged into the system. Alternatively, we require 
some combination (likely all three of) userid, password and phone 
number. In an attack tree these would be nodes joined by ‘and’. In- 
stead, we are more general than that by combining these causes by 
a tetrahedron, which allows for more complicated dependences, e.g.,
there might be ways to obtain two factors simultaneously, or only 
two out of three might be needed in certain circumstances. 

In effect, we are describing a simplicial mode structure of a system 

whose purpose is to attack another system. In a scenario, each event 
in the attack tree takes place in a mode, and placing the events gives 
a generalised simplicial map from the attack tree to the simplicial 
complex of modes. Generalised, as the thick lines in Fig. 6 may be 
divided into several lines, indicating that the system may pass through 
several modes before reaching ‘obtain access ’. Modelling different 
scenarios would include considering different simplicial maps. 
For example, a sleeping worm might have been placed in a system,
but whether it is discovered prior to activation could depend on the 
actions taken by the system in the meantime. An attack tree might 
have an event which is easier in certain modes of operation. 

Using simplicial maps, we could exploit the geometric formula- 
tion of mode-based systems and attack trees to automate the checking 
to what extent a given system is resistant to a given form of attack. 

Cyber resilience 

In theorising our new system model we are exploring and making 
precise a range of security scenarios that combine physical and hu- 
man actions, and in which collecting, computing, communicating and 
interpreting data are fundamental. We are not focussed on cyberse- 
curity per se . However, the mode system model has certain strong 
points concerning cyber resilience . Put simply, resilience is commonly 
taken to mean the ability of a system to continue with some level of 
service, to be repairable and to return providing its normal services 
in good time. Thus, cyber resilience highlights the domain and the 
software in thinking about the system. To quote the introduction to 
NIST’s Developing Cyber-Resilient Systems: A Systems Security En- 
gineering Approach , [ 12 ], p.1: 

‘Cyber resiliency is the ability to anticipate, withstand, recover 
from, and adapt to adverse conditions, stresses, attacks, or compro- 
mises on systems that use or are enabled by cyber resources.’ 

Like explainability, resiliency is a factor for trust in a system that 
involves the domain in which the software finds itself. 

Some of the strong points mentioned above are these: 

(1) Tools for system thinking. Our ‘whole-system’ approach is in- 
tended to map and model interactions between people, equip- 
ment and computer systems, and the environments they find 
themselves in. This is not easy. We are posing the problem of 
using general system-based thinking and mathematical models 
to analyse such complex (necessarily human-focussed) systems.
Further, we offer a prima facie case that this is possible with our 
modes model. 

(2) Transitions. Our model highlights the interpretation of data and 
its connections with objectives and decisions. Interpretation is 
quantified by our so-called belief functions and the paths traced 
in simplicial complexes measuring the system’s behaviour and 
its relationship with modes. The quantified interpretations of 
data enables the highlighting of processes of (i) checking a mode 
is ‘fit for purpose’ and (ii) triggering change to a potentially 
more useful mode. 

(3) Interdependence. Our model can address the resilience of 
systems via analysing their compartmentalisation and re- 
factorisation in terms of modes. 

Transitions are central to resilience as they are the response to dis- 
rupting events. Routinely, they are needed in security screening and 
the practical problem of deciding the presence or absence or like- 
lihood of ‘malware’. Now, the common form of representing tran- 
sitions are planar graphs, which may or may not have weights or 
probabilities attached. Simplicial complexes are a compact, higher- 
dimensional, continuous geometric generalisation of planar graphs.
The continuity and geometry can offer actors in a component failure 
event some form of information, and possibly automation. 

The modes system model can address attacks on more than one 
system and their dependencies. For example, this is relevant in indus- 
trial situations where there are enterprise software and operational 
software. The enterprise systems of a factory will likely benefit from 

well-established technical support; the operational systems will likely 
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Figure 6. An attack ‘tree’ for unauthorised access. 
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e bespoke and more vulnerable–see, for example, the informative re-
ilience case study [ 13 ]. It may be that operational resilience is more
mportant financially than enterprise. Multiple attacks are likely to
ccur at the beginning of a major conflict especially on critical in-
rastructure. However, critical infrastructure is notoriously difficult
o conceptualise and theorise [ 14 ]. Given that some zero-day exploits
re likely to be used in a major (state sponsored) cyberattack, clearly
esilience is a critical and underdeveloped area for research. 

A system delivering physical world services is enabled and sus-
ained by computer systems, and its resilience requires a portfolio of
cenarios including not just breaches of cybersecurity and software
ailure, but also the effects on the services for which the software ex-
sts. It seems to us that there is a gap in concepts, models and tools for
ealing with security scenarios in which software systems are a key
nabling component for activities involving equipment and people,
oth as actors and users. 

llustrative security scenarios III: Critical incidents
nd gold-silver-bronze command structures 

arious scenarios are involved in preparing plans for responding to
ritical incidents, which should be able to generate simulations. In a
ulti-agency response to a critical incident, streams of decisions need

o be made by different commands drawing on different streams of
nformation about an unfolding situation. However, this can easily
ead to confusion and information overload as hundreds of pieces of
nformation, many inaccurate, flood in. Triaging, compiling and in-
erpreting this information to formulate beliefs about the situation
nd to suggest a number of options are necessary tasks; how could
hese be supported or partially automated? We examine the general
orm of the gold-silver-bronze command structure, introduced in Sec-
ion ‘Critical incidents and the Gold-Silver-Bronze command struc-
ure of the UK’, though a toy example of a critical incident. These
tructures are likely to be broadly similar in many incidents. 

cenario 

onsider an event where a bomb has been detonated in a football
tadium during a game. 

Our first point of view is that of taking control of the incident. In
eneral, after an emergency 999 call, one of the emergency services
police, ambulance, fire) will attend. But in our case, police will be
n site and will radio their control to declare a ‘major incident’, thus
nitiating the gold-silver-bronze command structure . 

In our scenario, all three services are on site. Each of the services
ill set up their own silver command structures who will be in op-

rational charge of the incident and will be located on or close to
he incident. In our case, it is likely that a police inspector or super-
ntendent would be at the match and would take this position. The

re and ambulance services should also have their silver commander 
n site, and preferably all the silver commanders would gather at the
ame place to allow free communication. A separate communications
hannel will likely be cleared for the incident.2 

The bronze commanders for each of the services will be in charge
f various physical locations in the incident, and will report to their
ilver commander. The number and deployment of the bronze com-
anders will vary greatly and depend on the nature of the incident. 

The gold command is the top-level strategic post, which estab-
ishes strategy for the combined operation, gathers and allocates re-
ources and liaises with government, and other organisations and
gencies. 

odelling belief 

ig. 7 shows the modes for setting up the silver command, building on
he triage example earlier (Fig. 2 ). The usual command structure is the
olice-fire-ambulance triangle, and this changes to silver command
n a declaration of a major incident. We have shown an algebraic
roduct of a triangle with an interval as a cylinder in the figure, but
n fact the modes are rather more complicated. This would allow for
elays in setting up some of the silver commands (real incidents are
ften chaotic). 

Fig. 7 also shows the gold structure, based on coordination of the
hree services, and their links to the media, politicians (for resources)
nd local councils (for facilities such as shelter). 

In principle, one bronze commander is assigned to each physi-
al area of the site and is in personal command of the teams there.
ig. 8 depicts the geographical layout of the areas in the stadium sce-
ario, with the positions of teams indicated (the local stadium secu-
ity coming under police command). Each area should have a bronze
ommander, who reports to the appropriate silver commander, and
hen communicates with the teams in the area. 

oncluding remarks 

eflections 

iven the questions posed in the introduction, a general aim is to de-
elop rigorous methods and mathematical models for thinking about
urrent and new systems in complex human contexts, described by
ecurity scenarios. We believe our work draws attention to some
aps among theories addressing security; perhaps, these arise from a
ommon reliance on loose and implicit assumptions about ‘systems’.
hus, ‘system thinking’ needs strengthening with 

(a) precise, informal conceptions of systems that shed light on a
wide spectrum of security situations 

(b) tools for structuring and analysing scenarios for specifying, test-
ing and evaluating designs of systems 
take overall charge. 
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Figure 7. The silver (Ag) and gold (Au) command structures. 
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3 Interestingly, the 1982 Supplement to the Oxford English Dictionary re- 
marked “The over-use of this word in various loose senses has attracted 
frequent hostile comment”. 
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(c) tools to map and integrate software systems with the human 
situation in which they are critical 

(d) mathematical tools for modelling systems and their environ- 
ment that can quantify, visualise and help make transparent de- 
cisions in security situations 

(e) model hierarchical decomposition of systems to approximate to 
the level of individuals in a human-centred security situation. 

These desiderata are relevant to theorising resilience. They can 
be addressed by further developing our system thinking based on 
notions of mode and mode transition, which seem to have some ad- 
vantages, such as the features: 

Concurrency : Several modes can be designed to work collaboratively 
on the same problems. 

Independence : The independent modes are designed so as to avoid,
or at least contain, potential damage, and to facilitate auditing. 

Continuity : Changes can be made to modes separately allowing up- 
dates without system downtime. If a mode is behaving suspi- 
ciously, this should be recognised by the other modes, and the 
errant mode could be suspended. If one mode is down, others 
need not be compromised. 

Transparency : The geometric visualisation supports analysis, trans- 
parency and explication. 

As automation expands into new areas of life through AI, trans- 
parency is particularly important and timely. 

Next steps 

In terms of next steps, there is more to explore in the types of exam- 
ples discussed in this paper; for example, triage is a hugely important 
topic, one associated with machine learning. Only through case stud- 
ies, including realistic applications and the reconstruction of actual 
past events, can we establish the evidence and so the extent to which 
the prima facie advantages–such as concurrency, independence, con- 
tinuity, and transparency–actually obtain. 
Systems are hierarchical. By drilling down into the internals of the 
modes, and the mathematics of their geometries and belief functions,
we can develop a mathematical theory of modes and mode transitions 
with a hierarchy of levels. 

In the matter of resilience, it would be fruitful to look at the ex- 
tension of the Gold/Silver/Bronze command model, e.g., to techni- 
cal scenarios involving cyber attacks. A large scale attack is likely to 
cause serious disruption to communications as well as other services.
A structure to integrate a number of unpredictable human resources 
at short notice would be required to have any chance of a rapid re- 
covery. This is one of the National Cyber Security Centre’s sugges- 
tions for ‘proportionate and effective governance’ [ 15 ]. By using the 
modes-based system structure, we would like to see if this could also 
be applied to models based on intelligent agents or other software 
assets. 

In due course, we will need to develop specifications for software 
tools to strengthen the methods and enable simulation. 

Theorising scenarios 

Setting aside dictionary definitions, the term ‘scenario’ suggests an 
idealisation that postulates a context and events that are abstracted 
from the real world.3 The term security scenario suggests an ac- 
count or synopsis of a possible unfolding of events and courses of 
(re-)action in which local or national security is implicated. Such ide- 
alisations are needed for planning responses to security problems; 
they also shape evaluations, feedback and investigations of historical 
incidents. Indeed, our understanding of past security problems play 
an essential role in preparations for future security problems. The 
same is true of history in military planning and training, of course. 
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It is plausible to argue that, ultimately, scenarios are both the rai-
on d’être for systems as well as formidable tests for their evaluation–
heir nemesis in security terms. So we might ask: 

What is the essential structure of a scenario? Can we develop a
igorous framework within which systems and scenarios can be com-
ared? Can such a framework be formalised? 

Over the past two decades, scenarios have also been used as a
ool to deal with the complexities and uncertainties associated with
lobal issues, such as climate change, food security, and land use.
his allows the simulation of different environments, approaches and
utcomes, as well as delivering a multitude of perspectives on po-
ential future developments. Thus, scenario-based research has been
requently conducted by all sorts of professionals. 

(To give a sample of fields: economics and business studies (e.g.,
 16 ]); political science and international relations (e.g., [ 17 ]); en-
ironmental science and climate studies (e.g., [ 18 ]); public health
nd epidemiology (e.g., [ 19 ]); urban planning and architecture (e.g.,
 20 ]); psychology and sociology (e.g., [ 21 ]); military war-gaming
e.g., [ 22 ])). 

One commonly mentioned general description is: “plausible and
ften simplified descriptions of how the future may develop based on
 coherent and internally consistent set of assumptions on key driving
orces and relationships” [ 23 ]. The set of assumptions are key to the
onstruction of scenarios and their varied application. 

Looking ahead at what may count as threats (say, over a decade)
uggests to us that new tools and methodologies for thinking about
ecurity scenarios, idealised and actual, should be useful and are, in
act, needed. Scenarios play an essential role in creating security sys-
ems, in assessing risk more broadly and judging their resilience. 

Making a stocktake of technologies that we know currently and
hich may come to some sort of maturity in the coming decade is
n interesting exercise (e.g., [ 24 ]). Every new technology can gener-
te new surprises for security, broadly conceived. Security surprises
an also come from ill-understood functional interdependencies of:
urrent systems, or mutually dependent sets of users, or underlying,
hared computing infrastructures. Most importantly, we note that
ur surprise may be proportional to our ignorance of these factors
nd their effects . If the critical technologies of the next decade are
nknown then security surprises are classic ‘unknown unknowns’.
hus, to avoid, or at least partially prepare, for surprises we may

urn to scenarios. 
We believe it sensible to seek new theories about security scenar-

os that abstract from lived and imagined experiences and, specif-
cally, seek rigorous, systematic and useable methodologies, some
athematical models, and software tools. In particular, they must
ake explicit the various roles that data and automation play in de-

isions by the systems involved. 
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ppendix A: The mathematics 

.1. Logical and geometric methods 
n Definition 3 a mode is described in terms of subsets of the states and objec-
ives of a system. The mathematics of how to deal with a set built as a union
f subsets has been known for a long time–a simplicial complex [ 25 ]. 

efinition 4. 
n abstract simplicial complex (M , C) is a collection C of finite subsets of a set
 such that if Y ⊂ X and X ∈ C then Y ∈ C. 

efinition 5. 
 collection of subsets Uα ⊂ S (for α in some index set M ) is called a cover if

he union of all the Uα for α ∈ M is equal to S . From such a cover we form an
bstract simplicial complex, called the nerve of the cover, by 

C = {
X ⊂ M : ∩α∈ X Uα � = ∅}

. 

Thus { α, β, γ } ⊂ M is in C precisely when Uα ∩ Uβ ∩ Uγ is not empty. To
ee that C is an abstract simplicial complex we note that if { α, β, γ } is in C then
e also must have { α, β} in C because if Uα ∩ Uβ ∩ Uγ is not empty then also

α ∩ Uβ is not empty. 
In Fig. A1 we have a space covered by four subsets { Uα, Uβ , Uγ , Uδ} and

he corresponding abstract simplicial complex is 

C = {{ α} , { β} , { γ } , { δ} , { α, β} , { α, γ } , { β, γ } , { α, β, γ } , { γ , δ}}

efinition 6. 
 map of abstract simplicial complexes � : (M , C) → (M′ , C ′ ) is a function
: M → M′ so that on subsets if X ∈ C then �X ∈ C ′ . 

For example we can take M′ = { δ, ζ } and 

C ′ = {{ δ, ζ } , { δ} , { ζ }}

nd a simplicial map � : M → M′ could be given by �(α) = �(β ) = �(γ ) = ζ

nd �(δ) = δ. 
We can use maps of abstract simplicial complexes to implement hierarchies

or information hiding or classification. 

efinition 7. 
 cover { Wk : k ∈ M′ } of S is a refinement of the cover { Uα : α ∈ M} if there

s a map � : M′ → M so that Wk ⊂ U�(k ) . It then follows that � is a map of
bstract simplicial complexes from the nerve of the cover { Wk : k ∈ M′ } to the
erve of { Uα : α ∈ M} . 

.2. Realisation of abstract simplicial complexes in R
n 

he familiar xy plane for 2-dimensional geometry is called R2 as it uses two
opies of the real numbers R . Its elements are ordered pairs (x, y ) for x and y
eal numbers. We have a basis e1 = (1 , 0) and e2 = (0 , 1) and can write any
oint in the plane as (x, y ) = x e1 + y e2 . Similarly for 3-dimensional space R3 

e have points (x, y, z ) , and if we use new basis elements e1 = (1 , 0 , 0) , e2 =
(0 , 1 , 0) and e3 = (0 , 0 , 1) we can write (x, y, z ) = x e1 + y e2 + z e3 . 

In (for example) R3 we have points which we call 0-simplices, e.g., e1 and

2 . The 1-simplices are lines connecting the 0-simplices, e.g., x e1 + y e2 for real
, y ≥ 0 with x + y = 1 . The 2-simplices are triangles spanned by three vertices,
.g., x e1 + y e2 + z e3 for real x, y, z ≥ 0 with x + y + z = 1 . We extend this to
e 3-simplices being tetrahedra, etc. A 3-simplex is visualised in Fig. A1 where
he vertices are labelled { α, β, γ } . 
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Figure A2. Comparing a single 2-simplex (right) and its graph (left). 
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An n -simplex will have faces which are simplices bounded by subsets of 
its vertices. Thus a 3-simplex will have one 3-face (itself), four 2-faces which 
are 2-simplices, six 1-faces which are 1-simplices and four 0-faces which are 
0-simplices (vertices). In Fig. A1 the 2-simplex { α, β, γ } has a 1-face labelled 
by { α, γ } and a 0-face labelled by { α} . 

We can use this to define a higher dimensional analogue of a planar graph 
called a simplicial complex–a graph is an example of a simplicial complex 
which only contains 0-simplices and 1-simplices: 

Definition 8. 
A simplicial complex is a collection of simplices in some space so that the face 
of any simplex in the collection is also in the collection, and the intersection of 
any two simplices is a face of both of them. 

Fig. A1 gives an example of a simplicial complex which is a union of a 
2-simplex and a 1-simplex. These simplices intersect at the common 1-face eγ .

There is a construction which will give a simplicial complex for every ab- 
stract simplicial complex in a functorial manner. In general, this construction 
uses very high dimensional spaces, which is usually not necessary in practice,
but it simplifies the theory. Just as many (but not all) graphs can be drawn in 
2-dimensional space we can often draw a simplicial complex in a dimension 
much smaller than that used in Proposition 1 . The large space RM is a vector 
space with basis eα for all α ∈ M . 

Proposition 1. 
To every abstract simplicial complex (M , C) (as in Definition 6 ) is associated its 
standard realisation 	C ⊂ R

M , as a simplicial complex. The simplex spanned 
by X ∈ C is 

	X =
{ ∑ 

α∈ X 
λα eα : λα ∈ [0 , 1] ,

∑ 

α∈ X 
λα = 1

} 
. 

Further, a map of abstract simplicial complexes � : (M , C) → (M′ , C ′ ) can be 
extended to a map of their realisations as 	� : 	C → 	C′ by defining 

	�

( ∑ 

α∈ X 
λα eα

)
=

∑ 

α∈ X 
λα e�(α) . 

Proof: The simplex 	X is a (| X| − 1) -simplex where | X| is the size of X,
and if Y ⊂ X then 	Y is a face of 	X . Then 	X ∩ 	Z = 	X∩ Z and Definition 8 
is seen to be satisfied. �

A.3. Covers and partitions of unity 

Having created the geometric realisation of the simplex we are now able to 
use the categorisation of the data in the state space S according to a cover 
{ Uα : α ∈ M} and its associated abstract simplicial complex C, to create a ge- 
ometric visualisation in 	C . To do this we need an appropriate map from S to 
C that contains the information φα (s ) which tells us how much we need to be 
concerned about α when in state s ∈ S on a scale from 0 to 1. 

Definition 9. 
A partition of unity for the cover { Uα ⊂ S | α ∈ M} is a function φα : S → [0 , 1]
for every α ∈ M such that 

(1) if φα (s ) � = 0 then s ∈ Uα ; 
(2) 

∑ 

φα (s ) = 1 for all s ∈ S . 
α∈M 
We then have a function φ : S → 	C given by 

φ(s ) =
∑ 

α∈M 

φα (s ) eα. 

Fig. A1 visualises a simplicial complex and partition of unity for a cover 
by four sets. Note that the triangle in Fig. A1 is shaded to form a 2-simplex
precisely because Uα ∩ Uβ ∩ Uγ is not empty. In specific circumstances we can 
impose extra conditions on φ, e.g., continuity or computability. 

A.4. Belief 
It is important to distinguish between belief in something and a probability that 
that thing occurs [ 26 ,27 ]. On being told by a completely reliable source that a
person has a car which has a single colour, we could form two statements, 

B = ‘the car is blue’ and NB = ‘the car is not blue’. 
The combination B or NB we would consider to have a belief of 1, but in

the absence of any other information we would have no basis to assign a non- 
zero belief value to the separate statement B or to the statement NB . We could
randomly assign belief values to each which added up to 1, but this would 
only undermine the idea that belief ought be assigned according to evidence .
Sensibly our belief Bel ({ B, NB } ) in ( B or NB ) is strictly greater than the sum of
Bel ({ B } ) and Bel ({ NB } ) . Such a conclusion means that we are not dealing with
a probability distribution. 

Definition 9. 
We consider beliefs in a finite set X of statements. A generalised belief function 
on X is a function 

Bel : P(X) → [0 , 1] , 

where P(X) is the set of subsets of X. Furthermore, for the empty set Bel (∅ ) = 0
and the sets satisfy the ‘super-additivity’ property 

Bel (Y ∪ Z ) + Bel (Y ∩ Z ) ≥ Bel (Y ) + Bel (Z ) for all Y, Z ⊂ X. (1) 

We denote by B(X) the set of belief functions on X. 

We shall say that a belief function is normalised if Bel (X) = 1 . It is im-
portant to note that we do not impose this normalisation condition–hence our 
word generalised above. Thus, we reserve the right to believe that the set of 
presented alternatives X may be incomplete. 

The ‘super-additivity’ property is simply justified in that, in addition to 
those people who believe in Y and those who believe in Z , there may be people
who just believe that at least one is true. 

A.5. Simplicial complexes and graphs 
Graphs are a standard data structure in computer science. We claim that for 
certain purposes simplicial complexes are preferable. These purposes are re- 
lated to the reasons why simplicial complexes were invented by topologists: In 
describing covers of spaces by subsets, these subsets can model multiple objec- 
tives or circumstances which can occur simultaneously. This intrinsically higher 
dimensional picture does not easily reduce to a graph. To see this, first consider 
this straightforward construction. 

In transforming a simplicial complex to a graph, 

(i) each mode/face f of the complex becomes a vertex v ; and 
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(ii) each pair of nested mode/faces f1 ⊂ f2 of the complex becomes an edge 
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In summary: 

emma 1. 
n n -simplex contains 2n +1 − 1 faces. To make a representation in a graph, the

esulting graph would have 2n +1 − 1 vertices. 

In Fig. A2 we compare a simple 2-simplex αβγ to its graph, where we
ake the sub-simplices of αβγ and connect the intersections ( = possible mode
ransitions) by a line in the graph. This shows the considerable increase in
omplexity on constructing the graph, even for one of the simplest simplicial
omplexes. The graphical representation of the simplicial complex in Fig. 3
ould be much more complicated. 

Not only is the graph more complicated, but it is much more difficult to
nterpret. A point on the 2-simplex (the filled in triangle) carries a large amount
f information about the state of the system in how close to an edge or vertex

t is. All points in the interior of the triangle correspond to the single vertex
βγ in the graph, so a position in a vertex of the graph loses this informa-
ion. The discontinuous motion from vertex to vertex in the graph lacks any
xplainability or predictive value. This is in contrast to the continuous motion
f a point around the 2-simplex, where at least a guess may be made about the

ikely future behaviour of the system. 
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