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A survey of antimatter reactions is presented, including the formation of the antihydrogen atom and anionic,
cationic, and molecular species by collisional and radiative processes. Our approach is rooted in the detailed
knowledge available for many matter counterpart (hydrogenic) reactions, due to their importance in controlling
early Universe chemistry. We point out that the availability of trapped antihydrogen at densities similar to those
pertaining to the epoch of hydrogen chemistry will soon be available. In addition, using modern atomic physics
techniques, it should be feasible to control antimatter in the laboratory to facilitate antihydrogen chemistry. Our
purpose is to summarize what is known from hydrogen chemistry that is of relevance for antimatter and to
indicate, based on possible reaction rates, which processes may be fruitful to pursue to create new antimatter
entities as probes of fundamental symmetries. We include antihydrogen, positrons, and antiprotons in our
discussion and additionally the electron due to its propensity to form positronium and perhaps to participate
in certain reactions. We attempt to indicate whether further theoretical/computational work is necessary to add
to the assessment of reaction rates, and we discount processes where the projected rates are too low to be of

interest, given foreseeable experimental capabilities.
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I. INTRODUCTION

Recent years have seen dramatic advances in the produc-
tion, trapping, and exploration of atomic antimatter in the
form of antihydrogen, H, the positron- (e*) antiproton (p)
bound state (see, e.g., Refs. [1-16]). In major further ad-
vances, the ALPHA Collaboration has achieved laser cooling
of a trapped sample of the antiatoms and showed that spec-
troscopy with the cooled ensemble produces a narrower signal
on the 15-2S transition [17]. Very recently, the Collaboration
reported on the observation of gravity on the motion of anti-
hydrogen [18]. Many aspects of our discussion of antimatter
chemistry are based on ALPHA’s achievements, as this is
currently the only antihydrogen collaboration able to trap and
hold antiatoms for experimentation. Antihydrogen trapping is
an enabler for many of the reactions we describe herein.

Antihydrogen is typically formed via the controlled mixing
of e and P clouds or plasmas in the presence of electric (of
order 1-10 V cm™!) and magnetic (in the tesla region) fields,
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and under the et plasma conditions typically employed (with
a characteristic temperature 7, ~ 10-20 K, and a density, n,,
in the range 10’—10% cm™3) the antiatoms are created predom-
inantly via the three-body reaction e™ + ¢+ +p — ¢+ + H;
See Sec. IV. Since the first formation of cold H [2,3], this
reaction has been studied extensively via simulation (see, e.g.,
Refs. [19-28]). It is well known that the process produces H
in highly excited states, with binding energies dependent on
positron plasma parameters [29] in a subtle way, but typically
of the order of a few 10s of kT,, with kg being Boltzmann’s
constant. The aforementioned experimentation with H has
been facilitated since the development of a magnetic mini-
mum trapping apparatus for the antiatom [30], which allows
the excited atoms to decay to the ground state and be stored
and accumulated in an extreme high vacuum environment
[4-8]. Some of the possibilities arising from these advances
are discussed further in Sec. II.

The motivation for the detailed study of the properties of H
at low energies has recently been expounded in some detail in
Refs. [31], which also contains a summary of the so-called
Standard Model Extension (SME) formalism, as developed
principally by Kostelecky and coworkers (e.g., Refs. [32,33]).
The fundamental physics tests include exploration of CPT
symmetry and the weak equivalence principle (WEP).

There has been substantial experimental progress in study
of the H 1S-2S transition hyperfine components [34] and
ground-state hyperfine transitions, which offer complemen-
tary tests of CPT symmetry. The 1S-2§ line is already
determined for H at a level better than a few parts in
10'2 and will, with advances in laser and adiabatic cooling,
hopefully soon approach the current precision of analogous
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measurements on ordinary hydrogen, which have a precision
around 4 x 10~ [35]. There is sensitivity to the WEP for
antimatter via free-fall experimentation and clock measure-
ments, and aspects of the interpretation of these tests were
clarified in Ref. [31].

There is a thriving programme of antihydrogen and an-
tiproton physics being undertaken at CERN’s “Antimatter
Factory”: An excellent and accessible summary has been
given recently by Carli er al. [36]. In addition to AL-
PHA, antihydrogen formation has also been achieved by the
ASACUSA, AEgIS, and GBAR collaborations. ASACUSA
has observed beamlike propagation of the antiatom [37] with
the aim to perform an in-flight measurement of its hyperfine
splitting [38]. AEgIS and GBAR intend to perform inves-
tigations of the gravitational behavior of antihydrogen and
both have reported antiatom formation using the antiproton-
positronium route [39,40], which is discussed further in
reaction R.3.

Aside from H, the ionic antimatter complexes " (etpe™,
the antihydrogen positive ion) and ﬁz_ (pe™p, the antihydro-
gen molecular anion) are also of interest. There has been
some recent discussion of possibilities for formation of these

species (see, e.g., Refs. [41-44] for H' and Refs. [45-48]

for ﬁz_ ), and this is one of the main topics of the present
work as described in particular in Sec. IV. The antihydrogen
molecular anion is of particular interest since spectroscopy
of transitions involving rovibrational degrees of freedom may
offer enhanced sensitivity to hypothetical Lorentz and CPT
violating couplings (see Ref. [49] and references therein).

The remainder of the article is organized as follows. The
next section contains a summary of some of the recent ex-
perimental advances and evolving capabilities, which together
suggest that it is timely to examine the basics of antimatter
chemistry involving antihydrogen, while Sec. III draws on
the substantial literature concerning the hydrogen chemistry
relating to the early Universe. Pertinent species and reactions
are identified and discussed in Sec. IV where we point out
what is known and of relevance to antimatter chemistry, before
summarizing in Sec. V.

II. THE POSSIBILITY OF ANTIHYDROGEN CHEMISTRY

The progress described in Sec. I has been achieved against
a backdrop of technical advances with antimatter creation
and storage. Positron and antiproton clouds can be formed
reproducibly in the sub-20 K range [50] and routinely mixed
to form H [8], a fraction of which has a kinetic energy low
enough to be held in ALPHA’s magnetic minimum trap.

Trapping experiments typically employed by the ALPHA
collaboration involved, in a single 4-min cycle, mixing around
10° ps with about 3 x 10°¢*s at a temperature in the range
15-20 K, and resulted in the production of around 50 000 Hs.
The ALPHA magnetic minimum trap has a depth of about
0.5 K for species such as ground state H with a magnetic
moment of up, the Bohr magneton. Around 15 or so of the
nascent antiatoms were trapped per cycle, having been formed
with a kinetic energy below the trap depth and with a magnetic
moment aligned antiparallel to the local magnetic field (which
ensures that they are the low-field seeking Zeeman species

[4]). Thus, only a few 10~* of the created antiatoms were
held in the trap, originating from that fraction of a roughly
20 K Maxwell-Boltzmann distribution whose kinetic energies
fall below the 0.5 K trap depth and which have a magnetic
moment that allows capture. Simulations have shown that the
H is most likely to be produced in high-field seeking states
[23,51] (though the trappable fraction can be improved due to
the influence of e™ collisions if 7, can be increased [27]) and
that a substantial fraction of the trapped antiatoms radiatively
cascade to the ground state [52].

Through optimization of the magnetic minimum trap,
which has a volume of around 400 cm?, a ground state H
lifetime in excess of 60 h has been obtained. Such a long
lifetime has facilitated the routine accumulation, in so-called
stacks which involve repeated formation and trapping cycles
[8], of about 10° antiatoms over a period of many hours. Thus,
the trapped antihydrogen density, ni, is typically around
2cm73.

This long H lifetime, and the ability to continue to form and
trap H to augment the accumulated yield, has prompted our
exploration of the possibility of antimatter chemistry. Such
speculation is also motivated by ongoing physics advances
and technical upgrades which promise to increase the trapped
H density, as we now explain. We note that the trapped
Hs form a positron spin-polarized sample but which can be
doubly (positron and antiproton) spin-polarized by driving
an appropriate ground-state hyperfine transition to a high
field seeking state to leave a hyperfine pure sample, as was
achieved in recent laser cooling experiments [17].

To promote H chemical reactions, it is clearly beneficial
to increase n‘Hr‘1 P and there are several possibilities for this.

Recent advances [53,54], using sympathetic cooling of e™
via interaction with laser-cooled beryllium ions [55,56], has
reduced 7, to 67 K, leading to a commensurate increase in
the trappable yield to approximately 50 Hs each mixing cycle.
With further optimization, and if n, can also be increased [27]
above its current value of around 6 x 107 cm~3, the number
of trapped Hs (and hence n%ap ) may be increased by an order
of magnitude or more.

An increase in the 7 flux used for H formation would also
be beneficial. All low energy H experimentation takes place
at the Antiproton Decelerator (AD) facility, part of CERN’s
“Antimatter Factory” [57,58]. The AD typically provides 100-
ns-wide pulses of around 3 x 107 ps at a kinetic energy of 5.3
MeV every 100 s or so. Until recently, experiments have typ-
ically used foils to degrade the energy of the incoming beam,
and although this is a simple and robust method to slow the ps
[59,60], only around 1 per mille of the antiparticles—those
with kinetic energies below around 5-10 keV—can be dy-
namically captured into Penning trap-type arrangements. The
latter are formed using a uniform (solenoidal) magnetic field
in the tesla region, which provides confinement of charged
particles transverse to its orientation, and a series of (cylin-
drical) electrodes arranged along the axis of the solenoid, that
are biassed in a manner to provide axial confinement for the
Ds. The latter can then be cooled and manipulated, typically
using overlapping clouds/plasmas of electrons and employ-
ing a number of sophisticated techniques, similarly to those
also applied to et plasmas; see, e.g., Refs. [61,62] for recent
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authoritative summaries. Typical antiproton densities used by
ALPHA are around 107 cm~3, though if necessary this can be
increased by stacking, though further experimentation may be
needed to ensure that cloud temperatures can be controlled as
the density is increased.

The capabilities of the AD, and the vast array of tech-
niques used to manipulate trapped ps, have recently been
augmented with the arrival of the Extra Low ENergy An-
tiproton (ELENA) storage ring [63,64]. ELENA takes the AD
output and decelerates it to 100 keV before pulsed ejection
to experiments. The ejection involves transport using electro-
static beam lines (rather than the magnetic devices used for the
5.3-MeV beam), which allows rapid and simple switching of
the 100 keV ps between the various experiments, facilitating
operation of an antiprotons-on-demand mode of delivery and
a much more efficient use of the beam. It is worth noting
that this flexibility reduces the incoming number of antipar-
ticles delivered to the experiments, with around 4.5 x 10° ps
available in 300 ns [64] clouds per ejection. To take advan-
tage of this new operational mode, the ALPHA experiment
operates a stand-alone p catching trap which interfaces with
ELENA independently of its operation for H physics. The
lower energy beam allows thinner foils to be used to degrade
the p kinetic energy on entry to the trapping region and has
resulted in capture efficiency increases by around two orders
of magnitude to ~7% [18]. Thus, the number of ps available
by the ALPHA experiment has increased by over an order of
magnitude, and work is ongoing to transfer this enhancement
into the yield of trapped H. Another method, employed by
the GBAR collaboration, is to use an electrostatic decelerator,
which in principle is capable of decelerating particles from
100 keV to ~1 keV without losses [65].

As mentioned briefly in Sec. I, ALPHA has recently
achieved laser cooling of trapped H [17]. In short, following a
period of stacking in the trap [8] which resulted in the accumu-
lation of 500—1000 Hs over a 2- to 4-h period, the antiatoms
were subject to laser irradiation at 121.6 nm to drive the 15-2P
(the Lyman-« laser cooling) transition. After a few hours of
exposure of the trapped atoms to the light, their kinetic energy
was found to be reduced in three dimensions [66] by around an
order of magnitude to about 20 mK. Such cold atoms are then
confined by a field difference of ~60 mT, rather than 800 mT
for the full trap, and as such are restricted to a volume (using
the current ALPHA magnetic trap configuration) of about 80
cm?. This corresponds to a factor of 5 enhancement in ntﬁmp,
assuming all of the trapped antiatoms can be cooled. Further
advances in H cooling are anticipated [17] with, for instance,
an improved Lyman-« laser system and optimization of the
procedure. Thus, here we will assume the aforementioned

. .. tre
factor of 5 to be a conservative gain in n".

We foresee that, in the near future, values of n[ﬁrap g

10° cm ™3 will be available for experimentation, with tempera-
tures in the region of 20 mK and below. Further into the future
it should be possible to confine colder clouds of H into smaller
volumes to promote mutual interactions of the type described
below, and it may even prove possible to move cold antiatom
samples into other types of atom traps in which complications
due to the presence of (relatively) strong magnetic fields can
be reduced or possibly eliminated.

Furthermore, the trapped H samples allow the possibility
of manipulating quantum states using laser and microwave
transitions, as has already been exploited by ALPHA (though
with the proviso that processes involving antiatom loss from
the trap will have to be mitigated) and as introduced in Sec. I.
This may provide ways to increase reaction rates at fixed n%ap
and antiatom speed by enhancing relevant scattering cross
sections. Thus, as well as an accurate knowledge of the H
speed distribution and the dynamical behavior of the trapped
antiatoms, assessing the feasibility of observing chemical re-
actions involving trapped H requires reliable scattering cross
sections. As will be described in the remainder of this paper,
much is already known from studies of reactions involving
hydrogen counterparts, and we now proceed to this discussion.

III. PARALLELS WITH H CHEMISTRY
IN THE EARLY UNIVERSE

Our analysis of the possibilities for H chemistry have been
guided, as noted by Zammit er al. [47], by some of the
striking parallels between the ground-state antiatoms trapped
with a long lifetime (alongside positrons and antiprotons) in
the extreme high vacuum of ALPHA’s combined magnetic
minimum atom and charged particle traps, and the conditions
pertaining in the early Universe when stable hydrogen atoms
were formed and began to undergo chemical reactions. While
the particle temperatures in current antimatter traps are much
colder than the temperature of the early Universe (4000 K),
the envisioned possibility of trapping larger species and con-
trolling the population of excited states allows us to consider
the complex chemistry of the early Universe.

Figure 1 presents a so-called bubble diagram illustrating
the main reactions envisioned in antihydrogen chemistry.
We have drawn inspiration for this from an early Universe
hydrogen reaction diagram given in the review of Lepp,
Stancil, and Dalgarno [67]. That work, and that of Galli and
Palla [68], provide comprehensive summaries of the chemical
behavior of hydrogen in the early Universe, defined to be
the period when the cosmos was cold enough for atoms to
survive ionization by the background radiation, namely at a
temperature of around 4000 K. At this point the hydrogen
density was around 10° cm™3 [67], marking the beginning of
the recombination epoch, when the evolution of the Universe
was controlled by atomic and molecular processes. It is
noteworthy that this is the envisaged near-future value for
n[ﬁmp, as discussed in Sec. 1I.

Figure 1 illustrates interactions of positrons and antipro-
tons, the antimatter building blocks, mostly leading to H in
the first instance, and then further reactions, arranged into a
number of groups (see Sec. IV), to form the more complex
charged species ", H,, and H; and the antimolecule H,.
The electron, e, is included in the antimatter network for two
reasons: The first is due to its ability to form positronium (Ps,
the e™-¢~ bound state), which can undergo positron transfer
reactions, and the second is because it may assist in some re-
actions. Photons are also present in the network, in particular
via radiative processes, and it should be noted that they can be
used to stimulate reactions and produce excited states, and of
course the frequencies and intensities can be tuned over a large
range using laser and microwave sources to take advantage of
atomic and molecular state selectivity.
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FIG. 1. Bubble diagram showing some of the important antiparti-
cle and antihydrogen reactions, where the reaction group and number
are indicated by, e.g., ® and 1, respectively; see text for details. Note
that excited species may participate in, or be formed by, many of the
processes and this is discussed, as appropriate, in Sec. IV. Here we
denote by a star (e.g., ﬁ*) those instances when excitation is required
for the process to be energetically feasible. A star has been added to
the exit of the antihydrogen bubble for reaction R.23 to indicate that
both of the cold H atoms need to be in excited states for this Penning
ionization process to occur.

Photon stimulated (sometimes referred to as laser-
stimulated) processes can be considered with chosen photon
energies and intensities—and as such are likely to have a
greater influence than they did in hydrogen systems in the
early Universe [69]. Furthermore, experiments can be re-
peated with fresh batches of antiparticles, etc. (for instance to
accumulate H, as demonstrated by ALPHA [8] and discussed
briefly in Sec. II), with controllable and reproducible [50]
positron plasma parameters, n, and 7,. Thus, in a manner not
possible in the early Universe, three-body reactions such as
reaction R.1, the main method (to date) of forming antihydro-
gen at low temperatures, can play an important role.

A further consideration for antihydrogen chemistry is loss
from the trap, for which there can be annihilation with the

background gas, or elastic scattering transferring enough ki-
netic energy for the H to escape from the trap. In addition,
if excited states are present, deexcitation may result in an
untrapped state and ejection from the trap. This is due to a
spin-flip of the state, which may be caused by states mixing
via the electric and magnetic fields present in the trap. For
example, excited state H-H interactions can result in spin-flip
deexcitation (e.g., the reaction H(2S) + H(2S) — H(2P) +
H@2P) [47]) and may need to be taken into account, depending
on experimental circumstances.

We now proceed to a more detailed discussion of the
reactions in the antihydrogen bubble diagram (Fig. 1), pre-
dominantly from a theoretical perspective. Our principal aim
is to summarize what is known of these processes (or can be
gleaned from studies of their matter counterparts) of relevance
for the conditions of current and near future antihydrogen ex-
periments and thereby point towards opportunities for further
study.

IV. SPECIES AND REACTIONS

The mutual interactions of trapped H atoms, together with
those involving H-e* and H-p collisions, form the basis of
the antihydrogen chemistry network displayed in Fig. 1. Key
species are clearly the cationic and anionic entities H' and
H,, not only since they form a possible gateway to heavier
antimatter (see, e.g., Refs. [70,71]) but also as interesting
systems in their own right (e.g., Refs. [45,46,48]). Table I
contains a summary of the reactions displayed and a suggested
rating to guide future work, and we now proceed to discuss
each including, as appropriate, instances involving excited
states or photon-assisted interactions. Note that we have ap-
pended a selection of further, typically higher-order and more
complex reactions, without discussion in the main text. (See
Table II in the Appendix.)

A. Group A: H formation

Within this group, the reactions most likely responsible for
formation of H atoms are discussed, whether held in a neutral
trap or used in a beamlike scenario.

1. ReactionR.1: e* +e¢* +p < et + H

As described in Sec. I, three-body recombination (3BR)
is the main mechanism responsible for creating H atoms in,
e.g., the ALPHA experiment. The energy scale of the states
initially formed is kgT;; i.e., set by the temperature of the
positrons. The corresponding length scale is b = e* /4w ekpT,
(usually termed the Thomson radius), and the velocity scale
v, = «/kgT,/m,., where m, is the e mass, n, the e density,
and other constants have their usual meanings. It was con-
cluded in Ref. [72] that reaction (R.1) has a rate proportional
to the product of the p-e* collision rate (o< n.b°v,) and the
probability that a second et is close enough to carry off the
binding energy (o< n.b%), that is,

2 5
)\'3BR = Cl’lg Ueb

T, —45 - S
=C507( ¢ <—108cm—3> pwsT, (D

where C is a dimensionless constant.
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TABLE I. Main antihydrogen chemistry reactions (as depicted
in Fig. 1) with a suggested rating where 1 is of highest interest
but with significant information already available, 2 of interest and
would benefit from additional work, and 3 is not likely to be relevant
(due to low rates of formation with current/anticipated experimental
conditions).

Reactions Rating
Group A: H formation
R.1) et+et+poet+H 1
R.2) et+pey+H 2
(R.3) p+Ps<e +H 1
Group B: H' formation
R.4) et+Hoy+H 2
(R5) H+Hop+H 2
(R.6) Ps+H<e +H 2
(R.7) et et L Ho et O+ H 2
Group C: H, formation
(R.8) et +p+Ho et +H, 3
(R.9) et +p+p<y+H, 3
(R.10) p+Ho y+H, 2
(R.11) H+Hoe +H, 2
(R.12) P+H <ot +H, 2
Group D: H, formation
R.13) H+Hoy+H 2
(R.14) et+H+H<w et +H, 3
(R.15) p+H ©y+H 3
(R.16) H+H © e +H, 3
R.17) H +H «H+H, 3
(R.18) et +et +H, < et +H, 3
R.19) H+H, «p+H 3
(R.20) et +H, <y +H 3
Group E: H; formation
(R.21) H+H, <+ y+H; 3
(R.22) H+H < et + H, 3
Group F: H destruction
(R.23) H+H oet+p+H 1

Three-body recombination almost always results in a very
loosely bound antihydrogen, which is not stable against re-
ionization in further collisions with positrons. To stabilise the
antiatom it has to increase its binding energy, which also can
be the result of further collisions. The time evolution of the
state of the antiatom can be seen as a random walk in binding
energy, where most trajectories end up in re-ionization of the
antiatom, but a few eventually lead to deeply bound antihy-
drogen atoms.

Therefore, the overall rate of three-body recombination
cannot be calculated from a single cross section, but is the
result of an initial three-body collision followed by a number
of two-body collisions, and moreover this usually has to be
repeated several times before an attempt is successful. Thus
the three-body recombination rate has to be defined as the rate
at which antiatoms flow from zero binding energy to states
with binding energies much larger than kg7,. This process has
been investigated by several authors who have found that this
rate goes through a minimum or “bottleneck™ at a few times
kgT, [21,23,72,73]. The constant C in Eq. (1) is determined
from the flow through this bottleneck. It can be obtained from
Monte Carlo simulations, where many individual antihydro-
gen trajectories are followed in time, from an initial loosely
bound state to either ionization or formation of a stable antihy-
drogen with binding energy exceeding the bottleneck energy.
After some time the distribution of binding energies reaches
a steady state, with a constant flow of antiatoms crossing
the bottleneck. Simulations of this steady-state flow rate give
C = 0.76 [74] (for the field-free case).

In experiments that use only a Penning-Malmberg trap to
confine the charged particles (see Sec. II) the recombination
takes place in a near uniform magnetic field B along the axis
of the trap. In the case of ALPHA a magnetic minimum
antihydrogen trap is superimposed on the charged particle
trap, and as such there is a small (below 0.1% of the on-axis
field) nonuniformity close to the center of the trap where the
antiatoms are formed. The magnetic field can be quantified by
the magnetization parameter y = v,./<2.b, where Q. = eB/m,
is the cyclotron frequency of the positrons. In the ALPHA
experiment B=1T and T, >~ 10 K, giving x ~ 0.04. Simu-
lations show that the magnetization has a drastic effect on the
three-body recombination rate. In the limit B — oo (x = 0)
it is reduced by an order of magnitude to C = 0.070 [72].
At experimentally relevant magnetizations, C >~ 0.11 was ob-
tained for x in the range 0.002-0.03 by Robicheaux and
Hanson [21], while Bass and Dubin [23] obtained C = 0.10
at x = 0.001 and C = 0.14 at x = 0.005.

As discussed above, these rates assume that a steady-state
distribution of binding energies has had time to establish. Ro-
bicheaux [75] recognized that this does not correspond to the
situation in many experiments. Instead, the antiprotons pass
back and forth through the positron plasma, spending only a
finite time inside during each pass. Between passes the forma-
tion process is stopped and restarted at the next pass through
the plasma. Thus the steady-state picture is not appropriate. In
recent experiments, formation has been enhanced through a
meticulous optimization of the way antiprotons and positrons
are mixed which reduces this effect [8].

050101-5



MARK C. ZAMMIT et al.

PHYSICAL REVIEW A 111, 050101 (2025)

Another assumption in many simulations is that the
antiproton/antihydrogen is infinitely massive and thus does
not move. Due to its larger mass the speed of the antiproton
along the axis of the trap will indeed be much slower than
that of the positrons. However, in the plane perpendicular to
the axis the antiprotons and positrons perform a E x B drift
motion around the trap axis. The electric field here arises
from the space charge of the positron plasma and will thus
increase with radial distance from the trap axis. Simulations
have shown that this motion has important effects for the rate
of recombination [25], in particular when coupled to the cy-
cles of three-body formation and subsequent ionization [26].

The above-mentioned complications arising in experimen-
tal situations make it difficult to define a definite formation
rate. On the other hand, because antiprotons are delivered
to experiments in bunches separated by 1-2 min, the actual
rate of formation is only important when compared to other
experimental rates, e.g., the rate of heating of the positron
plasma or the rate of radial expansion of both positrons and
antiprotons. Of more direct experimental relevance is the frac-
tion of injected antiprotons which eventually results in stable
antihydrogen. This fraction is the result of a complex interplay
between the different effects discussed above. Further condi-
tions can also be imposed, such as the requirement that the
resulting antihydrogen is in a state that can be magnetically
trapped (i.e., in a low-field seeking state and with kinetic
energy less that the trap depth) [27,76,77] or has beamlike
properties (i.e., collimated movement in sufficient numbers)
[28].

To gain insight into competing formation processes, here
we utilize an idealized case scenario. A three-body recom-
bination rate can be determined utilizing the principle of
detailed balance (or microscopic reversibility, MR) from the
collisional ionization rates (or cross sections). With this ap-
proach, the positron three-body recombination rate coefficient
(units of cm®s™!), a>BR(T,,), can be related to the e*-H impact
ionization (PII) rate coefficient, othEu(Te), such that [78]

BR(7) 1,657 x 10-28 S e
au_>1( e) =L X Py (kBTQ/eV)yzal_)u( e, (2)
for a Maxwellian distribution of free-positrons at a tem-
perature 7,. Here g; and g, are the statistical weights (or
degeneracy factors) of the “lower” [ state and “upper” u state,
respectively, and E is the ionization energy of the [ state. Here
we utilize the (field-free isolated atom) classical Gryzinski
electron-impact ionization approach [79] to calculate cross
sections and perform the standard rate coefficient calculation,

at () = f o (EYW(E)f(E, T,)dE, 3)

where we take f(E, T,) as a Maxwellian energy distribution
function and v, is the relative speed of the positron (with
respect to H assumed here to be at rest) as a function of energy
[according to f(E, T,)]. For now, in order to avoid solving the
full collisional-radiative rate matrix or tracking particles via
a Monte Carlo simulation, here we sum the total three-body
recombination rate per antiproton,

W) =) me®S(TL), )
1

where the summation over bound / states is truncated to
include only lower states that have a binding energy above
the bottleneck binding energy condition, taken here as 4kgT,.
Contrary to Eq. (1), this approach does not include multistep
processes, such as three-body recombination (to an [ state
below the bottleneck binding energy) followed by collisional
deexcitation processes that would result in population above
the bottleneck binding energy. Results from these two ap-
proaches are presented in Fig. 2 at several values of 7, in the
range 5-500 K and for n, between 5 x 10% and 2 x 10% cm 3.
From these comparisons it is clear that simulations predict
recombination rates about two orders of magnitude larger
than the MR 3BR estimate. This result shows, and as dis-
cussed above, the major contribution to recombination come
from collisional deexcitation processes, which dominate in
the formation of antihydrogen states bound deeply enough for
detection and trapping.

2. Reaction R2: et +p < y+H

Spontaneous radiative recombination (SRR, reaction R.2)
has been noted as a possible source of H for some time, ini-
tially in the context of merged positron and antiproton beams
in storage rings [80]; see also the discussions in Miiller and
Wolf [81], Holzscheiter et al. [82], and Meshkov and Skrinsky
[83]. The cross section for this process has long been known
(e.g., Ref. [84]) and can be given numerically for capture into
an antihydrogen state with principal quantum number n; as

2 x 1072?Ry 2

SRR
o ng, T,) = cm
(rip. 1e) ngksT, (1 + n%kBTe/RY)

(&)

where Ry is the Rydberg of energy, and 7, has been defined
previously and here represents the effective temperature of the
positron in the continuum. Given that in typical H experi-
ments, Ry > kgT,, for the states of most interest (i.e., those
at low ng) Eq. (5) can be adequately approximated by

2 x 107’Ry _32x 107

SRR, ~
o> (ng, T,) PRTATS cm”, (6)

ngkpT,

with a related expression in terms of the positron speed, v,, as
SRR (ngz, v.) & 9.6 x 107'%/nzv? (cm? and with v, in ms™!).

The latter cross section can be used to compute a rate coef-
ficient, SRR using the standard convention, e.g., Eq. (3). This
allows the overall rate, ASRR, of H production per antiproton
to be estimated from the positron density and this is simply
given by

)\SRR — ZaSRR(nH)n(,h (7)
"

Note that ASRR is the total spontaneous capture rate to all
bound states and integrated over the entire positron energy
spectrum in the continuum. The SRR rates have also been
calculated via the MR approach, using Kramer’s semiclassical
photoionization cross sections and the sum over recombina-
tion states is truncated to include only states with binding
energy above the bottleneck binding energy (again taken here
as 4kgT,). These results are presented in Fig. 2, showing that
the MR results are in excellent accord with those from the
analytic approach described above. Except at the highest 7,
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FIG. 2. The H production rate from three-body recombination (3BR) and spontaneous recombination (SRR); assuming B = 0 and summing
the recombination rates into states above the bottleneck binding energy. The 3BR results were calculated via Eq. (1) with C = 0.76 [74]
(includes collisional dexcitation) and via MR of the e*-H impact ionization cross sections. The SRR results were calculated via Eq. (6) and

via MR of the photoionization cross sections (see the text for details).

(>100 K), the 3BR H formation rates greatly exceed those
for SRR for most of the range of n, investigated. The rates
become comparable at 7, = 5 x 10® cm™3 and 100 K, and by
500 K the SRR rate exceeds that for 3BR at all densities up
to the maximum shown. In this instance, overall H production
rates are low (below 1072 5! s~!): Thus, high 7, effectively
damps antiatom production, as exploited in early experiments
by ATHENA [2,85].

Photon stimulated radiative recombination [PSRR, namely
et +p+ N,y < (N, + 1)y + H, where here N, is the num-
ber of photons], which was observed some time ago for
the electron-proton (e~ -p) system [86,87], will typically ap-
ply laser radiation to stimulate capture from the continuum
to a particular atomic state. There are, however, a number
of variations on this process including: two-color stimula-
tion, for instance involving capture into an upper quantum
state, followed by stimulation to a lower state (see, e.g.,
Refs. [81,88,89]) and so-called laser-assisted radiative re-
combination [90], which is a nonresonant version of PSRR
with a different frequency photon emitted in the final state.
Aspects of PSRR have been reviewed in the context of H
experimentation elsewhere [82,91] and the ATHENA collab-
oration unsuccessfully attempted to promote formation of the
H ng; = 11 state via irradiation at just over 0.1 eV using an
intense CO, laser [92].

It should be noted that most of the early discussions of
PSRR were formulated for in-beam and storage ring scenarios
rather than the environment typical of H and antiparticle traps
that was described briefly in Sec. II. For the present pur-
poses we assign a single temperature 7, to the et cloud, with
which the overlapping ps are in equilibrium. Given the mass

difference of the two species, the latter can, for the present
purposes, be considered at rest in the positrons.

Considering PSRR to involve capture of a et from a narrow
continuum (a few k7, wide) using laser radiation with a
frequency bandwidth, A f, and ignoring the bandwidth of the
atomic state the gain, G, due to the PSRR processes is defined
by [91]

WRR (ng, Af) = GASRR, (8)

with APSRR (7, A f) the stimulated capture rate to a state with
quantum number nj relevant to the laser. General features
concerning the evaluation of G have been discussed elsewhere
[91], and will clearly be specific to the experimental arrange-
ment. Note that the storage ring [86] and merged beam single
pass [87] experiments found G in the range 10-100. It is of
particular pertinence to recall that Eq. (8) does not explicitly
include duty cycle effects, for instance if pulsed lasers are
used for intensity and bandwidth considerations, which may
limit the utility of the technique. Further theoretical work on
this topic would be welcome, particularly if low-lying excited

H states (such as the 2. state) can be selectively populated.

3. ReactionR.3: p+Ps e~ +H

The p-Ps process (reaction R.3) has long been posited as
a source of cold H [93-95]. A p-Ps test experiment was pe-
formed some time ago [96] and the reaction has recently been
observed by the AEgIS [39] and GBAR [40] collaborations.
In the AEgIS experiment, which took place in a 1-T magnetic
field, the reaction was promoted by laser excitation to a se-
lection of Rydberg Ps levels around the (field-free) nps = 17
manifold, with np, as the Ps principal quantum number. Part

050101-7



MARK C. ZAMMIT et al.

PHYSICAL REVIEW A 111, 050101 (2025)

of the continued interest in this reaction stems from the possi-
bility of enhancing reaction rates and controlling the formed
H using laser-excited Ps, and that the production of Rydberg
Ps is now routine. A useful review of Ps physics and related
experimental capabilities has been given by Cassidy [97]. It
should also be noted here that Storry and colleagues [98]
have observed reaction R.3 using a Double-Rydberg resonant
charge exchange method devised by Hessels et al. [99].

There is extensive theoretical literature on reaction R.3,
which is related to the time reverse and charge conjugate
process of Ps formation in e™-H collisions. For ground-state
species this is a well-studied system, and benchmark data
are available [100]. For the present purposes, however, it will
suffice to provide a short resumé of some of the most recent
theoretical work on the reaction. This has involved use of the
sophisticated convergent close coupling (CCC) quantum scat-
tering approach [101-105] complemented and supplemented
with data using a classical trajectory Monte Carlo (CTMC)
methodology [106-110].

Cross-section data for reaction R.3 are typically given for
scenarios in which either the ps or the Ps are fixed (cor-
responding to experimental geometries), though can easily
be manipulated to provide reaction rate coefficients, if de-
sired, by forming the product of the Ps density, the charge
transfer cross section for the particular Ps state and the rela-
tive Ps/antiproton speed. The process always has exothermic
channels available (since there are available H states with
binding energies greater than those for Ps for any state of
the latter), and as such the cross sections exhibit thresh-
old behavior [111] resulting in characteristic dependencies
at low energies. For np; = 1 the short-range nature of the
antiproton-Ps interaction results in the cross section fol-
lowing standard threshold laws [112], varying as 0.18 x
107'//E cm? as E — 0 (where here E is the center-of-mass
energy in eV). Thus, the product ov = 7.4 x 10710 cm3 s~!
becomes energy-independent at low energies, and can easily
be multiplied with the appropriate density to yield a rate. For
excited states, on the other hand, the long-range interaction
is dipole dominated, and leads to the cross section rising as
1/E at low energies [113]. The most recent work on this
topic [110] has provided an invaluable comparison between
the best available quantum model (CCC) and results from a
CTMC model. This study has included results for reaction R.3
and the competing processes of Ps break-up and state change
and has not only produced definitive data for the processes
calculated, but also recommendations for the use of scaling
laws to derive data for higher values of nps. For np; = 2, 3 the
cross section grows by orders of magnitude. Taking the cross
section at E = 1073 eV, it is 5.6 x 10~15 cm? for np, = 1 and
grows to ~107'%cm? for np, = 2 and by another order of
magnitude for np; = 3. For more highly excited states CTMC
simulations predict a scaling o ng, [106], but, surprisingly,
CCC calculations found more modest increases o np,. The
mechanism for this suppression was elucidated in Ref. [104]
and arises because the competition between the long-range
dipole interaction and centrifugal potential, both with a r~2
dependence.

Realizing reaction R.3 experimentally is challenging. The
GBAR collaboration recently reported a small number of
H formed using ground-state positronium [40]. With laser

excitation of positronium and increased positronium densities,

envisaged for the future, enough H to form the H through
reaction R.6 (see below) should be possible.

B. Group B: H' formation

In this section, those reactions of possible use to form the
.. =t . .
cationic H  species are discussed.

1. Reaction R.4: e* +H < y + I's

We now turn to formation of H ' via reaction R.4. The
matter equivalent of this direct radiative process, or more
properly the time reverse reaction photodetachment of H™,
has been of interest for decades due to its importance in solar
physics. There is one bound state (1s? 1SS) around 0.75 eV
below the (e”+H) continuum, and there have been several
recent studies of the process undertaken with the formation
of H' in mind [42—-44]. The cross sections, and hence the re-
action rates for the direct radiative capture are well established
[42,43] down to the very low temperature range (typically
in the kelvin region) that is relevant for antimatter studies
(since the reaction will necessarily involve trapped H). Unfor-
tunately reaction rates are low with the rate coefficient varying
roughly linearly at low positron temperatures approximately
as a%IER(Te) ~ 10718(T,/K) cm?s~!, which is approximately

seven orders of magnitude lower than the corresponding H
reaction R.2 (SRR) rate coefficient (which were shown in
Fig. 2).

An added complication is the possibility of heating the
trapped antiatoms by the dense positron cloud, though as
highlighted in Sec. II recent progress has been made in using
sympathetic cooling to lower 7, into the few kelvin range
[54], and laser cooling of antihydrogen has also been reported
recently [17]. A full simulation of trapped H interacting with
positrons in the presence of active laser cooling is probably
worthwhile in order to provide a realistic estimate for H
yields under conditions appropriate to current and foreseen
experiments.

Increasing i yields using the stimulated version of reac-
tion R.4 has also been considered recently [44,114]. Explicit
formulas and examples are given by Jacob and coworkers
[44], who also point out some of the general features of the
reaction. These are, most notably, that the laser electric field
(which defines its intensity) should be much less than that
of the ionic core acting on the loosely bound positron, and
that the laser frequency should be resonant with respect to
the energy of the transition leading to the formation of the
bound state. The latter defines the energy of the laser pho-
tons. It was also pointed out [44], any enhancement over the
direct radiative process (essentially the equivalent of G in the
discussion of reaction R.2) only applies to a positron energy
range defined by laser parameters. Further work is warranted
to align this theoretical effort more closely to experimental
conditions.

2. ReactionR5:H +H o p+H'
Reactions of pairs of antihydrogen atoms, in which (at
least) one of them is excited can lead to the production of ﬁ+,
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ﬁz_ , and H,. For the ﬁ+ case (i.e., the charge transfer reaction
R.5), in the limit of zero collision energy, the excited H must
be in a state for which ng > 5, while for ng = 4 the reaction
channel opens at a collision energy of 0.1 eV.

Reaction R.5 is also energetically allowed in collisions
of two H atoms both excited to the 25 state. Vogel [115]
discusses a mechanism where an excited metastable state of
the ion is created in an initial resonant collision, which, as a
multistep process, is expected to be significantly suppressed
at low particle densities.

Most work, experimental and theoretical, has been directed
at the reverse, charge conjugate reaction of R.5, i.e., the
mutual neutralization of p and H™. In the early 1970s the
cross sections for mutual neutralization were measured, and
used to derive rate coefficients (see [68] for details) with
sizable uncertainties at the lowest temperatures. Studies have
continued with significant improvements to the experimen-
tal measurements (with results differing significantly from
the early measurements) as well as to numerical calculations
[116-119]. Good agreement currently exists between exper-
iment [120,121] and theory at ~10 eV, with calculations
continuing to the millielectronvolt level, where the numer-
ical results, in contrast to experiments, follow the Wigner
law, 0 >~ 2 x 10’14(E/eV)’1 cm? and a rate coefficient of
a(Tg)~3x 10’6(Tﬁ/K)’0'5 cm? s~! has been calculated [116]
(where E is the antihydrogen kinetic energy and T the equiv-
alent temperature).

From these calculations of mutual neutralization, cross
sections for the direct charge transfer process have also been
derived [122]. At E = 1075 eV the cross sections in collisions
between ground-state hydrogen and atoms excited to 55 or
6S lie in the vicinity of 10~'% cm?, while for 7S the cross
section is ~6 x 10~1% cm?. Thus the trend observed in cal-
culations is lower cross section for higher excited states. At
lower energies Wigner’s law predicts a 1/+/E dependence on
energy. For 45, the cross section at the threshold energy is
~7 x 107'¢ cm?. While the rate coefficient in the low-energy
limit turns out to be ~107'° cm?s~! making this reaction
difficult to observe, there are indications that the system has
resonances at relatively low energies, that potentially could
give higher reaction rates. Furthermore, it may be useful to
consider this reaction when both antihydrogen atoms are in
excited states, e.g., 25+2.S collisions: to the best of our knowl-
edge data are not currently available for such cases.

3. Reaction R.6:Ps+H < ¢~ + H'

The mechanism to produce H' via charge exchange in
H-Ps collisions was suggested by Walz and Hinsch [41] as
a means to produce the anti-ion as an intermediary for the
eventual creation of ultracold H atoms for a test of the WEP
for antimatter, and will form the centrepiece of the experimen-
tal programme of the GBAR Collaboration [123]. This is the
motivation for recent calculations of reaction R.6 for Ps both
in its ground state or in a low-lying excited state [124—130].

The calculations in Refs. [124-127] use the Coulomb
distorted wave-final state (CDW-FS) method, employing ana-
lytical approximations, with varying degrees of sophistication
for the H' wave function. This is a perturbative method akin
to the Coulomb-Born approximation, so its validity at low
energies can be questioned.

A very different approach was taken in Refs. [128-130].
This method, known as the coupled-rearrangement channel
(CRC) uses a very accurate description of the wave function
at low energies but becomes very cumbersome for energies
much above the formation threshold. At these energies the
CDW-ES results are generally a few times larger than the CRC
results, but the methods should converge at higher energies.
Unfortunately, the CRC results have not yet been extended
to energies where the CDW-FS method is reliable. In addi-

tion to production of ﬁ+, the CRC method also gives cross
sections for elastic Ps-H scattering and competing inelastic
processes such as (de-)excitation and (de-)polarization of Ps.

Results using the CDW-FS [127] and CRC [129] methods
have been presented only for Ps principal quantum numbers
nps < 3, where the reaction is endothermic. For collisions
with ground state H the threshold energy is 6.05 eV in the
center-of-mass frame (corresponding to a H impinging on a
stationary Ps with a kinetic energy of 5.56 keV), for np, = 2
itis 0.95 eV and for np; = 3 it is only 0.0017 eV. It should be
noted that the relevant regime for the GBAR experiment is H
energies =1 keV (corresponding to a center-of-mass energy
1.1eV).

Because of the near degeneracy between the initial and
final channels, one would perhaps expect that formation from
nps = 3 would have the largest cross section at threshold.
However, according to the CRC calculations the 2P state has
the largest formation cross section, 2.4 x 10~!° cm?, followed
by 1.3 x 1071 cm? for 2§ (in accordance with threshold
laws these cross sections are roughly constant for energies
within <0.1 eV of the threshold). Thus, the increase is rather
modest compared to the cross section 5.5 x 107'¢ cm? for
ground-state Ps. For nps < 2, H' formation is the dominating
inelastic channel, while for all initial states with np; = 3 the
CRC results show that deexcitation and (de-)polarization of
positronium dominates over H formation. The reason for this
has not been fully clarified. It might also be useful to have
states with np; > 3 investigated, since the reaction for such
species is exothermic, and hence the cross section should be
proportional to 1/+/E at low energies.

4. Reaction R.7: ¢* +¢*C) +H & ¢t + H'

This dileptonic (di) three-body recombination process is
discussed briefly by Jacob et al. [44] with the reaction in-
volving only e™s found to be of low rate due to the repulsion
between the colliding like charges. Further consideration has
been provided by Jacob er al. [131], with a more detailed
examination of the electron-mediated variant. Inferring the
behavior of the rate coefficient, o, for this reaction from
their presented data, it would seem to have only a weak vari-
ation with 7, below about 100 K, which may bode well for
future study. Their presented rate data allows the coefficient
at low T, to be extracted by dividing by their assumed values
for positron and electron cloud densities to find a® ~ 5 x
10~2* cm®s~!. Comparing to the low temperature radiative
combination rate of reaction R.4 [42,43] we find the ratio
Adi/ad 5 % 107%(n,- /em?)/(T, /K), with n.- the electron
density. Thus, though both processes are low rate given cur-
rent experimental capabilities, the dileptonic reaction may

050101-9



MARK C. ZAMMIT et al.

PHYSICAL REVIEW A 111, 050101 (2025)

have advantages over the direct radiative process for the pro-
duction of ﬁ+, particularly if using cold leptons.

However, it should be borne in mind for this reaction that
there will be competition with the H + Ps final state, and data
will be needed for this process to assess experimental viability.
It may be feasible to extract rates for the latter, since the time
reverse, charge conjugate reaction is Ps break-up in Ps-H col-
lisions. Furthermore, to the best of our knowledge there have
been no experimental studies of combined, low temperature,
et-e~ plasmas, which would seem to be worthwhile in the
context of the present discussion.

C. Group C: H, formation

In this section candidate reactions for the formation of the
key anionic species, ﬁ; , are discussed. It is worth prefac-
ing this discussion by noting that the structure of the matter
equivalent H, does lean favorably to its formation through
electronic excited states. These excited states are practically
all repulsive or have shallow minima at relatively large inter-
nuclear separations compared to the electronic ground state
[132-137]. As a result, population in these electronic excited
states predominately lead to radiative decay dissociation of
the molecule or radiative decay to the very highest-lying rovi-
brational levels of the electronic ground state. Therefore, here,
we only consider formation of H, via direct channels to the
electronic ground state (omitting stepwise processes).

1. Reaction R8: et +p+H < et~ + H,

Three-body association (3BA) to form ﬁz_ is the re-
verse reaction of positron-impact dissociative-excitation.
Dissociative-excitation of H, can proceed via two pathways:
a resonant process, where ﬁ;* is temporarily formed and is
followed by autoionization of the target in the vibrational
continuum, and a direct process, where ﬁz_ is excited to the
vibrational continuum (via electronic excitation to a repulsive
potential energy curve within the Franck-Condon envelope).
The resonant process has been studied extensively with the
multichannel quantum defect theory [138—141], where cross
sections for e”+H; have been calculated for the full range
of vibrational levels of the electronic ground state [138,140].
The direct process has been calculated with the CCC approach
for a subset of vibrational levels of the electronic ground state
[135,136].

Using the principle of detailed balance, the positron-impact
dissociative-excitation rate coefficient, o;f'>=(T), can be re-
lated to the reverse three-body association rate coefficient
(units of cm®s™!), &3BA(T) via

u—1
32
gwi eEO/kBT( DaeV ) /
8Xu &Yu" uxyksT

x afPE(T), ©)

o2BA(T) =4.256 x 1077

u—1

where gw;, gxw, and gy, are the statistical weights of the
lower and upper levels of the molecule, atom and ion respec-
tively, uxy is the reduced mass of the products X and Y (in
units of daltons), and Ej is the dissociation energy for the
transition. Here we have assumed Maxwellian distributions

for all the particles and that they are at the same temperature.
We estimate the importance of this process by utilizing the
vibrationally resolved dissociative-excitation cross sections fit
by Janev et al. [142] and calculate the total rate coefficient for
association into the electronic ground state. Note here the sum
is truncated at v = 18 (due to the availability of the Janev et al.
[142] data), where the final vibrational bound state v = 19
is bound by 0.71 cm~' [143] (in the Born-Oppenheimer ap-

proximation). The total rate, A*BA, of H, production per H is
A3BA =% o3BA(T )nzn,. From 5 to 30 K, the total three-body
association rate coefficient ranges from «*BA(T) ~ 1073°—
10732 cm®s~! and hence a total rate A3BA ~ 10720-10"17s~!
per H when setting n, ~ ny ~ 108 cm~3. It may be feasible
to increase these densities at higher positron temperatures,
though it is likely that collisional heating will result in ejection
of the antihydrogen from the atom trap.

For the electron assisted three-body association reac-
tion, we estimated the rate coefficient using the equivalent
et+H; dissociative excitation cross section calculated by
Mori et al. [144]. Since these calculations were performed
for a single internuclear separation that approximated scat-
tering from the vibrational ground state, we energetically
shifted these cross sections to represent dissociative excita-
tion from vibrationally excited states (no attempt was made
in correcting for the magnitude of the cross sections). The
energy shift was calculated from the vertical excitation en-
ergy at the vibrational states mean internuclear separation,
where the accurate potential energy curves of Zammit et al.
[143] were used. Using the above form of the three-body
association rate coefficient (which assumes the particles are
at the same temperature), we calculated a rate coefficient
a3BAT)~ 5 x 10741 =5 x 1073 cm®s~! for temperatures
5-30 K. These are five orders of magnitude below the afore-
mentioned positron rates, presumably due to the repulsive
interaction between the electron and the antiproton. We also
note that the dissociative excitation process and vibrational
deexcitation processes will influence the overall production
rate.

2. Reaction R9: e* +p+p < y+H,

This radiative associative recombination (RAR) process
is the reverse of the total break-up, or photodissociative-

ionization, of ﬁz_ . The charge conjugate of the latter process
was calculated within the Born-Oppenheimer approximation
by Bates already in 1953 [145,146], with a fully nonadia-
batic treatment [147] available 60 years later. Vibrationally
resolved photoionization cross sections have also recently
been calculated by Singor et al. [148]. From energy consid-
erations only, the minimum photon energy required to drive
dissociative ionization from the rovibrational ground state is
16.2 eV, but the cross section is still minuscule up to about
25 eV and remains small for energies below 30 eV. The
reason is that one needs to account for the threshold energy of
the Franck-Condon envelope. For the equilibrium separation
of Hf (~2ap) the minimum photon energy is ~30 eV, at
which point the cross section goes through a maximum of
~6.5 x 1071 cm?.

Similarly to the analysis of reaction R.8, we use the prin-
ciple of detailed balance to relate the electronic ground-state
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photodissociative-ionization rate coefficient, af"! (T'), to the
reverse radiative association recombination rate coefficient
(units of cm®s™"), «RAR(T), via

u—1
32
8gwi eEo/kBT< DaeV > /
&Xu 8w uxyksT
x o} PE(T), (10)

—>U

aRAR(TY =7.050 x 107%°

u—1

where gw; is the statistical weight of the molecule, gx,, and
gy are the statistical weights of the ions, uxy is the re-
duced mass of the products X and Y (in units of daltons),
and Ej is the threshold energy for the dissociative-ionization
process. Here we included stimulated emission and assumed
Maxwellian and Planck distributions for all the respective
particles and that they are all the same temperature, i.e.,
T =T,=T,=T,. The total rate, ARAR, of H, is ARAR =
>, aRAR(T)n, per p squared. Using the cross sections of
Singor et al. [148], we estimated the total rate coefficient
summing over all v = 0-19 states of the H electronic ground
state. For the 5-30 K range this rate coefficient is numeri-
cally zero in a double-precision calculation. Investigating this
total rate coefficient over a range of higher temperatures it
peaks at approximately 107> cm®s~!. Hence, this reaction
is likely not feasible since competing production (for instance
via radiative recombination, reaction R.2) of Hs would likely
deplete the trap of the s and ps.

3. Reaction R.10:p+H & y +H,

This radiative association (RA) reaction has been treated
extensively by Zammit and coworkers [47], who provided
cross sections and rate coefficients for the process for H in
principal quantum numbers 1-3 and for temperatures in the
range 1073-10° K. The cross sections for the excited states
of H were found to be 10°~10° times greater than those for
the ground state, an increase that was passed over to the rate
coefficients. Below roughly 1 K, the excited states rate coeffi-
cients were in the range between «®* = 10713-1071% cm?s~!
and to increase with antihydrogen temperature as 7.-%>. The
interested reader is referred to Ref. [47], and to the cﬁscussion
of experimental considerations which is included there. It may
be possible to laser stimulate this process, but to the best of our
knowledge, this has not been considered previously.

4. Reaction R11: H +H & ¢* + H,

Associative ionization (AI) can also occur in collisions
between neutrals (nAl). Unlike reaction R.12 this reaction is
endothermic for ng < 2.

We first consider the case ng = 2. This channel has a
threshold of about 0.75 eV. Urbain et al. [149] have exper-
imentally (& theoretically) studied the H + H Al reaction,
finding that whereas the highly exothermic ionic case (re-
action R.12) is completely dominated by the Coulombic
interaction and thus provides little insight into the reaction
mechanisms, the simplest neutral H(1S) + H(2S) collisions
allow careful quantal treatment of the dynamics. Limiting
their theoretical studies to a minimal number of potential
energy curves (electronic states) with a 0.75 eV threshold
(the threshold energy for the reaction), comparisons have been
made to experimentally determined absolute cross sections for

the relative energy range 0.5-10 eV. The cross section peaks at
3.4 eV (where the H;r dissociation channel opens), where its
value is 2.4 x 10717 cm?. Above this energy the dissociation
of the ion becomes competitive.

These measurements enabled Rawlings et al. [150] to cal-
culate rate coefficients for H(2S) and H(2P), giving o™l =
241 x 10’9(Tﬁ/K)’0'35 exp(—17829/[Tz /K1) cm3s™! for
the weighted S and P substates. Due to the 0.75 eV thresh-
old of the reaction, the direct radiative association reaction
to form H, (reaction R.13) is likely competitive at tempera-
tures <6000 K, but here the rate for Al grows rapidly, from
3.3 x 10712 em?®s7! at 4000 K to 1.61 x 107" cm3s™! at
10000 K thus likely overtaking the radiative process.

Theoretical cross sections for associative ionization from
the H(1S) 4+ H(2S) channel were recently published by
Hornquist et al. [151]. These results are also in reason-
ably good agreement with the measurements by Urbain
et al. [149] in the relative energy range 0.001-3 eV,
though at energies above ~3 eV the measured cross sec-
tion is underestimated. This could be due to molecular
states that were not included in the calculation. For low
energies the results agree well with the rate coefficient cal-
culated from these data, which is well fitted by ™! =
1.72 x 107(T5/K) "% exp(—14950/[T5/K]) cm?s~! for
Ig < 10* K [122]. Thus, as the temperature crosses the tem-
perature equivalent of the energy of the formation threshold
(8800 K), the theoretical rate coefficient increases from zero
somewhat faster than the measured one.

We now turn to states with ng > 2. Brouillard and Urbain
[152] extended their measurements to include the 3S and 4S5
states for energies ranging from 5 meV to 4 eV (for 3§,
see also Ref. [153]). Unlike for ni = 1, 2, the 3§ channel is
exothermic by about 1.13 eV. At energies below 0.1 eV, the
cross section was found to vary as ~2 x 10~"(E /eV)~! cm?,
thus not following the Wigner law. This energy dependence
was attributed to a limit imposed by the requirement that
the rotational energy of the molecular ion formed must be
less than its dissociation energy [153]. At 0.1 eV the cross
section levels out at ~2 x 1071% cm?, with some oscillations
arising from interfering reaction paths. Above ~1.6 eV the
cross section drops rapidly because the (atomic) ionization
channel opens.

A recent fully quantum mechanical calculation [151] gives
good agreement with experiments in the low-energy region.
However, the cross section shows large oscillations, arising
through interferences between different pathways though the
potential energy landscape, which makes it difficult to deduce
its overall energy dependence. At higher energies (=0.1 eV)
the results show the same features as the measurements in
Ref. [153], though the values are consistently significantly
smaller.

Turning to the 4§ state, the reaction is exothermic by
1.79 eV. The cross section has a similar energy dependence
as the 35 state, though at energies below ~1 eV it is larger by
a factor ~2-3 (again with the 1/E dependence) [152]. In this
case theory does not reproduce the low-energy 1/E depen-
dence observed in experiments and again underestimates the
measurements at higher energies [151]. An interesting feature
of the calculations is that while the 35S low-energy cross sec-
tion is dominated by singlet states, the 4§ cross section mainly
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relies on triplet states. This has implications for experiments
using magnetically trapped antihydrogen.

The low-energy rate coefficients based on the cross sec-
tions from Ref. [151] are roughly constant, where at 7 = 1 K
™' =9 x 107" cm?s~! for the 3S state and o™ =5 x
10719 ¢cm?3 s~! for the 45 state. This is lower than for the ionic
channel, reaction R.12, but has the advantage that it does not

require the atomic ion H'. On the other hand, maintaining
a population of 3S or 45 excited H is also an experimental
challenge.

Zammit et al. proposed the doubly excited Al reaction
HS) + H2S) — ﬁ; + et as a promising route to forma-
tion of the ﬁ; ion [47]. The scheme involved exciting H
trapped in a shallow magnetic trap. The low magnetic fields
are necessary to minimize losses due to mixing of the 25 and
2P states of H from the motional v x B electric field, with
subsequent fast spin-flip decay to an untrapped substate of
H(1S). Assuming a H(2S) density of 103 cm~ at a tempera-
ture of 1 mK filling a trap volume of 10 cm? a reaction rate
1072 s~! was obtained. Since then laser cooling of antihydro-
gen has been demonstrated [17], which adds credibility to the
scheme.

The estimates in Ref. [47] were based on cross sec-
tions for Al and the competing Penning ionization (PI) process
[H(2S) + H(2S) — H(1S) + p + e*] obtained from calcula-
tions of the total ionization cross section at low energies
[154], with the relative contributions given by a fit to the
higher energy data calculated in Ref. [155]. Recently, Taylor
et al. [156] refined the low-energy calculations of this and
competing processes, by including the splittings due to fine
structure and the Lamb shift. They found that, contrary to the
expectations in Ref. [47], PI dominates over Al at all energies.
Furthermore, the double excitation transfer (DET) process
H(2S) + H(2S) — H(2P) + H(2P) was found to dominate
over Al down to sub-millikelvin temperatures. At 1 mK the
rate coefficient for Al was found to be ~2 x 107~ cm?3s~!,
while for PI and DET both ~5 x 1072 cm® s~!. At lower tem-
peratures DET drops sharply, while Al and PI remain roughly
constant. The estimates in Ref. [47] should be revisited in the
light of these new data.

A lot of experimental and theoretical work has been
done on the reverse, dissociative recombination, reaction,
though mostly for the HD* isotope. Recently Hornquist
et al. published calculations also for this process [157] (see
also references in this paper). The total rate coefficients for
dissociative recombination at meV energies and below are
10781077 cm? s,

5. Reaction RI2: p+H' © et + H,

Associative ionization is the most basic mechanism to
form molecular bonds, with the colliding species transferring
energy to the ejected positron/electron. This Al reaction be-
tween charged species is exothermic by about 2 eV. The cross
section has been measured by Poulaert er al. [158] in the
relative energy, E, range 0.001-3 eV. At 0.003 eV the cross
section was found to be ~1.5 x 10~'* cm?. According to the
Wigner law this cross section is proportional to 1/E at low
collision energies, and hence the collision rate grows as 1/v/E

as E is lowered. Based on this measurement, Galli and Palla
[68] (see Table I of that article) fitted values for the reaction
rate at associated temperatures above and below 8000 K. For
the latter o' ~ 7 x 107°(T/K) ™% cm?®s~!.

A theoretical calculation by Urbain et al. [159] gave good
agreement with the experimental results, especially below
0.1 eV where 621 ~ 5 x 107'7(E /eV)~! cm?, while at higher
energies it slightly underestimated the cross section. A more
recent calculation gives a cross section larger by a factor
~2 in the low-energy limit, and confirmed the 1/E scaling
at low energies [151]. The rate coefficient calculated from
these data is well fitted by the expression a*T &2 2.5 x 1078 x
(T/K)™%3 cm? s~ in the temperature range 1 to 100 K. This is
consistent with the Wigner law, and hence the rate coefficient
can be expected to have the same form also for lower energies
[122].

Thus, observation of this reaction may be feasible with
current/near-future p clouds, though noting the major dif-
ficulty lies in producing (and trapping) the anti-ions, as
described more fully in Sec. IV B.

This reaction was suggested by Myers [45] as a way to
form the H, ion. However, he also noted that it competes
unfavorably with the alternative final channel H + H (cf. reac-
tion R.5). Indeed, at low energies both cross sections vary as
1/E, but with a larger coefficient for the mutual neutralization
process.

D. Group D: H, formation

Here a selection of reactions leading to the formation of the
antihydrogen molecule, H,, are discussed.

1. Reaction R.13: H' +Ho y+ ﬁz

Classically, radiative association, of which this reaction
is a typical example, is inefficient and only proceeds if a
strong electronic transition is available within the product
molecule. This transition enables the emission of a stabiliz-
ing photon and hence enhances the radiative association rate.
Latter and Black [160] semiclassically calculated the radiative
rate coefficient for the ground state and first excited state
reaction of neutral H as o®*~(1-3)x107* cm?s~! for 50 K.
In this calculation, ground-state rates are considered negligi-
ble due to the absence of stabilizing transitions and dipole
transitions are forbidden, and simplifying assumptions such
as the absence of low temperature effects (e.g., tunneling and
shape resonances) are employed. Thus, despite the tantalizing
higher and increasing rate at lower temperatures for the exper-
imentally convenient H(ni; = 2) state, extrapolation to lower
temperatures is not advised. Given this rate coefficient, it is
worthwhile to consider this reaction along with the competing
reaction R.11 (followed by reaction R.20), and we note that
in vacuum (i.e., without surface catalysis) other “standard”
gas-phase routes (some of which have been discussed in this
paper) will likely dominate.

2. Reaction R.14: e* + H+H < e* + H,

Simi]arly to reaction R.8, the three-body association
of H, can proceed via the reverse of positron-impact
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dissociation of H,. Since this interaction proceeds predomi-
nately through the exchange interaction (i.e., X <> X! xF
transitions), an electron collision partner is not considered
here since an exchange transition is not possible. The matter
counterpart, electron-impact dissociation of H, into H ground-
state products has been studied extensively. However, recent
CCC calculations [137,161-166] predicted errors with pre-
vious calculations and experiments, which for the integrated
cross sections, were subsequently confirmed by experiment
[167] and other close-coupling calculations [168] (for further
details see the discussions in Refs. [162,163,166,167]). As
we did for reaction R.8, we evaluate the total three-body
association rate coefficient for interacting ground-state Hs
using the fitted cross sections of Scarlett et al. [169,170].
Between 5 and 30 K, the total three-body association rate
coefficient is approximately 1073—-1073* ¢cm®s~!, hence a
total rate A3BA &~ 10727-10"2°cm’s~! per H squared, when
setting n, ~ 10% cm™3. Hence, this reaction seems unlikely
for the near-term positron and H trapping and production
capabilities.

3. Reaction R.15: p+H' < y+H,

Particularly at low energies, this reaction is of limited,
e.g., astrophysical, relevance and as such has garnished little
attention, resulting in no relevant calculations to date. Though
the approximately 17 eV [171] energy available is favorable
for the radiative association reaction (via the F 12; — X IZ;

transition), owing to H, parity requirements a second-order
elimination E2-type reaction is required for a transition di-
rectly to the ground state, which is expected to result in
a very low production rate. Production of ﬁ; allows for a
two-step El-type reaction which, while potentially allowing
for radiative decay to the ground state, also opens loss-
inducing dissociation channels. Considering the need of iy
and second-order or indirect processes, this reaction seems
unlikely with near-term capabilities.

4. Reactions R.16 to R.20:

Of these processes, we do not discuss reaction R.17 fur-
ther: Though it is likely to proceed efficiently, the combined
difficulty of creating H' and H, means that it is not currently
worthwhile to consider its experimental feasibility.

The three-body reaction (number R.18) to create H, is
likely to proceed rapidly at the values of n, and 7, currently
available, in conditions similar to those discussed regarding
H formation via reaction R.1: once H, has been created
and isolated. Neutralization of the latter would produce the
untrapped molecule with a distinctive double p annihilation
signal.

Matter equivalents of reactions R.16, R.19, and R.20
are discussed in Galli and Palla [68], and all are ex-
perimentally difficult due to their involvement of H or

H2_ . Reaction R.16 (associative detachment) data agree at
temperatures below 103 K with a rate coefficient around
10~ cm3s~! (requiring H'). Reaction R.19 has been as-
signed a temperature-independent (Langevin) rate of around
6.4 x 1071 cm?s™! (requiring H, ) derived from a 300 K

measurement of Karpas et al. [172]. Finally, reaction R.20
has been represented by its reverse in Ref. [68], based on the
work of O’Neil and Reinhardt [173] although no information
is available for the forward reaction: though, similarly to reac-
tion R.18, once H, has been created and isolated the reaction
will likely proceed readily due to the two-body nature of the
reactants.

E. Group E: H; formation

The formation of the antihydrogen molecular anion Hy
via reactions R.21 and R.22 is also considered experimentally
very difficult in the near term, and we offer no further discus-
sion here.

F. Group F: H destruction

Reaction R.23 is an important process between excited H
atoms, which can lead to the depletion of a trapped antiatom
sample. This Penning ionization process was treated in detail
in Ref. [47] (to which the interested reader is referred), where

it was found that reaction rates were comparable to the H, for-
mation reactions R.10 and R.11. Since the study of Ref. [47],
Taylor et al. [156] updated these low-energy calculations, as
discussed for reaction R.11.

V. SUMMARY

We have presented an overview of antimatter reactions, as
encapsulated by the bubble diagram shown in Fig. 1, leading
to the formation of antihydrogen atoms and species containing

more antiparticles, such as H' and H, . Many of the reactions
have been discussed, either in terms of published work ex-
plicitly relating to theory and/or simulations of antimatter or
based on data available from theory and experiment for the
relevant matter systems counterpart (including time-reversed
processes).

Our study has been stimulated, as discussed in Sec. II, by
experimental achievements in which antihydrogen has been
stacked and stored in a magnetic minimum trap with a life-
time against loss of several tens of hours. This, together with
the low confinement temperatures and the antiatom densities
which seem feasible in the near future, and with advances in
manipulation of the antiatom states and the advent of laser and
adiabatic cooling, has brought the prospect of antihydrogen
chemistry within sight.

We have endeavoured to evaluate most of the reactions
shown in Fig. 1 to provide a rating for the information avail-
able, together with the likelihood of experimental progress, as
shown in Table 1. Our aim has been to identify processes that
are of potential near-future interest, in particular for the pro-
duction of new antimatter systems, and which would benefit
from further study. We anticipate new theoretical calculations
and simulations (using new or existing data) to further assess
feasibility of the production of new species.
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APPENDIX: ALTERNATIVE REACTIONS

In Table II we present a set of typically higher-order/less-
probable reactions which may contribute to the formation of
the antimatter bound states discussed in the previous sections.
It is likely that some information exists from the matter coun-
terparts of these processes in order to make estimates for
rates. They are given here to illustrate the potential richness
of antihydrogen chemistry. Further work is necessary to judge
which, if any, of these processes may prove to be experi-
mentally feasible in the not-too-distant future. For example,
the reverse of several of these reactions involve two-positron
processes, which are known to have relatively small cross sec-
tions for few-electron systems; e.g., electron-impact double
ionization cross section of He [174] (A.11).

We note that the double spontaneous radiative recombina-
tion (A.6) was searched for at CRYRING by Schuch et al.
[175]. The rate coefficient was measured as «?SRR = (2.1 +
0.8) x 107" cm?®s~! and thus consistent with zero. Unfor-
tunately, however, it appears that the quoted rate coefficient
has incorrect units (since this is a three-body, not a two-body,
process). Using the parameters from Ref. [175], we instead
obtain ?SRR = (7.0 £2.7) x 107% cm®s~".

We have also reevaluated the form of rate coefficient based
on MR of the reverse reaction (double photoionization), which
at low energies was found to follow the Wannier threshold law
by Kheifets and Bray [176], as

ho ksTL\*( Eion \°

2SRR,2D 0 B~ L =

SRR2D (7 ) = Fa). (Al
O (T1) 32nm2c2<leV> (kzsﬂ) @ @ab

where T is the transverse temperature of the electrons in the
beam, Ei, is the double ionization energy of H™, a = 1.127
(as dictated by the Wannier law), and oy = 9.5 x 10720 cm?.
Using this expression and the parameters from Ref. [175],
we arrive at a rate coefficient ~4 x 1073 cm®s~!. This is
many orders of magnitude below what could reasonably be
measured, and of very little consequence for antihydrogen

chemistry.

TABLE I

Antihydrogen chemistry reactions.

Reactions

Group A: H formation

(A2)

et+p+p<ep+H

Group B: H' formation

(A3)
(A4)
(A.5)
(A.6)

(A7)

e +p+Hop+H
e +Ps+p<we +H
et +Ps+H<o Ps+H
SIS "
e"+e"+p<y+H

e++e++e++ﬁ<—>e++ﬁ+

Group C: H, formation

(A.8)

(A.9)
(A.10)
(A.11)
(A.12)

(A.13)

Ps+p+p<e +H,
p+H+H< H+H,
Ps+p+H < Ps+H,
et+et+p+po et +H,
p+p+Ho p+H,

et +p+p+pep+H,

Group D: H, formation

(A.14)
(A.15)
(A.16)
(A.17)
(A.18)
(A.19)
(A.20)
(A21)
(A22)
(A23)

(A.24)

Ps* +H, <> ¢” +H,
p+H+H<p+H,
H+H+H< H+H,

et +et+p+Hw et +H,

et +et+et +p+po et +H,
er+et+p+poy+H,
Ps*+p+Hw e +H,

et +Ps*+p+pew e +H,

et +p+H, «p+H

et +p+p+Hop+H,

e +e"+p+p+popt+H,
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