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Abstract: 

Mechanical oscillator resonance frequencies are of paramount importance and determine their 
performance from different perspec@ves such as bandwidth, vibra@on mi@ga@on, and energy harves@ng. 
As ac@ve tuning is hindered by energy consump@on, this research inves@gates comprehensively for the 
first @me if the inherent energy of a vibra@ng oscillator can supply the required energy to alter its natural 
frequency. To inves@gate the viability of this concept, a nonlinear par@ally covered piezoelectric beam-
based oscillator with a full bridge rec@fier and magne@c tuning mechanism under base excita@on is 
considered, and its geometrically nonlinear model is derived. First, an approximate solu@on is proposed 
to study the capacitor charging process in steady-state excita@on. Then, numerical integra@on and the 
mul@-harmonic harmonic balance method (HBM) with pseudo-arclength con@nua@on are exploited to 
inves@gate the nonlinear dynamics, mechanical response, and external capacitor voltage of the self-
powered tunable oscillator (SPTOS). To inves@gate the sufficiency of the SPTOS energy for tuning, the 
required energy for different levels of change in the SPTOS natural frequency are obtained. It is found that 
the SPTOS can supply the energy to significantly change its natural frequency. The capacitor charging @me 
and generated energy depend on the ra@o of external capacitance to internal capacitance. The SPTOS 
efficiency under chirp excita@on is then inves@gated, and the results show that both the chirp rate and the 
capacitance ra@o affect the capacitor energy. Finally, by comparing the maxima of energy for the steady-
state and chirp excita@ons, it is shown that the SPTOS energy in the former case is considerably higher 
than the laQer case. Thus, the SPTOS can make larger changes in its frequency when excited in a steady-
state scenario.    
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1- Introduc2on 

A mechanical oscillator that is represented by a linear or nonlinear mass-spring-damper, is a fundamental 
component of any vibra@ng system including structures, machines, sensors, resonators, actuators and so 
on. In different applica@ons, an oscillator may play different roles, but in many cases, tuning the resonance 
frequencies of oscillators is of crucial importance and directly affects the performance of the system.  
Some examples are vibra@on absorbers, rota@ng machines, and energy harvesters. Specifically, to ensure 
the maximum vibra@on mi@ga@on, the resonance frequency of an absorber should be tuned to match the 
vibra@on frequency of the host structure, whose vibra@ons need to be suppressed. To reduce unbalanced 
rota@ng machinery vibra@on, the rotor resonance frequency must be located away from the excita@on 
frequency. In energy harves@ng applica@ons, the resonance frequency of an energy harvester must be 
tuned to coincide with the environmental excita@on frequency to harvest the maximum energy; 
otherwise, the harvested energy level is very small. Accordingly, tuning an oscillator resonance frequency 
is of great importance. To achieve this, ac@ve and semi-ac@ve [1, 2] approaches are promising but they 
either require an actua@on mechanism or tuning mechanism that both need an external energy source. 
Also, these tuning methods are complex and costly. In addi@on, owing to the external energy requirement, 
their applica@on is o]en not jus@fiable in some cases, for example energy harves@ng, because the 
expended energy would be higher than the harvested energy.  

As oscillators are vibra@ng systems with considerable energy, the ques@on arises whether the vibra@on 
energy of the oscillator, whose frequency is required to be tuned, can be used to supply the required 
energy for tuning? If yes, how much of the required energy can be supplied by the oscillator? To address 
these ques@ons, this research inves@gates the concept of exploi@ng the inherent energy of a vibra@ng 
oscillator to power its frequency tuning mechanism. Essen@ally, this idea is similar to energy harves@ng, 
which is a family of techniques used to convert environmental energies from different sources including, 
but not limited to, vibra@ons [3, 4], fluid-solid interac@ons [5, 6], human mo@on [7], and acous@c [8], to 
small-scale electrical energy. Furthermore, environmental energy can be converted to electrical energy via 
different approaches such as piezoelectric (PZT), electromagne@c, and electrosta@c [9, 10]. However, due 
to the scalability, high energy density, and broad working frequency of piezoelectric materials, they have 
been widely used for energy harves@ng.  

Different research efforts have been devoted to improving the modeling aspects of energy harvesters. 
Friswell et al. [11] inves@gated energy harves@ng from a ver@cally mounted PZT beam with a @p mass and 
under base excita@on. The results show that the system is highly nonlinear and exhibits a range of complex 
responses. The most efficient case was observed to be the pre-bucked case, having a low resonance 
frequency, wider bandwidth, and higher power. Tripplet et al. [12] inves@gated the role of nonlinear 
electromechanical coupling and found that it can affect the power predic@on in a PZT energy harvester. 
Tang and Wang [13] inves@gated the effects of @p mass offset on the performance of a PZT energy 
harvester with an elas@c magnifier. The eigenvalue analysis and frequency response curves show that the 
@p mass geometry can significantly affect the harvested energy through resonant frequency and strain 
distribu@on. Mam et al. [14] theore@cally and experimentally inves@gated the validity of a PZT energy 
harvester model by considering both geometric and electrical nonlineari@es under transverse and 
parametric excita@ons. The results show that under transverse excita@on, nonlinear effects are significant 
even for low amplitudes. On the other hand, parametric excita@on is only effec@ve for large amplitudes. 
Khorshidi et al. [15] observed that for a func@onally graded (FG) energy harvester under base excita@on, 
increasing the FG index results in an increased voltage. In addi@on, performance enhancement of energy 
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harvesters has been pursued by many researchers and mainly lies in exploi@ng nonlinear behaviors. Zhang 
et al. [16] inves@gated an asymmetric tri-stable piezoelectric–electromagne@c energy harvester exposed 
to colored noise, and found that correla@on @me, electromechanical coupling, and @me constant ra@os 
determine the harvester performance. Also, the hybrid system generates more power than the individual 
transduc@on mechanism. Fan et al. [17] used a specific design to introduce internal resonance in a PZT 
energy harvester and found that this enhances bandwidth.   

Nevertheless, the target of energy harves@ng is usually powering sensors, and this is the key difference 
between conven@onal energy harves@ng and this research. Furthermore, some criteria such as charging 
@me and the ul@mate use of the energy are not considered in pure energy harves@ng studies. The 
applica@on of system energy recovery, that is sought in this research, will mean different concepts are 
studied, which will be discussed throughout this paper.  Limited research has been conducted in the use 
of system energy to control structures. For example, Bryant et al. [18] experimentally inves@gated the 
poten@al of a piezoelectric flow energy harvester to power a DC motor to actuate an aerodynamic control 
surface. The harvested energy was able to deflect a flap through a specific mechanism. However, no 
mathema@cal model was derived for further inves@ga@ons and the response of the airfoil was not studied. 
The idea of simultaneous energy harves@ng and vibra@on mi@ga@on via dual-purpose linear and nonlinear 
absorbers have been studied extensively [19-21], but the harves@ng and suppression modules were 
independent and the harvested energy was not used for actua@on purposes. 

Reviewing the literature, it is shown that despite a great deal of research that has been conducted on 
energy harves@ng for wireless sensing, along with notably fewer works for other applica@ons, no research 
has inves@gated the poten@al of vibra@on energy to realize self-powered tunable oscillators. To address 
this knowledge gap, this research inves@gates the idea of a self-powered tunable oscillator (SPTOS), using 
numerical, analy@cal, and approximate-analy@cal techniques. The motivation of the current approach is 
that, although many publications exist in the field of piezoelectric energy harvesting, based the authors’ 
knowledge, there is no comprehensive research that studies the potential of recovering the system energy 
to achieve a tunable oscillator, which is the focus of our research. First, an oscillator, energy conver@ng 
mechanism, and tuning approach are defined. The conversion mechanism, that acts as a bridge between 
the inherent energy of the system and the required energy for tuning, can be an electromechanical 
transduc@on mechanism. Due to the men@oned advantages of piezoelectric materials and their minimum 
interference with the host system oscilla@ons compared to other transducers, which is of crucial 
importance for the SPTOS, the system of oscillator and transduc@on mechanism is chosen to be a doubly-
clamped bimorph beam consists of a substrate layer which is covered by piezoelectric patches and driven 
by harmonic base excita@on. This structure plays the role of the oscillator whose frequency needs to be 
tuned and where energy can be extracted. Using a PZT material to recover energy also reduces the 
interference of the energy conversion mechanism with the oscillator performance, as opposed to sizeable 
mechanisms such as electromagne@c transduc@on. In addi@on, the tuning mechanism is chosen to be a 
magne@c device where a magne@c force is applied to the beam to alter its s@ffness, and in turn, its 
resonance frequency. The energy harves@ng circuit is connected to an external capacitor via a full bridge 
rec@fier to convert AC voltage to DC in order to store the energy. First, the dimensionless geometrically 
nonlinear model of the bimorph oscillator under a sinusoidal base excita@on and nonlinear magne@c force 
is derived in Sec@on 2. Two different scenarios of steady-state harmonic and chirp excita@ons will be 
considered for the base excita@on. The approximate-analy@cal solu@on for charging the external capacitor 
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is given in Sec@on 3. To assess the performance of the SPTOS, the dynamical response of the system in 
both @me and energy domains is inves@gated in Sec@on 4. Finally, the conclusions are given in Sec@on 5.  

 

 

2- Nonlinear electromechanical model 

2-1- Par(al differen(al equa(ons of the SPTOS 

The schema@c of the self-powered tunable oscillator (SPTOS) is shown in  Fig.  1. The oscillator is a bimorph 
beam that is comprised of an aluminum substrate layer and four Macro Fiber Composite (MFC) 
piezoelectric layers par@ally covering its surface.  Furthermore, two magnets are aQached to the midpoint 
of the bimorph, and they interact with two external sta@onary magnets located at a separa@on distance 
𝑑! from the ini@al posi@on of the moving magnets, and this acts as the magne@c actuator for frequency 
tuning. The whole system is driven by harmonic base excita@on with amplitude 𝑎" and frequency Ω. Two 
scenarios will be considered for the excita@on, which are steady-state frequencies and chirp excita@on. In 
this paper, subscripts s, p, and m denote the substrate layer, the PZT layer, and the magnet, respec@vely.  

 

 
 

Fig.  1 Schematic of the self-powered tunable oscillator with a magnetic actuator under sinusoidal base 
excitation 

 

Table 1. Geometrical and material properties of the SPTOS   

Parameter (symbol) Value (unit) Parameter Value (unit) 

Substrate length (𝐿!) 9 cm PZT Young’s modulus (𝑌") 15.86 GPa 
PZT length (𝐿") 4 cm Dimensionless damping ratio (𝜁#) 0.01 

Substrate width (𝑊!) 1 cm PZT strain constant (𝑑$#) -170 pm/V 
PZT width (𝑊") 1 cm Permittivity of PZT (𝑒$$) 19.36 nF/m 

Substrate thickness (𝑡!) 0.2 mm Magnet mass (𝑚%) 2.2 g 

PZT thickness (𝑡") 0.3 mm Magnet volume (𝑉%) 10*10*3 mm3 
Substrate mass density (𝜌!) 7800 kg/m3 Magnetic moment density (𝑀)  0.96 × 106 A/m 

PZT mass density (𝜌") 5440 kg/m3 Free-space permittivity (𝜇&) 4π × 10-7 Tm/A 
Substrate Young’s modulus (𝑌!) 212 GPa   
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The length, width, and thickness of the layers are denoted by 𝐿, 𝑊 and 𝑡, respec@vely. All PZT patches are 
iden@cal, and the magnets are chosen such that their widths are the same as the bimorph width. As the 
bimorph is composed of three sub-sec@ons, for further mathema@cal analysis, the lengths of the 
subsec@on from le] to right are denoted as 𝐿#, 𝐿$, and 𝐿%, respec@vely, where 𝐿# = 𝐿% = 𝐿& and 𝐿$ =
𝐿' − (𝐿# + 𝐿%). In the formula@on, the le] and right PZT layers on the upper surface are labeled as 1 and 
2. Likewise, the le] and right layers on the boQom surface are labeled as 3 and 4. The dimensions and 
physical proper@es of the system are given in Table 1. 

Next, by formula@ng the kine@c and poten@al energies of the electromechanical oscillator, as well as the 
work done by conserva@ve and non-conserva@ve forces, the governing equa@ons of the oscillator 
vibra@ons are extracted u@lizing the extended Hamilton’s principle, which states: 

, (𝛿𝑇 − 𝛿𝑈 + 𝛿𝑊( + 𝛿𝑊)()d𝑡 = 0
*!

*"
 (1) 

where 𝑇 and 𝑈 are the total kine@c and poten@al energies of the system, respec@vely. 𝑊+  and 𝑊)( are the 
work done by the conserva@ve and non-conserva@ve forces, respec@vely; the conserva@ve force is the 
magne@c actua@on force. Furthermore, 𝑡# and 𝑡$ are the lower and upper limits of integra@on @me and 𝛿 
denotes the varia@onal operator.  

To derive the geometrically nonlinear model governing the system that accounts for large displacements 
and rota@ons, a Cartesian coordinate system XYZ is aQached to the root of the beam and a local coordinate 
𝜉𝜂𝜁 is aQached to the beam cross-sec@on. The unit vectors along X, Y, and Z	axes are denoted by 𝐢,, 𝐢-, 
and 𝐢. and the unit vectors along 𝜉, 𝜂, and 𝜁 axes are denoted by 𝐢#, 𝐢$, and 𝐢%. Throughout this paper, 
vectors are denoted by boldface. Using these coordinate systems, the deformed configura@on of an 
element of the bimorph is shown in Fig.  2a. The posi@on vector of an arbitrary point of the beam a]er a 
deforma@on is shown by the vector 𝐑/. Furthermore, the cross-sec@on of the bimorph, neutral axis (n.a), 
and its associated dimensions are shown in Fig.  2b.  

 

 
 
 
 

 
(a) (b) 

Fig.  2 The bimorph: (a) deformed configuration of an element (b) cross-section  

Considering a reference point on an observed cross-sec@on in the undeformed configura@on that is 
located at (𝑠, 𝑦), the posi@on vector 𝐑/ of this point in the deformed configura@on is: 
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𝐑/ = ;𝑠 + 𝑢(𝑠, 𝑡)=𝐢, + ;𝑤"(𝑡) + 𝑤(𝑠, 𝑡)=𝐢- + 𝑦𝐢$ (2) 

where 𝑢(𝑠, 𝑡) and 𝑤(𝑠, 𝑡) are displacement components in the X and Y direc@ons, respec@vely. 
Furthermore, assuming that the upper and boQom magnets act as point-masses aQached at posi@ons 
(𝑠∗, 𝑡'/2) and (𝑠∗, −𝑡'/2), respec@vely, their associated posi@on vectors are defined as: 

𝐑12 = 𝑢(𝑠∗, 𝑡)𝐢, + ;𝑤"(𝑡) + 𝑤(𝑠∗, 𝑡)=𝐢- +
𝑡'
2
𝐢$ 

(3) 
𝐑1/ = 𝑢(𝑠∗, 𝑡)𝐢, + ;𝑤"(𝑡) + 𝑤(𝑠∗, 𝑡)=𝐢- −

𝑡'
2
𝐢$ 

Using the posi@on vectors of the beam reference point and magnets, the varia@on of the beam kine@c 
energy can be wriQen as [22]: 

𝛿𝑇 = −, [B;𝑚3 + 2𝑚4[𝐻5 +𝐻6]=�̈� + 2𝑚1�̈�∗δ(𝑠 − 𝑠∗)G 𝛿𝑢
5#

7

+ B;𝑚3 + 2𝑚4[𝐻8 +𝐻6]=(�̈� + �̈�") + 2𝑚9(�̈�∗ + �̈�")δ(𝑠 − 𝑠∗)G 𝛿𝑤]d𝑠 

(4) 

Here, 𝑚' is the substrate mass per unit length, 𝑚& is the PZT layer mass per unit length, and 𝑚9 is the 
magnet mass. In addi@on, δ is Dirac’s delta func@on and is used to write the magnet kine@c energy in 
integral form, 𝐿" is the bimorph length, and 𝐻5 and 𝐻:  are Heaviside func@ons used for the PZT layers to 
define their loca@on in the integra@ons. The Heaviside func@ons are defined as 

𝐻8 = [𝐻(𝑠) − 𝐻(𝑠 − 𝐿#)]					; 			𝐻6 = [𝐻(𝑠 − 𝐿# − 𝐿$) − 𝐻(𝑠 − 𝐿/)] (5) 

In addi@on, as rigid-body transla@ons and rota@ons do not yield any strain, local displacements with 
respect to the deformed coordinate system are used to derive fully nonlinear strain-displacement 
rela@onships. Hence, it is assumed that 𝜉𝜂 is aQached to the observed cross-sec@on, and then the local 
displacement vector is [23]: 

𝐔 = B𝑢#7(𝑠, 𝑡) − 𝑦𝜃%(𝑠, 𝑡)G 𝐢# + 𝑢$7(𝑠, 𝑡)𝐢$ (6) 

Here, 𝑢#7 and 𝑢$7 are the displacement components of the point on the reference line and 𝜃% is the rota@on 
angle with respect to the 𝜁 axis. As the displacement is local with respect to the 𝜂𝜁 plane, the local strain 
in the 𝐢# direc@on is obtained as: 

𝜖## = 𝑒 − 𝑦𝜌% (7) 

where 𝜖## is the reference point local strain in the 𝐢# direc@on, 𝑒 is the reference line strain (𝜕𝑢#7/𝜕𝑠), and 
𝜌% is the bending curvature about the 𝜁 axis (𝜕𝜃%/𝜕𝑠). The equa@ons rela@ng displacement components, 
axial strain, and rota@on angle are given in the Appendix.  

To derive the oscillator poten@al energy, it is assumed that PZT layers 1 and 2 are connected in series, PZT 
layers 3 and 4 are connected in series, and layer 2 is connected to layer 3 in series. Also, the poling 
direc@ons of layers 1 and 2 are in the posi@ve Y direc@on and the poling direc@on of layers 3 and 4 are in 
the nega@ve Y direc@on. The cons@tu@ve equa@ons of substrate and PZT layers are given in the Appendix. 
Using the strain field and cons@tu@ve equa@ons, the varia@on of the bimorph poten@al energy, which is 
composed of the substrate and PZT layers elas@c poten@al energies and the PZT layers electrical poten@al 
energy, is [22]: 
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𝛿𝑈 =O𝜎##3𝛿𝜖##'d𝑉3 +RO𝜎##4;𝛿𝜖##4;d𝑉4;

<

=>#

 (8) 

where the first volume integral is the varia@on of the substrate layer poten@al energy and the second term 
is the varia@on of the PZT layers poten@al energy, embracing both their elas@c and electrical poten@al 
energies. In Eq. (8), d𝑉' and d𝑉4; are the differen@al volume elements of the substrate layer and i-th PZT 
layer, respec@vely. Using the rela@onships in the Appendix, the varia@onal poten@al energy can be 
rewriQen as: 

𝛿𝑈 = , {(𝑌𝐴𝑒)?(𝑇##𝛿𝑢? + 𝑇#$𝛿𝑤?) − (𝑌𝐼𝜌% + 𝜃𝑉')?𝛿𝜃%}d𝑠 + (𝑌𝐼𝜌% + 𝜃𝑉')𝛿𝜃%|7
5$

5$

7
 (9) 

In Eq. (9), T## and 𝑇#$, the elements of the transforma@on matrix rela@ng deformed and undeformed 
configura@ons, and are defined in the Appendix. 𝑌𝐴, 𝑌𝐼, and 𝜃 are also defined in the Appendix.  

The problem has two dependent variables, namely 𝑢 and 𝑤, and as implied by rela@onships (A.1) and 
(A.8), and 𝜃% depends on 𝑢 and 𝑤. Thus, the varia@onal non-conserva@ve work comes from viscous 
damping in the 𝑢 and 𝑤 direc@ons and is defined as: 

𝛿𝑊)( = −, (𝑐#�̇�𝛿�̇� + 𝑐$�̇�𝛿�̇�)d𝑠
5$

7
 (10) 

where 𝑐# and 𝑐$ are the dimensional viscous damping coefficients in the 𝑢 and 𝑤 direc@ons, respec@vely.  

 

2-1-1 Magne(c actua(on 

To assess the performance of the SPTOS concept, magne@c actua@on is chosen as the actua@on technique. 
However, it must be highlighted that there are a variety of techniques for vibra@on control, and each of 
them has its own pros and cons. There are also other aspects regarding the actua@on, and therefore, 
before formula@ng the magne@c interac@on, first some discussions will be given on the actua@on.  

In terms of actua@on method, there are a variety of op@ons. For instance, conven@onal techniques, such 
as variable axial load [24, 25], have been used to control the s@ffness, but their implementa@on in prac@cal 
applica@ons is ques@onable. Later, smart materials-based approaches, such as piezoelectric actuators, 
have been proposed and shown to be promising. Although they have a large actua@on force and fast 
response, they are limited to a lower stroke and their resilience in harsh environments, such as high 
temperature applica@ons, is challenging. Shape memory alloy (SMA) actuators offer a large stroke, but 
they require a complex control algorithm because they are suscep@ble to metallic phase changes at a 
specific temperature [26, 27]. Among different techniques, magne@c-based actua@on has been shown to 
be promising and has found many applica@ons in different forms such as non-contact actua@on [28] and 
so]-magne@c materials [29], owing to its endurance in harsh condi@ons, excellent controllability, and 
simpler design. Non-contact magne@c actua@on, which is widely applied, including the one exploited in 
this research, and others such as magne@c bearing [30], is a promising method mainly because of its 
straighqorwardness in changing actua@on strength using posi@on or magne@c field.  

However, closed-loop posi@oning may need to be incorporated to sense and feedback the SPTOS 
deflec@on and determine the posi@on of the actuators for the desired change in the frequency. Another 
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concern is the response speed which may lead to a delay in tuning. It is directly related to the speed of the 
magnet mo@on during the tuning period, and thus the desired power. Nevertheless, it should be noted 
that this research only seeks to answer the fundamental ques@on if the inherent energy is sufficient to 
power a general magne@c actua@on, based on the calculated required work. 

The magne@c actua@on effect that tunes the oscillator s@ffness enters into the equa@ons through the 
conserva@ve work. To derive the magne@c actua@on force, the upper and lower external magnets are 
labeled as 1 and 4, respec@vely, and the upper and lower magnets on the bimorph are labeled as 2 and 3, 
respec@vely. The repelling force between each pair of interac@ng magnets tunes the s@ffness. Assuming 
an ini@al gap 𝑔7 between the upper magnets (1 and 2) as well as the lower magnets (3 and 4) and by 
considering a dipole-dipole interac@on model [8, 31], the force between pair (1 and 2) and pair (3 and 4) 
a]er moving the external magnets towards the beam magnets by a value of 𝑥 can be formulated as: 

𝐟#$ = −
3𝜇7𝑚#𝑚$

2𝜋(𝑔7 − 𝑥)<
𝐢-						; 			𝐟%< =

3𝜇7𝑚%𝑚<

2𝜋(𝑔7 − 𝑥)<
𝐢- (11) 

where 𝐟#$ is the force vector between magnets 1 and 2 and 𝐟%< is the force vector between magnets 3 and 
4. 𝜇7 is the free space permeability and 𝑚=  is the magne@c moment of the i-th magnet, which is obtained 
by mul@plying the magne@c moment density and magnet volume. In this research, the magnets are 
assumed to be repulsive (𝑚#𝑚$ > 0 and 𝑚%𝑚< > 0). Considering that the external magnets 1 and 4 are 
respec@vely displaced towards the beam magnets 2 and 3 through an equal incremental displacement 𝑑𝑥, 
the required incremental work done is: 

d𝑊@ = 𝐟#$. ;−d𝑥𝐢-= + 𝐟%<. ;d𝑥𝐢-= (12) 

Assuming all of the magnets are iden@cal and hence subs@tu@ng 𝑚=  with 𝑚#, by integra@ng the 
incremental work from zero to an arbitrary displacement 𝑥, and upon introducing a change of variable 
𝑑! = (𝑔7 − 𝑥), the total magne@c work due to the magne@c actua@on can be formulated as: 

𝑊@ =
𝜇7𝑚#

$

𝜋
d
1
𝑑!%
−

1
𝑑A7%

f				 ; 				𝑑A7 = 𝑑!(𝑥 = 0) = 𝑔7 (13) 

Since 𝑑! < 𝑑A7, the total work 𝑊@  due to the magne@c actua@on is posi@ve, as expected. By defining the 
dimensionless parameter 𝐷 = 𝑑!/𝑡', in which 𝑡' is the substrate layer thickness, the magne@c actua@on 
force can be wriQen in terms of the dimensionless parameter 𝐷 as: 

𝑊@ =
𝜇7𝑚#

$

𝜋𝑡'%
d
1
𝐷%

−
1
𝐷7%
f				 ; 				𝐷7 = 𝑔7/𝑡' (14) 

Next, once the external magnets are located at 𝑑!, they apply a permanent magne@c actua@on and tune 
the oscillator frequency. To model the magne@c actua@on, or equivalently the magne@c s@ffness, the 
forces between the upper pair and lower pair when the external magnets are fixed at the gap value of 𝑑! 
and the oscillator is vibra@ng are needed. Using the dipole-dipole model, the applied dynamical force 
(@me-dependent) from the external magnets onto the beam magnets are: 

𝐅#$ = −
3𝜇7𝑚#

$

2𝜋(𝑑! −𝑤∗)< 𝐢-					; 			𝐅%< =
3𝜇7𝑚#

$

2𝜋(𝑑! +𝑤∗)< 𝐢- (15) 

To dis@nguish between these dynamical (@me-dependent) forces and those sta@c forces (𝐟#$ and 𝐟%<), the 
dynamical forces are shown by uppercase boldfaces. In Eq. (15), 𝑤∗ denotes the deflec@on of the beam 
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where the magnets are aQached, which is the midpoint of the beam, i.e., 𝑤∗ = 𝑤(0.5𝐿" , 𝑡). Using Taylor’s 
series and expanding 𝐅#$ and 𝐅%< about  𝑤∗ = 0, the total magne@c actua@on force on the oscillator can 
be represented as the following nonlinear force: 

𝐅1BC ≅ −
𝜇7𝑚#

$

𝜋𝑑!<
d12 l

𝑤∗

𝑑!
m + 60 l

𝑤∗

𝑑!
m
%

f 𝐢-					 (16) 

Considering a varia@onal displacement vector δ𝐰∗, the varia@onal conserva@ve force due to the magne@c 
actua@on can be formulated as: 

𝛿𝑊+ = −
𝜇7𝑚#

$

𝜋𝑑!<
, d12l

𝑤∗

𝑑!
m + 60 l

𝑤∗

𝑑!
m
%

f δ(𝑠 − 𝑠∗)𝛿𝑤d𝑠
5$

7
				 (17) 

where Dirac’s delta func@on δ is used to write the integral form of the varia@onal conserva@ve force.  

Now, introducing Eqs. (4), (9), (10), and (17) into the extended Hamilton’s principle and elimina@ng  𝜃%, 
the par@al deriva@ve equa@ons governing the system are found as: 

𝑚"�̈� + 2𝑚9δ(𝑠 − 𝑠∗)�̈�∗ + 𝑐#�̇� − (𝑌𝐴𝑢?)? = q𝑌𝐴 B#
$
𝑤?$ − 𝑢?𝑤?$Gr

?
+ [𝑤?(𝑌𝐼(𝑤? −

𝑢?𝑤?)?)? − 2𝑢?𝑤?(𝑌𝐼𝑤??)?]? + (𝜃?𝑤?)?𝑉' − s𝜃?𝑤?;𝑤?$ + 2𝑢? − 3𝑢?$=t
?
𝑉'  

(18) 

𝑚"(�̈� + �̈�") + 2𝑚9(�̈�∗ + �̈�")δ(𝑠 − 𝑠∗) + 𝑐$�̇� + (𝑌𝐼𝑤??)?? + 𝐶9 v12 B
D∗

E&
G +

60BD
∗

E&
G
%
wδ(𝑠 − 𝑠∗) = q𝑌𝐴 B𝑢?𝑤? − 𝑢?$𝑤? + #

$
𝑤?%Gr

?
+ v[𝑌𝐼(𝑢?𝑤?)?]?(1 − 𝑢?) +

(𝑌𝐼𝑤??)?;𝑢? − 𝑢?$ +𝑤?$= − q𝑌𝐼 B𝑢?$𝑤? − #
%
𝑤?%G

?
r
?
w
?
− 𝜃??𝑉' + (𝜃?𝑢?)?𝑉' − q𝜃? B−𝑤?$ +

%
$
𝑢?𝑤?$ + 𝑢?$ − 𝑢?%Gr

?
𝑉'  

(19) 

The associated boundary condi@ons are given in the Appendix. In Eqs. (18) and (19), the total mass per 
unit length of the substrate and PZT layers is shown by 𝑚". As Eq. (18) shows, for the current configura@on 
of PZT layers, the voltage terms in the longitudinal equa@on of mo@on only contain nonlinear coefficients, 
which are small and imply that linear longitudinal vibra@ons do not produce any significant voltage. The 
physical reason is that during linear longitudinal vibra@ons, all layers experience the same strain and due 
to the opposite poling of the upper and lower layers, their voltages cancel out each other. However, for 
nonlinear vibra@ons, the nonlinear terms, which contain the lateral deflec@on, can generate voltage.  

For a slender beam, the longitudinal natural frequencies are much higher than the lateral natural 
frequencies, and consequently, 𝑢 is mainly excited by 𝑤 [23]. In addi@on, in Eq. (18), the terms 
propor@onal to YI are negligible and due to the small value of the electromechanical coupling terms, the 
terms propor@onal to voltage are also negligible. Accordingly, Eq. (18) yields [32]: 

(𝑌𝐼𝑢?)? = l
1
2
𝑌𝐴𝑤?$m

?
 (20) 

Integra@ng Eq. (20) over the length of the beam gives: 
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𝑢? = −
1
2
𝑤?$ +

𝑐(𝑡)
𝑌𝐴

 (21) 

where 𝑐(𝑡) is an unknown @me-dependent func@on. Applying the geometric boundary condi@ons in the 
longitudinal direc@on, 𝑐(𝑡) is found to be: 

𝑐(𝑡) =
𝑌𝐴xxxx
2
, 𝑤?$d𝑠
5$

7
											 ; 					

1
𝑌𝐴xxxx

=
𝐿# + 𝐿%

𝑌'𝐴' + 2𝑌&𝐴F
+

𝐿$
𝑌'𝐴'

 (22) 

Using Eq. (22) in Eq. (21), it is found that: 

𝑢? = −
1
2
𝑤?$ +

1
2
𝑌𝐴xxxx
𝑌𝐴

, 𝑤?$d𝑠
5$

7
 (23) 

Equa@on (23) relates the longitudinal and lateral vibra@ons and shows that 𝑢 = 𝑂(𝑤$). This equa@on is 
used to reduce the number of equa@ons of mo@on from two to one. Hence, by inser@ng Eq. (23) into Eq. 
(19) and keeping up to cubic terms in 𝑤, neglec@ng the terms propor@onal to YI and also neglec@ng the 
nonlinear electromechanical coupling terms, the equa@on governing the lateral vibra@ons is: 

𝑚"(�̈� + �̈�") + 2𝑚9(�̈�∗ + �̈�")δ(𝑠 − 𝑠∗) + 𝑐$�̇� + (𝑌𝐼𝑤??)?? + 𝐶9 v12 B
D∗

E&
G +

60BD
∗

E&
G
%
wδ(𝑠 − 𝑠∗) − qGH

IIII

$
𝑤? ∫ 𝑤?$d𝑠5$

7 r
?
+ 𝜃??𝑉' = 0  

(24) 

In Eq. (24), which is an integro-differen@al equa@on, the nonlinear integral term is a cubic nonlinearity 
resul@ng from the midplane stretching effect.   

The coupled electrical equa@on governing the SPTOS electrical circuit can be obtained using either the 
extended Hamilton’s principle or Gauss’s law, and the laQer is exploited in this research.  For the current 
bimorph, the PZT layers are connected in series, and each PZT layer can be regarded as a pair of parallel 
current source 𝑖& and capacitor 𝐶&, and therefore in total, four such pairs are connected in series.  In 
addi@on, a full bridge rec@fier (FBR), composed of four diodes, is connected to the output terminal of the 
PZT layers and converts the AC harvested voltage to a DC voltage using forward and reverse biasing roles 
to store the voltage in the external capacitor. The stored voltage/energy can be used to supply power to 
the magne@c actuator and tune the oscillator frequency. The schema@c of the electrical circuit is shown 
in Fig.  3.  

 
Fig.  3 The schematic of the SPTOS coupled electrical circuit with the full bridge rectifier  

 

Applying the Gauss’s law to a PZT layer in the case of no external load and FBR gives: 
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d
d𝑡
,𝐃. 𝐧	d𝐴 = 0
H

 (25) 

where 𝐃 is the electric displacement vector, 𝐧 is the unit outward normal vector to the electrode area, 
and 𝐴 is the electrode area. Considering one of the PZT layers, e.g. layer 1, the electric displacement and 
unit vector are: 

𝐃$ = ~𝑑%#𝑌&𝜖## + 𝜀̅'%% d−
𝑉'
4𝑡&

f� 𝐢-									; 			𝐧 = 𝐢- (26) 

where 𝜀̅'%% is the piezoelectric permisvity constant at constant strain. Inser@ng Eq. (26) into Eq. (25) gives: 

𝜀̅'%%𝑊&𝐿#
4𝑡&

�̇�' + 𝑑%#𝑌&𝑊& l
𝑡' + 𝑡&
2 m, �̇�??

5"

7
d𝑠 = 0 (27) 

By introducing: 

𝐶& =
𝜀̅'%%𝑊&𝐿#

𝑡&
						 ; 				𝜒 = −𝑑%#𝑌&𝑊&(

𝑡' + 𝑡&
2

) (28) 

Equa@on. (27) gives: 

𝐶&
4
�̇�3 − 𝜒, �̇�??

5"

7
d𝑠 = 0 (29) 

In terms of Kirchhoff’s current law, the second term of Eq. (29) states that a PZT layer can be considered 
as a current source. Now, when the FBR is forward biased and passes the current 𝑖J, the external capacitor 
is in parallel with the four PZT current source-capacitor pairs. Thus, by wri@ng Kirchhoff’s current law at 
the node labeled 1 in Fig.  3, the circuit equa@on in the case of the FBR is: 

𝐶&
4
�̇�' + 𝐶K(�̇�' − 𝜒, �̇�??

5"

7
d𝑠 = 0 (30) 

where the first and second terms in Eq. (30) are the current passing through the internal (for the PZT layer) 
and external capacitors, respec@vely.  

 

2-2- Discre(zed and dimensionless equa(ons of SPTOS 

In this research, dimensionless equa@ons will be used to study the proposed idea in a general form. 
Galerkin’s discre@za@on method will be applied to discre@ze the system and obtain the associated ordinary 
differen@al equa@ons (ODEs), and then the dimensionless ODEs will be obtained. It is preferred to use the 
bimorph fundamental frequency as a characteris@c frequency to drive dimensionless @me and make the 
dimensionless frequency of the bimorph equal to unity. As the oscillator is tunable, its first mode is of 
interest in this research. Specifically, for beams with cubic nonlineari@es, given the excita@on frequency is 
in the vicinity of the beam first natural frequency, a good approxima@on may be obtained using a 
discre@za@on based on the linear first mode [23, 33]. So, although accuracy may be improved using more 
degrees of freedom, a good understanding on the dynamics of the system, that is sufficient for the current 
problem, is obtained from the single degree of freedom approxima@on. Therefore, the lateral bimorph 
deflec@on 𝑤(𝑠, 𝑡) is separated in space and @me domains as: 
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𝑤(𝑠, 𝑡) = 𝜑(𝑠)𝑞(𝑡) (31) 

where 𝜑(𝑠) is the first mode shape of the bimorph beam and 𝑞(𝑡) is its associated temporal func@on. As 
shown in the schema@c diagram of Fig.  1, the oscillator is a composite beam comprised of a substrate 
layer and four par@al piezoelectric patches covering its surface. Moving from the le] to right, sub-sec@ons 
1 and 3 are sandwich parts composed of a substrate and two piezoelectric layers and sub-sec@on 2 is the 
sole substrate layer. Performing the separa@on of variables on each sub-sec@on of the uniform, linear, 
undamped, and unforced PDE governing the beam, the following fourth-order equa@ons will be obtained 
[34, 35]: 

⎩
⎪⎪
⎨

⎪⎪
⎧ 𝜑#

(=!)(𝑠) −
(𝑚' + 2𝑚&)𝜔$

𝑌'𝐼' + 2𝑌&𝐼&
𝜑#(𝑠) = 0					; 															0 < 𝑠 < 𝐿#																				

𝜑$
(=!)(𝑠) −

𝑚'𝜔$

𝑌'𝐼'
𝜑$(𝑠) = 0																					; 													𝐿# < 𝑠 < 𝐿# + 𝐿$												

𝜑%
(=!)(��) −

(𝑚' + 2𝑚&)𝜔$

𝑌'𝐼' + 2𝑌&𝐼&
𝜑%(𝑠) = 0				; 									𝐿# + 𝐿$ < 𝑠 < 𝐿"														

 (32) 

where 𝜑=(𝑠), i=1, 2, and 3, is the mode shape of the i-th sub-sec@on. Thus, a par@al mode shape can be 
aQributed to each sub-sec@on, and the mode shape of the beam, 𝜑(𝑠), is composed of these sub-mode 
shapes. The mode shapes for sub-sec@ons 1, 2, and 3 are respec@vely the solu@ons of Eqs. (32)a, b, and c, 
which are: 

𝜑=(𝑠) = 𝐴= sin(𝜆=𝑠) + 𝐵= cos(𝜆=𝑠) + 𝐶= sinh(𝜆=𝑠) + 𝐷= cosh(𝜆=𝑠)											 ; 								𝑖 = 1, 2, and	3 (33) 

where 𝐴= , 𝐵= , 𝐶=  and 𝐷=  are constants to be determined. In addi@on, 𝜆=  is the eigenvalue for the i-th sub-
sec@on mode shape, and is defined as: 

𝜆#,% = �
(𝑚' + 2𝑚&)𝜔$

𝑌'𝐼' + 2𝑌&𝐼&

'
			 ; 			𝜆$ = �

𝑚'𝜔$

𝑌'𝐼'

'
			 (34) 

Inspec@ng Eq. (34), one can find that 𝜆$ and 𝜆% relates to 𝜆# as: 

𝜆$ = 𝜆#�
𝑚'(𝑌'𝐼' + 2𝑌&𝐼&)
(𝑚' + 2𝑚&)𝑌'𝐼'

'
			 ; 		𝜆% = 𝜆# (35) 

Therefore, there are twelve unknown coefficients 𝐴= , 𝐵= , 𝐶=  and 𝐷=  and one unknown eigenvalue 𝜆#. To 
obtain these thirteen unknowns, the geometric boundary condi@ons at the clamped ends and the 
con@nuity of the beam displacement, slope, moment, and shear at the connec@on points of the sub-
sec@ons will be used. Specifically, there are four boundary condi@ons on the deflec@on and slope at 𝑠 = 0 
and 𝑠 = 𝐿" along with eight con@nuity condi@ons at connec@on points of the sub-sec@ons and thirteen 
unknowns. However, as shown later, the remaining unknown will be obtained using the mode shape 
normaliza@on.  

The geometric boundary condi@ons at 𝑠 = 0 and 𝑠 = 𝐿" are: 

�𝜑#
(0) = 0

𝜑#′(0) = 0 �𝜑%
(𝐿") = 0

𝜑%′(𝐿") = 0 (36) 
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and the con@nuity of deflec@on, slope, moment, and shear at 𝑠 = 𝐿# and 𝑠 = 𝐿# + 𝐿$ are: 

⎩
⎨

⎧
𝜑#(𝐿#) = 𝜑$(𝐿#)																							
𝜑#? (𝐿#) = 𝜑$? 	(𝐿#)																							
𝑌+𝐼+𝜑#??(𝐿#) = 𝑌'𝐼'𝜑$??(𝐿#)									
𝑌+𝐼+𝜑#???(𝐿#) = 𝑌'𝐼'𝜑$???	(𝐿#)						

	 

⎩
⎨

⎧
𝜑$(𝐿# + 𝐿$) = 𝜑%(𝐿# + 𝐿$)																							
𝜑$? (𝐿# + 𝐿$) = 𝜑%? 	(𝐿# + 𝐿$)																							
𝑌'𝐼'𝜑$??(𝐿# + 𝐿$) = 𝑌+𝐼+𝜑%??(𝐿# + 𝐿$)									
𝑌'𝐼'𝜑$???(𝐿# + 𝐿$) = 𝑌+𝐼+𝜑%???	(𝐿# + 𝐿$)						

 

 

(37) 

In Eq. (37), the le] and right columns are the con@nuity condi@ons at 𝑠 = 𝐿# and 𝑠 = 𝐿# + 𝐿$, respec@vely. 
The four condi@ons show the con@nuity of deflec@on, slope, moment, and shear, respec@vely. Now, using 
the geometric boundary condi@ons at 𝑠 = 0, which are given in Eq. (36), 𝐶# and 𝐷# are wriQen in terms of 
𝐴# and 𝐵#. Thus, 𝜑#(𝑠) is expressed in terms of 𝐴# and 𝐵#. Next, using the con@nuity condi@ons at 𝑠 = 𝐿#, 
which are given in Eq. (37), the coefficients 𝐴$, 𝐵$, 𝐶$, and 𝐷$ are derived in terms of 𝐴# and 𝐵#, and 
consequently, 𝜑$(𝑠) is also wriQen as a func@on of 𝐴# and 𝐵#. Finally, using the con@nuity condi@ons at 
𝑠 = 𝐿# + 𝐿$, which are also given in Eq. (37), coefficients 𝐴%, 𝐵%, 𝐶%, and 𝐷%, and in turn, 𝜑%(𝑠), are also 
wriQen in terms of 𝐴# and 𝐵#. Finally, using 𝜑%(𝑠) and the geometric boundary condi@ons at 𝑠 = 𝐿", a 
system of homogeneous equa@ons, [𝑪][𝐴#, 𝐵#]@ = 0, is obtained. Sesng the determinant of matrix [𝑪], 
which is a transcendental equa@on, equal to zero, yields the eigenvalue 𝜆# and solving one of the equa@ons 
of this system, gives 𝐵# in terms of 𝐴#. Therefore, the eigenvalue 𝜆#  and all the unknown mode shape 
coefficients except 𝐴# have been obtained, and 𝜑#(𝑠), 𝜑$(𝑠), and 𝜑%(𝑠), and consequently 𝜑(𝑠) are 
wriQen in terms of 𝐴#. Finally, this remaining constant will be obtained using a normaliza@on condi@on, 
which in this research is chosen to be such that the mode shape at midpoint 𝑠 = 𝐿"/2 is set to be one. 
That is 𝜑(𝐿"/2) = 1. Therefore, all the unknowns associated with the sub-section mode shapes are 
obtained and the mode shape of the beam is uniquely defined. Using the Heaviside functions defined in 
Eq. (5), the mode shape of the composite beam can be written as: 

𝜑(𝑠) = 𝜑#(𝑠)𝐻5 + 𝜑$(𝑠)[𝐻(𝑠 − 𝐿#) − 𝐻(𝑠 − 𝐿# − 𝐿$)] + 𝜑%(𝑠)𝐻: 						; 			0 < 𝑠 < 𝐿" (38) 

where 𝐻(𝑠) denotes the Heaviside func@on. Now, using Eqs. (31) and (38) in Eqs. (24), pre-mul@plying it 
by 𝜑(𝑠), integra@ng over the beam length, and using Eqs. (31) and (38) in Eq. (30), the following ODEs 
associated with the PDEs are obtained: 

�̈� + 2𝜁𝜔�̇� + 𝜔$𝑞 + 𝑎%𝑞% + 𝑏#𝑞 + 𝑏%𝑞% + 𝜃"𝑉' = 𝑀O𝐴" sin(Ω𝑡) 
(39) 

𝐶&
4
�̇�' + 𝐶O+�̇�' = 𝜃P�̇� (40) 

where for the sake of simplicity, the dependency of the generalized coordinate 𝑞 and voltage 𝑉' on @me 𝑡 
is not shown. In Eq. (39), 𝜁, 𝜔, and 𝑎% are respec@vely the dimensionless damping ra@o, natural frequency, 
and cubic nonlinearity due to the mid-plane stretching effect. Furthermore, 𝑏# and 𝑏% are respec@vely the 
contribu@ons of linear and nonlinear parts of the magne@c force. In addi@on, 𝜃" is the backward 
electromechanical coupling, 𝑀O is the modal coefficient of the external excita@on, and 𝐴" is the base 
excita@on amplitude. In addi@on, in Eq. (40), 𝜃P is the forward electromechanical coupling. The coefficients 
of these two equa@ons are given in Eq. (A.10) in the Appendix. 

Note that, as shown in the Appendix, the backward electromechanical coupling is a scaled version of the 
forward coupling by the factor 1/𝑀OQ. If the mode shape was mass-normalized, the equivalent mass 𝑀OQ 
would be one, and the forward and backward electromechanical couplings would be the same. In addi@on, 
both 𝜃P and 𝜃" are propor@onal to 𝜑′#(𝑠 = 𝐿#). This shows that if the piezoelectric layers covered the 
whole length of the beam, due to the clamped boundary condi@on at 𝑠 = 𝐿", the electromechanical 



14 
 

couplings would be zero and no electrical energy could be extracted from the beam vibra@ons. Owing to 
this reason, for energy harves@ng from a doubly-clamped bimorph, the piezoelectric layers must par@ally 
cover the beam.  

Next, the dimensionless form of the ODEs will be obtained. Hence, the following dimensionless variables 
are introduced [22, 36]: 

𝑞x =
𝑞
𝑡'
			 ; 			𝑉x =

𝐶&
𝜃𝑡'

𝑉'			; 		𝜏 = 𝜔𝑡		; 		𝑥 =
𝑠
𝐿"
			 (41) 

where, 𝑞x, 𝑉x  and 𝜏 are the dimensionless generalized coordinate, voltage, and @me, respec@vely. 𝜃 is 
defined in Eq. (A.10) in the Appendix. In addi@on, 𝑥  denotes the dimensionless coordinate, and used to 
make the mode shape dimensionless, which is denoted by 𝜑x(𝑥). Introducing these parameters into Eqs. 
(39) and (40), the dimensionless ODEs are obtained as: 

𝑞x?′ + 2𝜁𝑞x? + (1 + 𝛽#)𝑞x + 𝛽%𝑞x% + Θ𝑉x = 𝛬"̅ sin(Ω�𝜏) 
(42) 

𝑉x ?

4
+ 𝐶:𝑉x ? = 𝑞x? (43) 

In Eqs. (42) and (43), the over-prime shows differen@a@on with respect to the dimensionless @me and 
the coefficients are defined as: 

𝛽# =
𝑏#
𝜔$ 		 ; 		𝛽% =

(𝑎% + 𝑏%)𝑡'$

𝜔$ 		 ; 		Θ =
𝜃$

𝑀KR𝐶&𝜔$ 		 ; 		Ω� =
Ω
𝜔
		; 		�̅�" =

𝑀O𝐴"
𝜔$𝑡'

		 ; 		𝐶: =
𝐶O+
𝐶&
	 (44) 

It is worth men@oning that 𝛽# is the contribu@on of the linear magne@c s@ffness, 𝛽% is the dimensionless 
total cubic nonlinearity represen@ng the mid-plane stretching and magne@c nonlineari@es, and 𝐶:  
denotes the dimensionless ra@o of the external capacitance to internal (piezoelectric) capacitance. In view 
of Kirchoff’s current law, the right-hand side (RHS) of Eq. (43) can be interpreted as a current source and 
the first and second terms of the le]-hand side (LHS) of Eq. (43) are respec@vely current passing through 
one of piezoelectric layers capacitance with capacity of 1/4 and an external capacitance with the capacity 
of 𝐶:. For numerical simula@ons, the second term on the LHS of Eq. (43) is mul@plied by a Heaviside 
func@on to account for forward biased and backward biased ac@ons of the FBR, which are direc@ng or 
blocking the current towards the FBR based on the instantaneous voltage stored in the external capacitor. 
If the stored voltage in the capacitor one @me step before is lower than the instantaneous voltage, the 
FBR is forward biased, passes the current and voltage, and adds to the stored voltage in the capacitor. 
Otherwise, the FBR is backward biased and current generated by the bimorph is blocked by the FBR.   

It should be men@oned that in the current approach where the mode shape is scaled to have a maximum 
value of 1, the dimensionless mode shape 𝜑x(𝑥) at the beam midpoint (𝑥 = 0.5) is s@ll equal to one, and 
subsequently, the dimensionless deflec@on of the beam midpoint is equal to 𝑞x(𝜏). Thus, throughout this 
research, the dimensionless deflec@on of the beam 𝑤�  at its midpoint equals 𝑞x(𝜏).  

 

 

3- Analy2cal approxima2on for external capacitor charging 2me  

To assess the charging @me of the external capacitor, different assump@ons can be adopted. These include: 
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(1) Considering both the transient time of the response and residual voltage in the capacitor from the 
previous frequency step 

(2) Neglecting the transient time of the response but considering the residual voltage in the capacitor 
from the previous frequency step 

(3) Neglecting the transient time of the response and residual voltage in the capacitor from the previous 
frequency step 

Obviously, among these, op@on (1) is closer to reality. One can consider that the system starts with an 
ini@ally empty capacitor at a specific frequency. Furthermore, the transient @me can be affected by the 
system damping, and different cases can be realized for the charging process. In any case, due to the 
presence of the transient response, no maQer if one considers the residual voltage or not, both op@ons 
(1) and (2) require numerical integra@on.  

On the other hand, as described in what follows, if op@on (3) is considered, the charging @me in the case 
of steady-state frequency change, although not chirp excita@on, can be predicted using an analy@cal 
formula. In this case, the open circuit voltage (𝑉S+) can be easily obtained using the HBM solu@ons. This is 
not only computa@onally efficient but also provides a criterion for comparing the charging @me regardless 
of the transient @me for different excita@on frequencies and amplitudes. To obtain the charging @me of 
the external capacitor under a steady-state change of excita@on frequency in accordance with op@on (3), 
the dimensionless circuit equa@on is considered in the following piecewise form: 

𝑉x ?

4
= 𝑞x′																																			

𝑉x ?

4 + 𝐶:𝑉
x ? = 𝑞x′																					

 
Reverse biased FBR 

(45) 

Forward biased FBR 

where the first equa@on holds true when there is no current flow towards the FBR, and the second 
equa@on is valid when current flows towards the FBR.  In both of these cases, the RHS of the equa@on, 
that is the beam velocity, is indeed a current source. Assuming the beam velocity response as a sinusoidal 
signal such as 𝑞x? = 𝑞x7	Ω� sin(Ω�𝜏), which is closely in agreement with the HBM response, and using the 
second equa@on of Eq. (45) , or equivalently, the current divider rule, the governing equa@on of the 
external capacitor current (𝐼J�(𝜏)) can be wriQen as the following piecewise func@on [37, 38]:  

𝐼J�(𝜏) = �
0																																															𝑖𝜋 ≤ 	Ω�𝜏 ≤ 𝑟= 																																																																				
4𝐶:

1 + 4𝐶:
𝐼 ̅¢&	| sin(Ω�𝜏) |											𝑟= ≤	Ω�𝜏 ≤ (𝑖 + 1)𝜋																																																								

 (46) 

Here, the first and second sub-func@ons govern the reverse and forward biased cases, respec@vely. In 
addi@on, Ω�𝜏 is a scaled @me and 𝐼 ̅¢& = 𝑞x7Ω� is the amplitude of the current source. Integra@ng Eq. (45) over 
the @me that no current flows toward the FBR and introducing the change of variable 𝜏̅ = Ω�𝜏, gives: 

cos(𝑟=) = cos(𝑖𝜋) −
Ω�

4𝐼̅¢&
[𝑉x(𝑟=) − 𝑉x(𝑖𝜋)] (47) 

Note that, in odd half-cycles (i=1, 3, …) and even half-cycles (i=2, 4, …), the following values hold: 

£
𝑉x(𝑟=) = −𝑉x(,;				
𝑉x(𝑖𝜋) = 𝑉x(,;								

	 ; 			𝑖 = 1, 3, … £
𝑉x(𝑟=) = 𝑉x(,;				
𝑉x(𝑖𝜋) = −𝑉x(,;

 ; 			𝑖 = 2, 4, … (48) 
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and for the first even half-cycle (i=0), 𝑉x(,; = 0 since there is no voltage ini@ally stored in the external 
capacitor at the beginning of charging process. Thus, subs@tu@ng Eq. (48) into Eq. (47) results in: 

cos(𝑟=) =

⎩
⎪
⎨

⎪
⎧−1 +

Ω�𝑉x(,;
2𝐼 ̅¢&

												𝑖 = 1, 3, 5, …

1 −
Ω�𝑉x(,;
2𝐼̅¢&

													𝑖 = 2, 4, 6, …
 (49) 

On the other hand, during the external capacitor charging @me, integra@ng the capacitor general equa@on, 
𝐼J�(𝜏) = 𝐶:𝑉x+′ and using the new @me scale 𝜏̅ = Ω�𝜏, gives: 

, 𝐼J̅(�̅�)
(=U#)V

J(
d�̅� = Ω�𝐶:[𝑉x(,;U# − 𝑉x(,;] (50) 

where 𝑉x(,; = 𝑉x+(𝑟=) and 𝑉x(,;U# = 𝑉x+;(𝑖 + 1)𝜋=. 

By integra@ng the second equa@on of Eq. (46) and using the new @me scale along with Eqs. (49) and 
(50), one finds: 

𝑉x(,;U# = �̅�𝑉x(,; + 𝐵x											; 						 �̅� = 1 −
2

1 + 4𝐶:
< 1			and			𝐵x =

8𝐼̅¢&
Ω�(1 + 4𝐶:)

	 (51) 

Equa@on (51) is a recursive equa@on that relates the external capacitor voltage in the (i+1)-th half-cycle 
to the voltage of the i-th half-cycle.  Considering that 𝑉x(,7 = 0, the recursive equa@on can be wriQen in 
the following series form: 

𝑉x(,;U# = 𝐵x R �̅�W
=X#

W>7

=
;�̅�= − 1=𝐵x
�̅� − 1

	 (52) 

As �̅� < 1, the steady-state voltage of the capacitor, that is obtained by increasing 𝑖 to a sufficiently large 
number (𝑖 → ∞), is obtained as: 

𝑉x(,Y =
𝐵x

1 − �̅�
 (53) 

Using the �̅� and 𝐵x  defini@ons given in rela@onship (51), the steady-state voltage of the external capacitor 
is found to be: 

𝑉x(,Y = 4𝑞7 (54) 

On the other hand, using 𝑞x? = 𝑞x7	Ω� sin(Ω�𝜏) in the first equa@on of Eq. (45), which is the open-circuit 
equa@on, and integra@ng, one finds that: 

𝑉x = −𝑉xZ( cos(Ω�𝜏)				 ; 		𝑉xZ( = 4𝑞x7 (55) 

where 𝑉xS+  is the amplitude of the open-circuit voltage. Thus, the external capacitor voltage at steady-state 
reaches the open-circuit voltage (𝑉x(,Y = 𝑉xZ(), where the FBR is reverse biased. This conclusion makes 
sense, because in steady-state, the external capacitor is full, and no voltage is passed through the FBR. 
Using this fact, and since the dimensional stored energy in the external capacitor at steady-state is: 
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𝐸(,Y =
1
2
𝐶K(𝑉Z($  (56) 

where 𝑉Z( is the dimensional open-circuit voltage, the dimensionless energy stored in the capacitor can 
be wriQen as: 

𝐸x(,Y =
1
2
𝐶:𝑉xZ($  (57) 

By comparing the dimensionless voltage and capacitance ra@o in Eq. (57) with their defini@ons, one can 
observe that the dimensionless stored energy is related to the dimensional stored energy via: 

𝐸x(,Y = 𝑒J𝐸(,Y					; 		𝑒J = d
𝐶&

Θ$𝐿([$
f (58) 

where 𝑒J  is the coefficient that makes the stored energy dimensionless. Using the recursive equa@on 
governing the external capacitor (Eq. (52)), the number of half cycles required to charge the external 
capacitor to a specific level can be obtained. To do so, consider the desired voltage value to be:  

𝑉x(,1 = 𝐵x R �̅�9
9X#

W>7

=
(�̅�9 − 1)𝐵x
�̅� − 1

	 (59) 

where m is the number of the half cycles. Also, consider the ra@o of this voltage to the steady-state voltage 
(𝑉x(,Y) to be 𝑣:. Thus, based on this requirement and using Eq. (53) along with Eq. (59), the number of half 
cycles (m) is found to be: 

𝑚 =
log(1 − 𝑣:)

log(1 − 2
4 + 𝐶:

)
	 (60) 

Therefore, the number of half cycles depends on the desired voltage level and dimensionless capacitance 
ra@o. Also, Eq. (60) shows that the larger the value of 𝑣:, the higher the number of required half cycles. 
Furthermore, by increasing the dimensionless capacitance ra@o 𝐶:, the number of half cycles increases. 
This implies that if, according to Eq. (57), the level of stored voltage is increased through increasing 𝐶:, the 
number of half cycles, and therefore, the @me required for charging the external capacitor increase. Finally, 
to determine the @me required to reach the desired voltage level 𝑉x(,1, it should be noted that the @me 
required to complete each half-cycle equals half of the response period. According to the HBM results, the 
response period equals the excita@on period, and it is equal to ($V

\]
 ). Thus, the total charging @me is the 

@me required to complete m half cycles, that is: 

𝑡A) =
𝑚𝜋
Ω�

 (61) 

Accordingly, increasing the voltage ra@o 𝑣:  and/or capacitance ra@o 𝐶:, increases the @me required to 
charge the external capacitor. In addi@on, for fixed values of 𝑣:  and 𝐶:, increasing the excita@on frequency 
Ω� reduces the charging @me.  

Mul@plying the dimensional work that is given in Eq. (14) by 𝑒J, the dimensionless work required to locate 
the magnets at specific loca@on is: 
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𝑊�@ = 𝑒J𝑊@  (62) 

It should be men@oned that the efficiency of the SPTOS is directly related to the efficiency of the actua@on 
mechanism. Specifically, the above-calculated work required to locate the magnets would be increased if 
there is any dissipa@on in the actua@on mechanism. However, this does not fundamentally affect the 
model and indeed its effect can be considered in the required work in Eq. (62) as a greater than one 
coefficient. Equivalently, its effect can be compensated by mul@plying the stored energy in Eq. (57) by a 
smaller than one coefficient. As this strongly depends on the actuator efficiency and is quite likely to be 
eliminated to a great extent with a suitable design, in this research, we assume such a dissipa@on does not 
exist and all dissipa@ons are considered in the viscous damping. Another prac@cal requirement is that the 
actuators be non-backdrivable to maintain a prescribed gap when there is no current applied to them. This 
is quite achievable, as gearboxes can make actuators non-backdrivable or self-locking. 

 

 

4- Results and discussions 

4-1-Simula(ng the capacitor charging process: steady-state frequency sweep 

To examine the electrical response and validate the analysis of Sec@on 3, the electrical response of the 
circuit will be analyzed using numerical integra@on for the case of steady-state frequency sweep. To this 
end, the oscillator velocity 𝑞x?, or equivalently the current source, is assumed to be in the following form: 

𝑞x? = 𝑞x7	Ω� sin(Ω�𝜏) 
(63) 

As the qualita@ve behavior of the circuit is of interest, the amplitude and frequency of the current source 
are assumed to be 𝑞x7 = 1 and Ω� = 1, respec@vely. Furthermore, to decrease the charging @me and make 
the curves as clear as possible, the capacitance ra@o is also assumed to be 𝐶: = 1. Using these 
assump@ons, the @me histories of the current source or oscillator velocity (𝑞x?), PZT voltage (𝑉x ), external 
capacitor voltage (𝑉xK(), and current passing through the FBR (𝐼J� ) are given in Fig.  4. In this figure, the 
border @mes 𝑟=  associated with the forward and reverse biased states are calculated using Eq. (49) and 
ploQed with black dashed lines. In addi@on, to show the convergence of the PZT and external capacitor 
voltages into the open circuit voltage, the red horizontal dashed-doQed lines in Fig.  4b and c show the 
open-circuit voltage amplitude V�Z( , which equals 4𝑞x7.   

According to Fig.  4b, the PZT AC voltage increases from zero and approaches the steady-state amplitude, 
which as discussed earlier and as shown in the figure, is the open circuit voltage amplitude. Furthermore, 
based on Fig.  4c, the external capacitor DC voltage, which is posi@ve, increases and it also approaches the 
steady-state voltage amplitude, in accordance with the discussions in Sec@on 3. Based on Fig.  4b and c, 
the PZT and external capacitor voltage signals behave differently in the regions 𝑖𝜋 ≤ 	Ω�𝜏 ≤ 𝑟=  and 𝑟= ≤
	Ω�𝜏 ≤ (𝑖 + 1)𝜋, in agreement with the mathema@cal analysis in Sec@on 3. Specifically, based on Fig.  4c, 
the slope of the voltage curve in regions where 𝑖𝜋 ≤ 	Ω�𝜏 ≤ 𝑟=  is constant, and it increases in regions where 
𝑟= ≤	Ω�𝜏 ≤ (𝑖 + 1)𝜋, before the steady-state @me. This shows that in the former case, the generated 
voltage does not exceed the already stored voltage in the external capacitor, and thus, the FBR is reverse 
biased and does not conduct any current. However, in the laQer case, the generated voltage by the PZT 
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layers overcomes the stored voltage in the external capacitor, and the FBR is forward biased and passes 
the current. The diagram of current passing from FBR that is given in Fig.  4d also shows the FBR current 
behavior in agreement with the analysis. Specifically, ini@ally, when 0 ≤ 	Ω�𝜏 < 𝜋, the capacitor is empty 
and the FBR is forward biased and passes the current. But when 𝑖𝜋 ≤ 	Ω�𝜏 ≤ 𝑟=, the FBR is reverse biased 
and does not conduct any current. 

(a) 

 

(b) 

 

(c) 

 

(d) 

 
Fig.  4 The time histories of (a) oscillator velocity (b) PZT voltage (c) external capacitor voltage (d) FBR 
current for 𝑞x7 = 1, 𝛺x = 1, and 𝐶: = 1  

However, when 𝑟= ≤	Ω�𝜏 ≤ (𝑖 + 1)𝜋, the FBR is again forward biased and passes the current towards the 
external capacitor. Other phenomena that Fig.  4d reveals is that the reverse biased @mes, that are shown 
by gray windows, increase gradually. That is, as @me passes, the @me windows that the FBR conducts 
current and the capacitor voltage increases become smaller and smaller, and finally approach zero. This 
can also be seen by comparing the triangle bases in Fig.  4d. Finally, no current passes from the FBR when 
the steady-state voltage is reached. Another conclusion is that, based on Eq. (60), for 𝑣: = 0.99 and 𝐶: =
1, the number 𝑚 is calculated to be 9, and accordingly, 9 half cycles are needed to reach the defined 
voltage level. As Fig.  4b and c show, the PZT and capacitor voltages almost meet the steady-state voltage 
line for 𝑚 = 9.  These observa@ons show that the mathema@cal analysis, approximate solu@on, and 
arguments, given in Sec@on 3, are in complete agreement with the simula@ons, and therefore, valid.  
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Next, to study the effects of the capacitance ra@o 𝐶:  on the PZT and external capacitor voltages, the stored 
energy in the capacitor and charging @me, the @me histories of the PZT voltage, the external capacitor 
voltage, and the external capacitor energy are given in Fig.  5 for 𝑞x7 = 1	and		𝛺x = 1, for three different 
values of 𝐶:  namely 1, 5, and 10. To calculate the charging @me, the ra@o of voltage is assumed to be 𝑣: =
0.99. The scaled charging @me (𝛺x�̅�) associated with each case is shown by the ver@cal doQed lines. In each 
figure, the horizontal doQed line shows the steady-state voltage. 

 
(a) 

  
(b) (c) 

Fig.  5 The time histories of the (a) PZT voltage (b) external capacitor voltage (c) external capacitor 
energy for 𝑞x7 = 1	𝑎𝑛𝑑		𝛺x = 1, for 𝐶: = 1, 5,	and	10	

As shown in Fig.  5a, the PZT steady-state voltage is the same for all cases and equals the open-circuit 
voltage, as the amplitude and frequency of the input energy to the oscillator are the same, but the 
charging @me increases as 𝐶:  increases. Specifically, the scaled charging @mes for 𝐶:  equal to 1, 5, and 10 
are 9𝜋, 46𝜋, and 92𝜋, respec@vely. Likewise, according to Fig.  5b, the external capacitor voltage is also 
the same as the open-circuit voltage, but the charging @me increases as the capacitance ra@o increases. 
However, based on Fig.  5c, the steady-state stored energy in the capacitor increases as the capacitance 
ra@o increases, despite the fact that the input energy to the system is the same. Nevertheless, the @me 
needed to reach the maximum energy, which occurs at the steady-state @me, increases as the capacitance 
ra@o increases. Therefore, to increase the stored energy, @me is sacrificed.  
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4-2- SPTOS dynamical response: steady-state frequency sweep 

In this sec@on, the SPTOS dynamical response in the case of a steady-state frequency sweep is inves@gated 
using both numerical integra@on and the harmonic balance method (HBM). In order to solve the equa@ons 
using the HBM, the deflec@on and voltage of the SPTOS are wriQen as the following series: 

𝑞x = 𝑎7 +R 𝑎= cos(𝑖Ω�𝜏) + 𝑎=U# sin(𝑖Ω�𝜏)
W

=>#
 (64) 

𝑉x = 𝑏7 +R 𝑏 cos(𝑗Ω�𝜏) + 𝑏 U# sin(𝑗Ω�𝜏)
W

^>#
 (65) 

where 𝑎7 and 𝑏7 are the constant terms and 𝑎  and 𝑏  are the coefficients of the j-th harmonic.  First, in 
order to obtain the minimum number of required harmonics (n) in the HBM solu@ons, a convergence 
analysis was conducted. Thus, the frequency response curves of the system dynamical response are 
ploQed for the lower harmonics. Accordingly, the frequency response curves of the oscillator 
dimensionless midpoint deflec@on and voltage for the cases of W/O FBR and W/ FBR are shown in Fig.  6, 
by considering 𝛬"̅ = 0.1 and 𝜁 = 0.01 in the two cases of W/O FBR and W/FBR. In the W/O FBR case, 𝛼 =
1 and 𝑚9 = 0, and for the W/FBR case, 𝐶: = 1.  
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(a) (b) 

  
(c) (d) 

Fig.  6 The frequency response curves of dimensionless (a) midpoint deflec@on W/O FBR (b) voltage 
W/O FBR (c) midpoint deflec@on W/FBR (d) voltage W/ FBR for �̅�" = 0.1 and 𝜁 = 0.01. For the W/O 
FBR case, 𝛼 = 1 and 𝑚9 = 0 and for the W/FBR case, 𝐶: = 1. In these figures, the curves for 𝑛 =1 and 
2 overlap. Likewise, the curves for 𝑛 =3, 4, and 5 also overlap. 

According to Fig.  6a-d, only considering the fundamental harmonic (n=1) in the HBM series cannot predict 
the system response well in some regions, but for both W/FBR and W/O FBR cases, the frequency response 
curves of the midpoint deflec@on and voltage converge for n=3. Thus, considering the higher harmonics is 
necessary to capture the system dynamics correctly, and it what follows, the HBM equa@ons are solved 
for n=3. In addi@on, the frequency response curves show that the mechanical and electrical responses of 
the system are of a hardening type, which is due to the midplane stretching induced cubic nonlinearity. 
This leads to a mul@-valued, or here a bi-stable, region in the frequency response curves.  
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(a) (b) 

  
(c) (d) 

 
Fig. 7 The numerical- and HMB-based frequency response curves of dimensionless (a) midpoint 
deflec@on W/O FBR (b) voltage W/O FBR (c) midpoint deflec@on W/FBR (d) voltage W/ FBR for �̅�" =
0.1 and 𝜁 = 0.01. For the W/O FBR case, 𝛼 = 1 and 𝑚9 = 0, and for the W/FBR case, 𝐶: = 1 
 

Furthermore, to validate the HBM solu@ons, the frequency response curves of the dynamical responses 
for the W/FBR and W/O FBR cases are given in Fig. 7, using numerical integra@on and the HBM. In the 
frequency response curves obtained from the HBM, the stable and unstable branches of the solu@on are 
shown by solid and broken lines, respec@vely. Furthermore, the numerical results for forward and 
backward sweeps are shown by circles and asterisks, respec@vely. The stability of periodic orbits of the 
system can be determined by either the Floquet mul@pliers of the system Monodromy matrix, or 
equivalently, the eigenvalues of the associated Poincaré map. In this research, the former approach will 
be used for stability analysis. To this end, a disturbance is superimposed on the periodic orbit of the system 
and the eigenvalues of the Monodromy matrix are computed. If all the eigenvalues lie inside the unit circle, 
the periodic orbit is stable and if any of them lies outside the unit circle, the periodic solu@on is unstable. 
It should be men@oned that in the open-circuit case, the voltage can be related to the beam deflec@on via 
𝑉x = 4𝑞x. Using this in the mechanical equa@on, the dimension of the governing equa@on of the 
disturbance, and the associated Monodromy matrix will be decreased by one. 
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As the frequency response curves in Fig. 7 show, the numerical and HBM frequency response curves match 
very well, which implies that the numerical and HBM solu@ons are valid. Furthermore, in all frequency 
response curves in Fig. 7, a jump down phenomenon in the forward sweep path and jump up phenomenon 
in the backward sweep path are seen in both deflec@on and voltage frequency response curves using the 
numerical integra@on and HBM. These jumps occur at the bifurca@on points, leading to dangerous 
bifurca@ons, and consequently, mul@-valued solu@ons. By inves@ga@ng the Floquet mul@pliers of the 
Monodromy matrix at the bifurca@on points, it is found that a Floquet mul@plier leaves the unit circle 
through +1, leading to a nonhyperbolic periodic solu@on. In addi@on, as the frequency response curves of 
Fig. 7 show, at each bifurca@on point, the stable and unstable periodic solu@ons coalesce and destroy each 
other. These show the bifurca@ons are all cyclic-fold type, which is shown by 𝐶𝐹. By increasing the 
excita@on frequency, the response experiences a downward jump at the cyclic-fold bifurca@on point on 
the large amplitude branch, shown by 𝐶𝐹5, and is aQracted to the low amplitude periodic orbit. On the 
other hand, by decreasing the excita@on frequency, the response experiences an upward jump at the 
cyclic-fold bifurca@on point on the small amplitude branch, shown by 𝐶𝐹_, and is aQracted to the large 
amplitude periodic orbit. 

To assess the effects of capacitance ra@o and forcing amplitude on the stored energy frequency response 
curve, the dimensionless stored energy in the capacitor for different capacitance ra@os and excita@on 
amplitudes are shown in Fig.  8a and Fig.  8b, respec@vely. In Fig.  8a, the charging @me half-cycle number 
(𝑚) is also given for each case.  

  
(a) (b) 

Fig.  8 The frequency response curves of the stored energy on the external capacitor for different (a) 
capacitance ratios of 𝐶: = 1, 2.5, 5, 7.5, 𝑎𝑛𝑑	10 and 𝛬"̅ = 0.1 (b) different excitation amplitudes and 
𝐶: = 10 

According to Fig.  8a and Fig.  8b, the stored energy frequency response curves also show a hardening-
type behavior, which is expected due to the propor@onality of the stored energy to the voltage.  
Furthermore, based on Fig.  8a, by increasing the capacitance ra@o, the stored energy increases 
considerably, which agrees with Eq. (57). However, the half-cycle number (m) also increases, implying that 
the higher the energy, the longer the charging @me. Specifically, as shown in Fig.  8a, by increasing 𝐶:  from 
one to ten, the stored energy is mul@plied by ten, but the half-cycle number increases by about 10 @mes, 
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which for a fixed frequency means that the charging @me (𝜏) increases by about ten @mes. Furthermore, 
Fig.  8b demonstrates that by increasing the excita@on amplitude, the stored energy increases remarkably, 
and the nonlinear behavior gets intensified, which can be observed by tracing the backbone curve. 
However, as the capacitance ra@o is the same, the increase of energy due to increasing the excita@on 
amplitude does not accompany the increase in the half-cycle number, or equivalently, the charging @me. 
That is, for a fixed excita@on frequency, a higher excita@on amplitude generates more energy for the same 
charging @me.  

 

  
(a) (b) 

 
(c) 

Fig.  9 The curves of (a) required dimensionless magne@c work to locate the external magnets at a 
specific dimensionless gap 𝐷  (b) change in the linear natural frequency in percent (c) change in the 
cubic nonlinearity 𝛽% in percent versus dimensionless gap value 𝐷 

 

It should be men@oned that in the mul@-valued regions, where the response experiences jumps, the level 
of the stored energy depends on which periodic orbit the solu@on is aQracted to. In case the ini@al 
condi@ons are such that the solu@on is aQracted to the low-energy branch, the stored energy is lower than 
the case the solu@on is on the high-energy branch. However, for a fixed frequency, the half-cycle number 
is the same for the small- and large-amplitude periodic orbits.  
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So far, the dynamics of the oscillator including its deflec@on, recovered energy, and the behavior of the 
FBR have been studied. Next, further analyses will be carried out to inves@gate the viability of the 
proposed concept, which is to feed the magne@c tuning mechanism with the system vibra@on energy. 
First, the required work to move the external magnets from an ini@al dimensionless posi@on 𝐷7 to a 
specific dimensionless posi@on 𝐷 and the accompanying changes in the linear s@ffness and nonlinear 
s@ffness of the oscillator will be inves@gated. In Fig.  9a, b, and c, the varia@ons of the dimensionless work, 
linear natural frequency of the oscillator, and nonlinear cubic s@ffness of the oscillator in percent are 
shown versus the dimensionless gap value 𝐷. Here, the ini@al gap value is chosen to be large enough such 
that the magne@c actua@on is almost zero. Note that, as the ini@al gap gives negligible magne@c actua@on, 
the dimensionless linear natural frequency is almost one, and therefore, the varia@on of the linear natural 
frequency equals (´1 + 𝛽# − 1).  

As Fig.  9a shows, by decreasing the gap value 𝐷, the required work to locate the magnets increases. What 
is sought in this research is to inves@gate whether the energy recovered from the oscillator vibra@ons can 
supply the required work, which is also another type of energy. In addi@on, based on Fig.  9b, by decreasing 
the gap, the oscillator natural frequency changes. Specifically, as shown in Fig.  9b, at 𝐷 = 107, the linear 
s@ffness changes by around 10%, and by decreasing the gap value, the s@ffness increases monotonically. 
For example, the SPTOS s@ffness changes by 100% for a gap value of 𝐷 = 64. Accordingly, the magne@c 
actua@on can change the oscillator natural frequency and tune it. Likewise, Fig.  9c shows that by 
decreasing the gap value, the nonlinear cubic s@ffness coefficient also increases.  

 

  
(a) (b) 

Fig. 10 The curves of (a) dimensionless magne@c work required to change the oscillator dimensionless 
natural frequency up to 300% (b) required half-cycle number (m) to reach 99% of the steady-state 
voltage 

In Fig. 10a, the magne@c work level required for making a change in the oscillator natural frequency using 
the magne@c actua@on up to 300% is given. In addi@on, the varia@ons of the half-cycle number (m) to 
charge the external capacitor up to 99% of the steady-state voltage versus the capacitance ra@o is shown 
in Fig. 10b.  

Fig. 10a shows that by increasing the dimensionless natural frequency of the oscillator, the required 
magne@c actua@on work also increases. Thus, more energy must be supplied to the tuning mechanism to 
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locate the frequency at the desired value. On the other hand, Fig. 10b implies that by increasing the 
capacitance ra@o, which increases the stored energy, the half-cycle number (m) to reach 99% of the steady-
state voltage increases. Therefore, more @me is needed to charge the capacitor. This is a trade-off between 
the stored energy and charging @me.  

Next, the three-dimensional plots of dimensionless stored energy versus the dimensionless excita@on 
frequency and capacitance ra@o are given in Fig.  11, for two different forcing amplitudes of Λ�" =
0.1	and	0.3. Furthermore, the work, or equivalently, the energy levels required for some specific values of 
change in the SPTOS linear natural frequency (Δ𝜔) in percent are also shown in Fig.  11 as the horizontal 
planes. By comparing the stored energy and the work levels, the viability of the proposed concept, which 
is to power the tuning mechanism via the system harvested energy, can be assessed. In Fig.  11a, the 
dimensionless capacitance ra@o is varied from 20 to 160 and in Fig.  11b, the capacitance ra@o is varied 
from 20 to 100.    

 

  
(a) (b) 

Fig.  11 The three-dimensional plots of dimensionless stored energy versus the dimensionless excita@on 
frequency and capacitance ra@o for (a) �̅�" = 0.1 (b) �̅�" = 0.3. In each figure, the horizontal planes show 
the required work to change the dimensionless linear s@ffness by some specific values.  

 

As shown in Fig.  11a, and similar to Fig.  8, the capacitor energy increases by increasing the dimensionless 
capacitance ra@o. Accordingly, for instance when 𝐶: = 20, the energy frequency response curve cannot 
even touch the energy surface corresponding to Δ𝜔 = 100%, implying that the oscillator energy is not 
sufficient to supply the required energy to alter the oscillator frequency by 100%. However, by increasing 
the capacitance ra@o to 40, the energy frequency response curve surpasses the first surface, 
corresponding to Δ𝜔 = 100%, in a frequency range, and therefore, the system energy can be deployed 
to do work and change the natural frequency by 100%. In a similar manner, by a further increase in the 
capacitance ra@o, the energy frequency response curve touches and surpasses the second surface, which 
corresponds to Δ𝜔 = 200%, for the capacitance ra@o of 60. This trend con@nues, and for instance, for 
𝐶: ≥ 120, the stored energy can supply a change more than Δ𝜔 = 500%. 

Furthermore, based on Fig.  11b, by increasing the excita@on amplitude to �̅�" = 0.3, the stored energy 
frequency response curve surpasses the Δ𝜔 = 100% plane even for the capacitance ra@o of 20, as 
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opposed to the case of Λ�" = 0.1, for a specific frequency range. That is, the stored energy can supply the 
required energy to change the oscillator natural frequency by 100%. This is due to the fact that by 
increasing the excita@on amplitude, the deflec@on, and accordingly, the recovered energy increase. In 
addi@on, according to Fig.  11b, by a further increase in the capacitance ra@o, the stored energy curve for 
the capacitance ra@o of 40 surpasses the fi]h work surface, corresponding to Δ𝜔 = 500%. By further 
increasing the capacitance ra@o, the energy frequency response curves surpass Δ𝜔 = 500% by more and 
over larger frequency regions. Comparing Fig.  11a with Fig.  11b, the minimum capacitance ra@o for 
surpassing the work surface of Δ𝜔 = 500% in the former and laQer cases are respec@vely 120 and 40. 
That is, the minimum capacitance ra@o, for the considered increments for 𝐶:, is decreased by 66.7%, which 
is remarkable. Thus, by increasing the excita@on amplitude, the same energy can be supplied to the 
magne@c actuator with a smaller capacitance ra@o, or equivalently, over a shorter @me.   

To inves@gate the effects of capacitance ra@o and excita@on amplitude on the level of stored energy and 
surpassing the work levels in a clearer way, the stored energy frequency response curves for different 
capacitance ra@os and the projec@on of the different required work surfaces on the two-dimensional 
space are ploQed in Fig.  12, for two excita@on amplitudes of �̅�" = 0.1 and 0.3. The projected work 
surfaces are ploQed by dashed lines.  

  
(a) (b) 

Fig.  12 The frequency response curves of the dimensionless stored energy for different capacitance 
ratios and two-dimensional projection of the magnetic work levels associated with different linear 
frequency shifts for (a) 𝛬"̅ = 0.1 (b) 𝛬"̅ = 0.3 

According to Fig.  12a, when the capacitance ra@o is 20, the stored energy curve cannot even reach the 
first work level, associated with a change of Δ𝜔 = 100%. However, by increasing the capacitance ra@o to 
C6 = 40, the stored energy curve surpasses the first work level over a specific frequency range, and thus 
it can supply the required work to change the oscillator natural frequency by 100%.  This trend con@nues 
by increasing the capacitance ra@o, that is, the higher the capacitance ra@o, the bigger change in the 
excita@on frequency is possible. Another important point that is implied by Fig.  12a is that, if two energy 
curves surpass a work level, the one with a higher capacitance ra@o exceeds the work level over a larger 
frequency range. To show this, the frequency ranges over which the frequency response curves 
corresponding to C6 = 100 and C6 = 120 surpass the fourth work level, associated with Δ𝜔 = 400%, 
are highlighted by the purple and grey rectangles, respec@vely. The widths of the purple and grey 
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rectangles are 0.192 and 0.109, respec@vely, which highlight the expansion of the frequency range 
surpassing a work level by increasing the capacitance ra@o.  

Furthermore, based on Fig.  12b, the energy frequency response curve for C6 = 20 even surpasses the 
work level corresponding to Δ𝜔 = 200%, in contrast to the same curve in Fig.  12a, which cannot reach 
even the work level of Δ𝜔 = 100%. Thus, increasing the excita@on amplitude can remarkably increase 
the stored energy and supply the power required by magne@c actua@on mechanism for considerable 
frequency change, even for small capacitance ra@os. This stems from larger vibra@on amplitude due to 
increased excita@on amplitude, which in turn leads to enhanced harvested voltage. By comparing other 
curves having the same capacitance ra@os in Fig.  12a and b, the same trend can be seen. In addi@on, also 
in this case, the increase of the capacitance ra@o can expand the frequency range over which an energy 
curve surpasses a specific work level. For instance, the frequency regions in Fig.  12b that the energy curves 
corresponding to C6 = 40 and C6 = 60 exceed the work level of Δ𝜔 = 600% are highlighted by the 
purple and grey rectangles, which have the widths of 0.15 and 0.54, respec@vely.   

To study the effects of ini@al condi@ons on the periodic aQractor, and consequently, the level of stored 
energy on the external capacitor in mul@-valued bistable regions, the oscillator basins of aQrac@on for 𝛺x =
1.2 and two excita@on levels of 0.05 and 0.1 are shown in Fig.  13a and b, respec@vely. In addi@on, the 
bifurca@on set of the oscillator response in the control parameter space of  𝛺x − �̅�" is given in Fig.  13c. In 
the bifurca@on set, the loci of 𝐶𝐹' and 𝐶𝐹5 are shown by dashed and dashed doQed curves, respec@vely.  

In Fig.  13a, where �̅�" = 0.05 and Ω� = 1.2, the basins of aQrac@on of the small and large periodic 
aQractors are shown by blue and red colors (in gray scale, the red is lighter), respec@vely. Clearly, the ini@al 
condi@ons determine the aQractor to which the response is aQracted at steady-state, and therefore, the 
level of the stored energy. However, for specific values and 𝑣:  and 𝐶:, the half-cycle number (𝑚) for 
charging the capacitor in the basins of aQrac@on of both small and large aQractors are the same. 
Furthermore, in Fig.  13b, where 𝛬"̅ = 0.1 and 𝛺x = 1.2, the basins of aQrac@on of the small and large 
periodic aQractors are shown by green and black colors (in gray scale, the green is lighter), respec@vely. 
Also in this case, the ini@al condi@ons s@ll determine the periodic aQractor at the steady-state @me, and 
therefore, the level of the stored energy. However, for this excita@on level, the size of both small and large 
aQractors, and consequently, their stored energy level must be higher, compared to the previous case 
shown in Fig.  13a. Here again, the half-cycle numbers for charging the external capacitor for both small 
and large aQractors are the same. It should be men@oned that, although the ini@al condi@ons determine 
the aQractor, the level of the stored energy is directly propor@onal to the capacitance ra@o 𝐶:, and for the 
same aQractor, the energy level can be enhanced by increasing 𝐶:. Accordingly, for specific values of 𝑣:  
and 𝐶:, the @me half-cycle numbers in the mul@valued region for both small- and large-amplitude orbits 
are the same, but energy stored for the large-amplitude response will be higher.  
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(a) (b) 

 
(c) 

Fig.  13 (a) Basin of attraction for �̅�" = 0.05 and 𝛺x = 1.2 (b) basin of attraction for �̅�" = 0.1 and 𝛺x =
1.2 (c) bifurcation set in control space for the oscillator W/FBR 

 

Furthermore, in the bifurca@on set of Fig.  13c, the green and blue zones show the branches of large- and 
small-amplitude periodic responses, respec@vely. Accordingly, the energy of the external capacitor in the 
former and laQer zones are high and low, and thus they are labeled as high-energy and low-energy zones. 
In addi@on, the white region is the mul@-valued, here bi-stability, region of the response, where both the 
small- and large-amplitude orbits coexist. The loci of the 𝐶𝐹_ and 𝐶𝐹5 separate the bifurca@on set into 
different regions. Specifically, if one starts at a point in the green zone and increases the excita@on 
frequency while keeping the excita@on amplitude constant, the response amplitude and stored energy of 
the capacitor increase. Further increasing the excita@on frequency and crossing the dashed curve, the 
oscillator response enters the mul@-valued region and can be aQracted to either small or large orbits, 
based on the ini@al condi@ons, and the capacitor energy level can be small or large. By a further increase 
in the excita@on frequency while keeping the excita@on amplitude constant and crossing the dashed 
doQed curve, if the response is on the high-amplitude branch, a downward jump occurs and the response 
is aQracted to the low-amplitude orbit, and the capacitor energy drops. Conversely, if one starts in the 
blue zone and decreases the excita@on frequency while keeping the excita@on amplitude constant, the 
oscillator response first enters the mul@-valued region through crossing the dashed doQed curve, and then 
it crosses the dashed curve and moves into the green zone. Also in this case, if the response in the 
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mul@valued region is on the low-amplitude branch, once it passes the dashed line, it jumps upward and is 
aQracted to the high-amplitude branch, which enhances the stored energy on the capacitor.  

 

4-3- SPTOS dynamical response: chirp excita(on 

Another scenario to consider is a chirp excita@on in which the base excita@on frequency varies with @me. 
In this case, the dimensionless frequency Ω� is assumed to be:  

Ω� = Ω�7 + 𝑐𝜏 (66) 

where Ω�7 is an ini@al frequency and 𝑐 is the rate of change of the frequency with @me. In sweep up case, 
Ω�7 is assumed to be zero. For each sweep scenario, the sweep @me 𝜏 is large enough to embrace the mul@-
valued region.  

  
(a) (b) 

 

(c) 

Fig.  14 The time histories of (a) oscillator deflection (b) PZT AC voltage (c) external capacitor DC voltage 
for �̅�" = 0.1, 𝐶: = 10, and three chirp rates of 𝑐 = 0.01, 0.05, and	0.1   
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The parameters to be inves@gated are the sweep rate 𝑐 and sweep @me 𝜏, however, the sweep @me is 
considered large enough to simulate all cases in a fixed @me. The @me to reach the steady-state energy in 
the external capacitor under a chirp excita@on conforms to index 1, that is it includes both the transient 
@me of the response and residual voltage in the external capacitor from the previous frequency-step. 

To inves@gate the SPTOS response and performance under a chirp excita@on, the @me histories of the 
oscillator deflec@on, piezoelectric AC voltage, and external capacitor DC voltage for a base excita@on 
amplitude of 0.1, an ini@al frequency of Ω�7 = 0, a capacitance ra@o of 𝐶: = 10, and three sweep rates of 
𝑐 = 0.01, 0.05, and	0.1 are shown in Fig.  14. The total dimensionless chirp @me for all three cases is the 
same and equal to 200.  

As shown in Fig.  14a, by increasing the chirp rate, the maximum deflec@on of the oscillator decreases and 
occurs at an earlier @me. Consequently, based on Fig.  14b, the smaller the chirp rate, the higher the 
maximum AC voltage of the PZT layers.  Accordingly, as shown in Fig.  14c, by decreasing the chirp rate, 
the maximum voltage of the external capacitor increases, and the @me required to achieve the steady-
state also increases. Also, as shown in Fig.  14c, the exact steady-state dimensionless @mes associated with 
𝑐 = 0.01, 0.05, and	0.1 are 𝜏33 = 119, 85, and	80, respec@vely. Thus, as for the previous excita@on 
scenario, there is also a trade-off between the energy level and @me by changing the chirp rate.  The 
reason for the higher DC voltage for a smaller chirp rate is that the smaller the chirp rate, the higher the 
AC voltage, therefore, the FBR is reverse biased at higher AC voltage. In addi@on, the reason behind the 
decrease of steady-state @me by the increase of chirp rate is that, based on Fig.  14b, for a higher chirp 
rate, the AC voltage reaches its maximum in a shorter @me, and therefore, the FBR switches to the reverse 
biased state earlier.  Thus, Fig.  14 shows that the smaller the chirp rate, the higher the external capacitor 
voltage and steady-state @me. From the perspec@ve of supplying the power for a larger actua@on force 
via the magne@c tuning, the chirp rate must be smaller.  

 

  
(a) (b) 

Fig.  15 The 2D projection of the 3D diagrams of (a) capacitor voltage versus time 𝜏 and chirp rate 𝑐 for 
𝛬"̅ = 0.1  (b) the maximum of capacitor voltage versus excitation amplitude �̅�" and chirp rate 𝑐 for 
𝐶: = 10 
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The 2D projec@on of the 3D curve of external capacitor voltage versus @me and chirp rate is shown in Fig.  
15a, for Λ�/ = 0.1. The 2D projec@on of the 3D curve of the maximum external capacitor voltage versus 
the excita@on amplitude and chirp rate is given in Fig.  15b.  

As Fig.  15a shows, for the excita@on amplitude of �̅�" = 0.1, the maximum of capacitor voltage occurs at 
𝑐 = 0.01, which is the minimum chirp rate, once the @me reaches 121.2. As shown in the figure, by 
increasing the chirp rate, the maximum of the capacitor voltage and the @me required to reach the 
maximum voltage decrease, and the reasons of these two trends have been explained previously. 
Furthermore, based on Fig.  15b, the maximum of capacitor voltage increases monotonically with the 
increase of the excita@on amplitude and decrease of the chirp rate. In the considered parameter ranges, 
the maximum of the capacitor voltage occurs for 𝛬"̅ = 0.2 and 𝑐 = 0.01, that is the top le] corner of Fig.  
15b, because in this case, the oscillator deflec@on is maximum, and the chirp rate is minimum. However, 
as explained before, the smaller the chirp rate, the longer is the @me required to reach the maximum 
voltage, which is a trade-off between the maximum voltage of external capacitor and @me. In respect of 
supplying the required energy for magne@c actua@on, the higher the required energy, the smaller the 
sweep rate must be.  

So far, it has been found that the external capacitor voltage in the case of chirp excita@on depends on the 
chirp rate. On the other hand, as the previous results show, for the case of a steady-state excita@on, 
external capacitor voltage approaches the open-circuit voltage and does not depend on the capacitance 
ra@o. However, the maximum voltage behavior under a chirp excita@on may depend on the capacitance 
ra@o. To inves@gate this, the 2D projec@on of the 3D diagrams of the maximum voltage and energy of the 
capacitor versus chirp rate and capacitance ra@o are ploQed in Fig.  16a and Fig.  16b, respec@vely, for the 
case of �̅�" = 0.1.   

  

  
(a) (b) 

Fig.  16 The 2D projection of the 3D diagrams of the maximum (a) voltage (b) energy of the capacitor 
versus chirp rate and capacitance ratio for the case of �̅�" = 0.1 

As Fig.  16a shows, the maximum of capacitor voltage does vary with both chirp rate and capacitance ra@o. 
This is an underlying difference between two excita@on scenarios, because as opposed to the steady-state 
excita@on, the capacitor voltage also depends on the capacitance ra@o. For each chirp rate, the maximum 



34 
 

voltage is generated at the minimum capacitance ra@o, thus, as shown by in Fig.  16a, the global maximum 
voltage occurs for the minimum chirp rate and minimum capacitance ra@o, which is a point on the boQom 
le] corner of the 2D plot. The reason is that for the minimum chirp rate 𝑐, there is enough @me for the 
capacitor to be charged, and meanwhile, the minimum of the capacitance ra@o corresponds to the 
maximum @me rate of the voltage. Furthermore, the 2D plot of the maximum energy in Fig.  16b shows 
that the energy also varies with both chirp rate and capacitance ra@o. Indeed, based on Fig.  16b, for any 
chirp rate, there is a unique capacitance ra@o that leads to the maximum energy, which is not the minimum 
capacitance ra@o, as opposed to the voltage results ploQed in Fig.  16a. Thus, the trends of varia@on of 
voltage and energy with the chirp rate and capacitance ra@o are not the same. The global maximum of the 
capacitor energy in the 2D plane is shown, which is not on the boQom le] corner of the plane. Specifically, 
for the considered parameters, the maximum capacitor voltage 2.24 occurs at (𝑐 = 0.01, 𝐶: = 5) while 
the maximum capacitor energy 15.67 occurs at (𝑐 = 0.01, 𝐶: = 15), which shows that the maximum of 
capacitor voltage and energy are not generated for the same chirp rate and capacitance ra@o. 

So far, the results show that under a steady-state excita@on, the capacitor energy increases linearly with 
increasing the capacitance ra@o, while under a chirp excita@on, the energy varia@on with capacitance ra@o 
is not monotonic. To compare the global maximum energy of the external capacitor under steady-state 
and chirp excita@ons, the 2D plot of capacitor energy versus excita@on amplitude and capacitance ra@o is 
given in Fig.  17a, considering a chirp rate of 0.01. For the excita@on amplitudes of 0.15, 0.2, 0.25, and 0.3, 
the maxima of the external capacitor energy are shown by the purple markers on the dashed line. The 
evolu@on of the maximum energy with the increase of the excita@on amplitude can be traced with the 
dashed line connec@ng the maximum energy. By increasing the excita@on amplitude, both the maximum 
stored energy and the capacitance ra@o corresponding to the maximum energy increase. The frequency 
response curves of the capacitor energy for the excita@on amplitudes of 0.15, 0.2, 0.25, and 0.3 are ploQed 
in Fig.  17b, by considering the capacitance ra@o of 15.  

 

  
(a) (b) 

Fig.  17 The (a) 2D projection of the 3D diagram of the maximum energy of the external capacitor versus 
the excitation amplitude and capacitance ratio under a chirp excitation and for the chirp rate of 𝑐 =
0.01 (b) frequency response curves of the external capacitor energy for different excitation amplitudes 
under a steady-state excitation and for the capacitance ratio of 𝐶: = 15 
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This capacitance ra@o is the minimum capacitance ra@o in the dashed purple line in Fig.  17a, in order to 
compare the energy of steady-state excita@on scenario with the chirp excita@on case in the most fair way. 
The maxima of energy curves can be traced via the backbone curve in Fig.  17b, which is ploQed with the 
red line. Comparing the maxima at points highlighted by circles in both Fig.  17a and Fig.  17b can provide 
a good insight regarding the efficacy of chirp and steady-state excita@ons for powering the SPTOS tuning 
mechanism. To this end, the data of Fig.  17, that include the forcing amplitude, maxima of external 
capacitor energy, and achievable frequency change, obtained from Fig. 10a, are provided in Table 2.   

 

Table 2. Maximum stored energy in the external capacitor and the work that can be done for steady-
state and chirp excita@on for 𝐶: = 15 
 Chirp excita@on Steady-state excita@on 

𝛬"̅ max	(𝐸xK() Δ𝜔	[%] max	(𝐸xK() Δ𝜔	[%] 
0.15 44.15 1 1818 108 
0.2 111.2 3 2521 157 

0.25 275.3 8 3228 207 
0.3 571.6 24 3935 256 

 

According to Table 2, the second and fourth columns show that under all considered excita@on amplitudes, 
the maximum of the external capacitor energy for the steady-state excita@on is higher than for the chirp 
excita@on. Specifically, under an excita@on amplitude of 0.15, the maximum energy under steady-state 
excita@on is approximately 41 @mes that for the case of chirp excita@on. Thus, the achievable frequency 
changes with the former and laQer excita@ons are 108% and 1%, respec@vely. Furthermore, under the 
excita@on amplitudes of 0.2, 0.25, and 0.3, the maximum energies of the capacitor under the steady-state 
excita@on are respec@vely 22.7, 11.7, and 6.88 @mes the chirp excita@on scenario. Consequently, as shown 
in Table 2, the achievable frequency changes for the excita@on amplitudes of 0.15, 0.2, 0.25, and 0.3 under 
the steady-state excita@on are respec@vely 107, 154, 199, and 232% more than the case of chirp excita@on. 
Therefore, the efficacy of the SPTOS under steady-state excita@on is much beQer than chirp excita@on.   

To show the effects of applying the magne@c actua@on on the oscillator response, the post tuned 
frequency response curves of the oscillator deflec@on and external capacitor voltage for two magne@c 
cases associated with specific frequency changes of 50% and 100% are given in Fig.  18, considering steady-
state excita@on with �̅�" = 0.1. For comparison, the untuned frequency response curves of the oscillator 
deflec@on and voltage are also shown in Fig.  18. In this figure, the linear natural frequency of the system 
(´1 + 𝛽#) in each case is shown by a dashed doQed line.  

As Fig.  18a shows, by loca@ng the external magnets at the dimensionless gap of  D = 76, the linear natural 
frequency of the system (´1 + β#), which is shown by the dashed doQed line, shi]s from 1 to 1.5, that is 
changed by 50%. Accordingly, the oscillator frequency is tuned using the system energy. Consequently, 
based on Fig.  18b, the recovered voltage frequency response curve also shi]s, as the voltage is a scaled 
version of the oscillator deflec@on. On the other hand, Fig.  18c shows that by loca@ng the external 
magnets at the gap value of 𝐷 = 64, the linear natural frequency of the absorber shi]s from 1 to 2, that 
is it experiences a 100% change. Consequently, as illustrated by Fig.  18d, the recovered voltage frequency 
response curve also experiences 100% change in the linear natural frequency. Thus, loca@ng the external 
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magnets closer, the magne@c actua@on system can make a bigger change in the oscillator resonance 
frequency. These results show that SPTOS is a promising concept to use oscillator vibra@on energy to 
power the actua@on mechanism and realize a self-powered tunable oscillator. 

 

  
(a) (b) 

  

(c) (d) 

Fig.  18 The frequency response curves of the oscillator (a) deflection for 𝛥𝜔 = 50%  (b) voltage for 
𝛥𝜔 = 50% (c) deflection for 𝛥𝜔 = 100%  (d) voltage for 𝛥𝜔 = 100%  for �̅�" = 0.1 

  

 

5- Conclusions 

In this research, the concept of exploi@ng oscillator vibra@on energy to power its frequency tuning 
mechanism was studied to establish the idea of self-powered tunable oscillators (SPTOS). The proposed 
system is composed of a doubly-clamped par@ally covered bimorph piezoelectric beam connected to an 
electrical circuit with a full bridge rec@fier and an external capacitor. Two magnets are aQached to the 
beam, and they interact with two external magnets to provide a magne@c actua@on force to tune the 
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SPTOS resonance frequency. Two different scenarios of steady-state harmonic and chirp base excita@ons 
were considered. The dimensionless geometrically nonlinear model of the SPTOS was derived by adop@ng 
the extended Hamilton’s principle, local displacement fields, and a dipole-dipole magne@c model. 

First, the case of steady-state harmonic excita@on was considered. Using an approximate-analy@cal 
approach to inves@gate the external capacitor charging process, it was found that the capacitor steady-
state voltage reaches the SPTOS open circuit voltage, and this facilitated the analysis in subsequent steps. 
In addi@on, the number of half-cycles or charging @me, of the capacitor increases with the increase of 
capacitance ra@o, which is the ra@o of external and internal capacitances, as well as the ra@o of desired 
voltage to the open circuit voltage. Furthermore, the higher the capacitance ra@o, the higher the stored 
energy at steady-state. Next, the SPTOS response was inves@gated using the mul@-harmonic harmonic 
balance method (HBM) along with pseudo-arclength con@nua@on. First, the convergence of the HBM was 
obtained. Then, using stability analysis via Floquet mul@pliers, cyclic-fold bifurca@ons in both the SPTOS 
deflec@on and open circuit voltage were observed, leading to hardening-type responses and jump up and 
down phenomena. The validity of the HBM solu@ons was confirmed via numerical integra@on.  

Furthermore, the dimensionless work levels corresponding to different values of natural frequency 
changes were obtained and the stored energy was compared with them. It was found that the SPTOS can 
supply the required energy to tune its natural frequency, through the magne@c actua@on, by its own 
harvested vibra@on energy. The excita@on amplitude, excita@on frequency, and capacitance ra@o 
significantly affect the stored energy, and therefore, the extent of possible frequency shi]s.  

Next, the SPTOS efficacy was inves@gated under chirp excita@on. The results showed that the chirp sweep 
rate affects the capacitor voltage markedly. Specifically, by decreasing the rate, the stored voltage 
increases. However, decreasing the rate also increases the charging @me. Further inves@ga@ons showed 
that by increasing the excita@on amplitude, the voltage increases monotonically. Furthermore, for a fixed 
chirp rate, the maximum voltage occurs for the minimum non-zero capacitance ra@o. In addi@on, as 
opposed to the steady-state excita@on, the maximum energy does not vary monotonically with the 
capacitance ra@o, and the maximum energy was achieved for the minimum chirp rate and a specific 
capacitance ra@o. 

To compare the efficiency of the SPTOS for the two excita@on scenarios, the maximum energies of the 
capacitor in these cases were compared and found that the SPTOS energy under steady-state excita@on is 
considerably higher than the case of chirp excita@on. Therefore, the SPTOS can supply the energy for larger 
frequency changes when excited by a steady-state excita@on. Finally, the frequency shi] of the SPTOS was 
studied and it was observed that the SPTOS can supply the required energy to change its frequency 
through magne@c actua@on.   
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Appendix A. Rela2onships used to derive the nonlinear mathema2cal model  

 

The displacement components, axial strain, and rota@on angle can be related via [23]: 

𝑒 = ´(1 + 𝑢?)$ +𝑤?$ − 1					; 		sin 𝜃% =
𝑤?

1 + 𝑒
				 ; 	cos 𝜃% =

1 + 𝑢?

1 + 𝑒
 (A.1) 

where the dependencies of the variables on s and t are not shown for the sake of simplicity. 

   

The cons@tu@ve equa@on of the substrate layer is: 

𝜎##' = 𝑌'𝜖## (A.2) 

The cons@tu@ve equa@ons of PZT layers are [39]: 

𝜎##4# = 𝑌&𝜖## − 𝑌&𝑑%#(−
𝑉'
4𝑡&

) 𝜎##4% = 𝑌&𝜖## + 𝑌&𝑑%#(−
𝑉'
4𝑡&

)	
(A.3) 

𝜎##4$ = 𝑌&𝜖## − 𝑌&𝑑%#(−
𝑉'
4𝑡&

) 𝜎##4< = 𝑌&𝜖## + 𝑌&𝑑%#(−
𝑉'
4𝑡&

)	

Here, 𝜎## is the axial stress in 𝒊𝟏 direc@on, 𝑌 is Young’s modulus, and 𝑑%# is strain constant of PZT layer. In 
addi@on, 𝑉'/4 shows the voltage generated by each PZT layer in the series connec@on.   

 

The parameters 𝑌𝐴, 𝑌𝐼, and 𝜃 are defined as: 

 

𝑌𝐴 = 𝑌'𝐴' + 2𝑌&𝐴&[𝐻5 +𝐻:]			; 			𝐴' = 𝑊'𝑡'			; 		𝐴& = 𝑊&𝑡& 

(A.4) 𝑌𝐼 = 𝑌'𝐼' + 2𝑌&𝐼&[𝐻5 +𝐻:] 

𝜃 = −2d
𝑌&𝑑%#
4𝑡&

f l
𝑡' + 𝑡&
2 m𝑊&𝑡&[𝐻5 +𝐻:] 

 

The area moment of iner@a of the substrate layer 𝐼' and PZT layers 𝐼& are defined as: 

𝐼' =
#
#$
𝑊'𝑡'%			; 			𝐼& =

#
#$
𝑊&𝑡&% +𝑊&𝑡& B

**U*+
$
G	 (A.5) 

 

The unit vectors of the deformed coordinate system are related to the unit vectors of the undeformed 
coordinate system using a transforma@on matrix [T] as: 

{𝒊𝟏, 𝒊𝟐, 𝒊𝟑}@ = [𝑻]Á𝒊𝒙, 𝒊𝒚, 𝒊𝒛Â
@

 (A.6)  

where the 𝑇=^  element of the transforma@on matrix can be extracted using Taylor’s expansion as [23]: 
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𝑇## = 1 −
1
2
𝑤?$ + 𝑢?𝑤?$			; 		𝑇#$ = 𝑤? −𝑤?𝑢? +𝑤?𝑢?$ −

1
2
𝑤?%		; 		𝑇#% = 0 

(A.7) 
𝑇$# = −𝑤? +𝑤?𝑢? −𝑤?𝑢?$ +

1
2
𝑤?%			; 		𝑇$$ = 1 −

1
2
𝑤?$ + 𝑢?𝑤?$		; 		𝑇$% = 0 

𝑇%# = 0			; 		𝑇%$ = 0		; 		𝑇%% = 1 

 

Using this transforma@ons matrix, 𝜃% can be related to axial strain, 𝛿𝑢?, and 𝛿𝑤? as [23]: 

𝛿𝜃% =
𝑇$#
1 + 𝑒

𝛿𝑢? +
𝑇$$
1 + 𝑒

𝛿𝑤? (A.8) 

 

The boundary condi@ons of the beam: 

𝑢(0, 𝑡) = 0			; 			𝑢(𝐿" , 𝑡) = 0 

𝑤(0, 𝑡) = 0			; 		𝑤(𝐿" , 𝑡) = 0		; 		𝑤?(0, 𝑡) = 0		; 		𝑤?(𝐿" , 𝑡) = 0 
(A.9) 

 

The coefficients of Eqs. (39) and (40) are: 

𝑀KR = , (𝑚' + 2𝑚&)𝜑#$d𝑠
5"

7
+, 𝑚'𝜑$$d𝑠

5"U5!

5"
+, (𝑚' + 2𝑚&)𝜑%$d𝑠

5$

5"U5!
  

𝜔 = Ã
1
𝑀KR

	Ã, (𝑌'𝐼' + 2𝑌&𝐼&)𝜑??#
$d𝑠

5"

7
+, 𝑌'𝐼'𝜑??$

$d𝑠
5"U5!

5"
+, (𝑌'𝐼' + 2𝑌&𝐼&)𝜑??%

$d𝑠
5$

5"U5!
Ä	Ä

#
$

  

𝑎% =
𝑌𝐴xxxx
2𝑀OQ

Ã, 𝜑?#
$d𝑠

5"

7
+, 𝜑?$

$d𝑠
5"U5!

5"
+, 𝜑?%

$d𝑠
5$

5"U5!
Ä
$

  

𝑏# =
12𝐶9
𝑀KR𝑑!

𝜑$$(𝐿"/2)										; 			𝐶9 =
𝜇7𝑚#

$

𝜋𝑑!<
  

𝑏% =
60𝐶9
𝑀KR𝑑!%

𝜑$<(𝐿"/2)  

𝑀O = −[𝑚', 𝜑$d𝑠
5"U5!

5"
+ (𝑚' + 2𝑚&) £, 𝜑#d𝑠

5"

7
+, 𝜑%d𝑠

5$

5"U5!
Å + 2𝑚9𝜑$(𝐿"/2)]  

𝜃" =
𝜃
MKR

		 ; 			𝜃 = −𝑑%#𝑌&𝑊& l
𝑡' + 𝑡&
2 m𝜑′#(𝐿#)  

𝜃P = 𝜃 (A.10) 
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