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Summary 

Bacterial sepsis represents a significant challenge for clinicians worldwide and causes 11 

million deaths annually worldwide. In Wales, Escherichia coli and Staphylococcus 

species are the predominant causes. Predicting sepsis accurately is complicated by the 

multifactorial nature of the disorder resulting in very few useful biomarkers. This thesis 

aimed to characterise the immunological and cellular response to model and pathogenic 

bacteria and analyse the genomic composition of clinically relevant extraintestinal blood 

culture-positive E. coli. Eight strains comprising E. coli, S. aureus and S. epidermidis 

were applied to a whole blood infection model, incubated for up to eight hours and the 

supernatant used in ELISA, flow cytometry and mass spectrometry analysis. Clinically 

relevant E. coli were obtained from the Hywel Dda University Health Board in West 

Wales and submitted for DNA sequencing and whole genome analysis using the pan-

genome pipeline Roary. E. coli induced significantly more IL-6, MIP-1α and MIP-3α and 

significantly less phagocytosis than that induced by both Staphylococcus species. Flow 

cytometry analysis of leukocyte subsets revealed a robust infection model that confirmed 

interactions seen in the blood were due to infection, and a loss of CD14 was characterised 

on the monocytes treated with bacteria. The oxysterol 25-HC was confirmed to be 

significantly elevated in blood treated with E. coli which challenges the previous dogma 

of virus restricted induction. Finally, blood culture-positive E. coli were found to be from 

a diverse range of sequence types and possessed virulence factors and antibiotic resistance 

genes in abundance. The genes tufA and tufB were found to be significantly associated 

with sepsis and certain origins of infection. The work undertaken in this thesis identifies 

biomarkers to predict bacterial sepsis that can be taken forward for clinical validation.  
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Chapter 1. Introduction 

1.1. Sepsis 

1.1.1. Definition 

Sepsis is defined as an uncontrollable and overwhelming innate inflammatory response 

to an infection, often caused by the presence of bacteria in the bloodstream (bacteraemia)  

(Cohen, 2002; Becker et al., 2009; Charles et al., 2009; Burdette et al., 2010; Chan and 

Gu, 2011; Hughes et al., 2013; Singer et al., 2016). Symptoms are typified by Slurred 

speech or confusion, Extreme shivering or muscle pain, Passing no urine within 24 hours, 

Severe breathlessness, the patient (It) feeling like they are going to die, and Skin mottled 

or discoloured  in adult patients (abbreviated as SEPSIS by the UK Sepsis Trust as part 

of an awareness campaign). Sepsis in young children is further characterised by fast 

breathing, convulsions, a non-fading rash, lethargy and abnormally cold skin (UK Sepsis 

Trust, 2019). Further diagnosis is confirmed by the presence of two or more patient 

abnormalities including temperature, heart and respiratory rate and/or leukocyte counts, 

and sufficient diagnosis of an accompanying infection (Calandra and Cohen, 2005; 

Deutschman and Tracey, 2014). The final diagnosis is often dependent on the severity of 

the disease; severe sepsis is diagnosed when there is evidence of organ dysfunction, and 

septic shock is diagnosed when there is organ dysfunction accompanied with evidence of 

hypotension refractory to fluid resuscitation, or circulatory collapse (McPherson et al., 

2013; Singer et al., 2016).  

1.1.2. Global Importance 

Sepsis represents one of the biggest challenges to healthcare professionals in the United 

Kingdom, with global cases reaching as high as 19 million per year (Monneret and Venet, 

2016). It is currently the third largest cause of death in the U.K. behind coronary heart 

disease and stroke, and is the leading cause of death among critically ill patients in 

Intensive Care Units (ICU; Charles et al., 2009; Chan and Gu, 2011). Current mortality 

rates reach as high as 60% and subsequently sepsis claims more lives than both bowel 

and breast cancer combined, with as much as 5% of all deaths in England being due to 

sepsis (Charles et al., 2009; Chan and Gu, 2011; McPherson et al., 2013; Monneret and 

Venet, 2016). The recent rise in cases is believed to be caused by a number of modern 

factors, including an increase in the life expectancy of the population, a better recognition 

of the disorder and improved medical and surgical care for patients with comorbidities 

such as diabetes that until recently would have been fatal  (Deutschman and Tracey, 2014; 



20 
 

Monneret and Venet, 2016; Singer et al., 2016). Often, the resolution of a septic episode 

is complicated by a large variety of factors, including issues with diagnosis, treatment, 

and the rise in antibiotic resistance  (Charles et al., 2009; Singer et al., 2016). Many of 

these factors negatively impact on the time from onset of the disease to diagnosis, where 

the ‘golden hours’ for effective treatment of sepsis are often missed (Charles et al., 2009). 

Amongst those who are most vulnerable are the immunocompromised, including the 

elderly, new-born babies, and patients with previous or current trauma and conditions, 

such as diabetes and cancer (Lever and Mackenzie, 2007). 

1.1.3. Complications and ICU Management  

Overall, approximately 27% of patients admitted to ICUs in England and Wales have 

been diagnosed with severe sepsis, and almost half of these patients will later die 

(McPherson et al., 2013). Factors and symptoms associated with sepsis syndrome include 

fever, leukocytosis or leukopenia, hypotension, hypothermia, tachycardia and tachypnoea 

(Feezor et al., 2003; Becker et al., 2008). Severe complications arise in the form of organ 

dysfunction, altered mental state, cardiac failure, coma, renal failure and intravascular 

coagulation (Nguyen et al., 2006; Becker et al., 2009). People who survive sepsis are 

often left with long-term complications that can affect them physically and 

physiologically with significant impacts on the quality of their lives (Singer et al., 2016) 

and often, the outcome is death (Becker et al., 2008). Early recognition and appropriate 

application of antibiotic therapy is crucial to prevent overt patient harm and death. 

Clinically, physicians are encouraged to apply the “Sepsis 6”, a care bundle that, if applied 

within one hour of admission, has been shown to reduce mortality in sepsis patients 

(McGregor, 2014). The Sepsis 6 is characterised by the delivery of high flow oxygen, the 

preparation of blood cultures, administration of empiric intravenous antibiotics, 

measurement of serum lactate and full blood counts, application of intravenous fluid 

resuscitation and accurate measurement of urine output (Daniels, 2011). Application of 

severity scoring systems, such as the Acute Physiology and Chronic Health Evaluation 

(APACHE II) and the Sequential Sepsis-related Organ Failure Assessment (SOFA), are 

also applied within one hour of admission to assist in determination of severity and advise 

on treatment options (Bouch and Thompson, 2008). Outlined in Table 1.1 are ICU 

admission statistics assessed by six separate studies from 2006-2018.  
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Table 1.1. Intensive Care Unit admission statistics for critically ill patients and patients with sepsis from six papers.  

Study 
Countries 

Included 

Patient 

Number 

% ICU Patients 

+ve Sepsis 
Gender 

Age 

(mean) 

Length of 

ICU Stay 

(mean) 

% patients with 

organ failure 
Comorbidities 

Capuzzo et al. 

2014 

17 European 

Countries 
5834    3.5 days   

Williams et al. 

2010 
Australia 22298 

4.6% (<10 days) 

23.9% (>10 

days) 

Male 

68% (<10 

days) 

66% (>10 

days) 

57 (<10 

days) 

49 (>10 

days) 

17 days (>10 

days) 
  

Sakr et al. 2018 Worldwide 10069 17.9% 60.1% Male 59.4 6 days  

Sepsis-related: 

COPD (452) 

Cancer (339) 

Diabetes (308) 

Heart Failure (333) 

Immunosuppression (169) 

% Comorbidities: 

None (46%) 

1 (30.9%) 

2 (15.7%) 

3 (5.6%) 
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Shankar-Hari et 

al. 2017 

 

England 

 

 

654918 

 

 

30.2% 

 

 

65%-66.4% 

Male 

 

63.3-65.3 
 

 

Cardiovascular 

(46.2%) 

Respiratory (10.6-

14.1%) 

Renal (17.2-17.6%) 

Haematological 

(15.1%-17.5%) 

Neurological (10.9%-

14.3%) 

Hepatic (97.5-98.9%) 

 

Cardiovascular (1.7-1.8%) 

Respiratory (2.8-4.2%) 

Liver (2.4-3.3%) 

Renal (2.1-2.2%) 

Metastatic disease (2.5-2.8%) 

Haematological (3.7-4.2%) 

Immunosuppressed (8.5-9%) 

Vincent et al. 

2006 
Europe 3147 66% 63% Male 65 6.9 days 

71% 

42% in sepsis patients 
 

Vincent et al. 

2009 
Worldwide 14414  63% Male 60.9   

52% ≥ 1 Comorbidity 

COPD (20.2%) 

Cancer (15.7%) 

Heart Failure (10.4%) 

Diabetes mellitus (10.3%) 

Immunosuppression (5.8%) 
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1.1.4. Antibiotic Resistance and Stewardship 

Antibiotic resistance is considered to be one of the largest threats to health and 

development worldwide (Morgan, 2019). The over-use and inappropriate application of 

antibiotics in the clinic has resulted in the rise of multi-drug resistant bacteria, and recent 

estimates suggest that 70% of antibiotics are inappropriately prescribed (Schuetz et al., 

2011; Adhikari et al., 2012; Public Health England, 2015; Morgan, 2019). However, the 

use of broad-spectrum antibiotics early in a septic episode is critical, and often it’s the 

only option available to a doctor when it comes to treatment (Reinhart et al., 2012). These 

patients and those with chronic conditions and immunocompromised systems are most at 

risk for developing lethal infections that cannot be treated with currently used antibiotics. 

In Europe, approximately 25,000 people die each year due to hospital infections caused 

by resistant Escherichia coli, Klebsiella pneumoniae, Enterococcus faecium, 

Pseudomonas aeruginosa and methicillin-resistant Staphylococcus aureus (MRSA; 

Public Health England, 2015). Globally, approximately 700,000 people die annually due 

to drug-resistant infections (O'Neill, 2016). It is currently estimated that without measures 

to safeguard our current antibiotic pool, approximately 10 million deaths will occur 

annually by 2050, and result in a loss of £66 trillion of the global economy (Public Health 

England, 2015; O'Neill, 2016). This is directly comparable to the 8.2 million deaths that 

will be attributed to cancer by the same year (O'Neill, 2016). The World Health 

Organisation (WHO), launched the Global Antimicrobial Resistance Surveillance System 

(GLASS) in 2015, which focused on collating data on the eight bacterial pathogens they 

considered a priority in antibiotic resistance context; E. coli, K. pneumoniae, 

Acinetobacter baumannii, S. aureus, Streptococcus pneumoniae, Salmonella spp., 

Shigella spp., and Neisseria gonorrhoeae, of which E. coli and S. aureus are regarded as 

the major sepsis pathogens. Recent efforts have been made in establishing antibiotic 

stewardship initiatives that focus on primarily antibiotic prescribing and their use in the 

clinic. Antibiotic stewardship is defined as interventions designed to monitor and improve 

the appropriate use of antibiotics by promoting optimal dosing, duration and route of 

administration  (Morgan, 2019).   
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1.1.5. Sepsis Pathogens 

The presence of an infection is critical to the diagnosis of sepsis, as sepsis in the absence 

of an infection is defined as systemic inflammatory response syndrome (SIRS; Becker et 

al., 2009). Sepsis can be characterised by the presence or absence of a bacteraemia 

(bacteria in the blood; Becker et al., 2009). These distinctions are very important when 

we take into consideration the treatments for these very different conditions. Presence of 

a bacteraemia will dictate the appropriate application of antibiotics, and extra care is 

required to avoid inappropriate applications and the development of antibiotic resistance. 

In addition to this, an infection as the cause of the septic attack is often very difficult to 

diagnose, and thus clinicians are often faced with very difficult choices on how to 

approach the case. The terms culture-positive and culture-negative are often used to 

describe a sepsis case, and sepsis is rarely confirmed, as often clinicians rely on a 

presumed diagnosis (Becker et al., 2009). Approximately one third of sepsis patients are 

infected with a pathogen that cannot be identified (Reinhart et al., 2012).  

The major cause of sepsis in Europe and the U.K. is a bacterial infection, and likewise 

sepsis is the predominant cause of death due to an infection  (Schuetz et al., 2011; Opota 

et al., 2015; Singer et al., 2016). The predominant bacterial cause is often dependent on 

many factors, including the geographical area in which the patient lives and whether the 

primary cause of infection is community or nosocomial-based. It has been reported in the 

past that Gram-negative bacteria are more commonly the cause of sepsis than Gram-

positive bacteria. However, this trend is rapidly changing with the rise in hospital-

acquired Gram-positive infections  (Feezor et al., 2003; Becker et al., 2009; Abe et al., 

2010; Ramachandran, 2014; Surbatovic et al., 2015). The most common Gram-positive 

bacteria isolated in such sepsis cases are S. aureus and S. pneumoniae, and the most 

common Gram-negative bacteria are E. coli, Klebsiella spp. and P. aeruginosa  

(Ramachandran, 2014; Opota et al., 2015). In England and Wales, E. coli is the most 

common cause of bacteraemia (Public Health England, 2015). More recently, coagulase-

negative staphylococci (CoNS), such as S. epidermidis, have emerged as a large cause of 

neonatal and device-associated infections in hospitals (Dong and Speer, 2014). The 

bacteria most commonly isolated during sepsis from four worldwide studies are shown in 

Table 1.2.   
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Table 1.2. Sources of infection and most commonly isolated bacteria in sepsis patients.  

Study Sources of 
Infection 

% Positive Isolates % Gram-
positive 
isolates 

% Gram-
negative 
isolates 

Most frequently 
isolated species 

No. of patients 
receiving 

antibiotics 

Mortality rate Infection 
mortality rate 

Sakr et al. 
2018 

67.4% 
Respiratory Tract 
21.8% Abdomen  

10.8% 
Respiratory & 

Catheter-
associated             

69.6% 
51.6% Patients >1 
pathogen isolated 

 

50% 66.6% Coagulase-negative 
Staphylococcus (24.2%) 
Methicillin-sensitive S. 

aureus (12.4%) 
Escherichia coli (22.7%) 

Pseudomonas spp. 
(16.3%) 

5975 (59.3%) 
 

25.8% for 
Sepsis Patients 

 

26.2% Gram-
positive 

26.6% Gram-
negative 

 

Vincent et 
al. 2006 

Lung (68%) 
Abdomen (22%) 

Blood (20%) 
Urinary Tract 

(14%) 

60% 40% 38% MRSA (14%) 
Pseudomonas spp. 

(14%) 
E. coli (13%) 

64% 18.50% 
 

27% 
 

Vincent et 
al. 2009 

Lung (64%) 
Abdomen (20%) 

Blood (15%) 
Genitourinary 

(14%) 

70% 47% 62% S. aureus (20%) 
Pseudomonas spp. 

(20%) 
E. coli (16%) 
S. epidermidis 

(10.8%) 
 

71% 18.20% 
 

25.30% 
 

Opota et al. 
2015 

 <30%  
Contamination 

35.4% 62% E. coli (28.6%) 
S. aureus (13.6%) 

Coagulase-negative 
staphylococci (10.09%) 

Pseudomonas 
aeruginosa (8.52%) 

Klebsiella spp. (7.11%) 
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1.1.5.1. Staphylococcus aureus 

Staphylococcus aureus is a Gram-positive bacteria that colonises approximately 20-30% 

of the population and can be found on the anterior nares of asymptomatic carriers (Gordon 

and Lowy, 2008). Carriers that are persistently colonised are most at risk of infection but 

are more likely to survive an infection than non-carriers (Adhikari et al., 2012). In 

addition, those infected are very often done so by the colonising strain (Gordon and Lowy, 

2008). This colonisation serves as a reservoir from which the bacteria can establish an 

infection when host defences are compromised (Gordon and Lowy, 2008). Primary 

infection sites often occur at a breach in the skin, such as a cut or a burn, which can lead 

to minor wound or skin infections. However, S. aureus can disseminate within the host 

and infect any tissue, and subsequently infection can rapidly lead to sepsis. Key to the 

pathogenicity of S. aureus is the arsenal of toxins (alpha-haemolysin, toxic shock 

syndrome protein; Otto, 2014), enzymes (serine proteases, staphylokinase; Otto, 2014) 

and adhesins (surface protein adhesins [MSCRAMMs]; Foster et al., 2014) that it uses to 

establish an infection. The coordination of these numerous virulence factors (VFs) allows 

S. aureus to be one of the most successful pathogens in the community (Fournier and 

Philpott, 2005).  

1.1.5.2. Staphylococcus epidermidis  

Coagulase negative Staphylococci (CoNS), particularly S. epidermidis, have emerged as 

the predominant cause of neonatal sepsis (Dong and Speer, 2014). It is persistently present 

in both nosocomial and community environments and is found worldwide; it is the most 

commonly isolated bacteria from human skin (Kloos & Musselwhite, 1975; Otto, 2009). 

S. epidermidis is a natural coloniser of human skin and is beneficial to the host by aiding 

in defence and immune maturation as well as preventing colonisation of pathogenic 

bacteria (Otto, 2009; Dong and Speer, 2014). However, the increase in the number of 

implanted medical devices (catheters, pacemakers etc.) has led to disruption of the usually 

intact skin and mucosal barriers, and coupled with the use of antibiotics and 

immunosuppressive drugs has contributed to the switch from commensal to pathogen 

(Dong and Speer, 2014). Although infections are rare, they are difficult to treat, and their 

frequency associated with devices represents a significant public health risk. In fact, 

approximately 22% of bloodborne infections in the US ICU are attributed to S. 

epidermidis infection (Otto, 2009).  
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Staphylococcus epidermidis shows a high degree of genetic diversity and as of 2009 74 

sequence types had been identified (Otto, 2009). Most isolates belong to clonal complex 

2 and the most frequently isolated sequence type ST2. All ST2 isolates contain the biofilm 

icaADBC operon and the IS256 insertion sequences (Otto, 2009), both of which confer 

invasiveness to the organism and the ability to form biofilms. Staphylococcus epidermidis 

also serves as a significant reservoir of antibiotic resistance genes that can be transferred 

to other, more virulent bacterial species, such as S. aureus (Otto, 2009). 

1.1.5.3. Escherichia coli  

Escherichia coli is a ubiquitous Gram-negative bacterium that asymptomatically 

colonises the mammalian colon (Kaper et al., 2004). Infants are colonised within a few 

hours after birth, and the bacterium often exerts a beneficial effect upon its host, 

contributing to good gut health and preventing colonisation by pathogenic 

Enterobacteriaceae (Kaper et al., 2004). These colonising strains rarely cause disease 

except in immunocompromised individuals or when the gut barrier is breached. However, 

many strains are highly adapted to colonise new niches and cause a wide range of diseases 

through the acquisition of VFs that are encoded on mobile genetic elements known as 

pathogenicity islands (PAIs) that can be horizontally transferred to other strains resulting 

in novel combinations of virulence genes (Kaper et al., 2004). These pathotypes tend to 

be clonal and are characterised by their O (LPS) and H (flagellar) antigens (Kaper et al., 

2004). Escherichia coli is capable of colonising and causing disease in almost any 

intestinal and extraintestinal site. Generally, two clinical syndromes result from E. coli 

infection; enteric disease, further subdivided into enterohemorrhagic, enterotoxigenic, 

enteropathogenic and enteroaggregative; and extraintestinal disease (ExPEC), where 

certain strains colonise normally sterile body sites and cause severe disease (Vila et al., 

2016). The most common manifestation of ExPEC is urinary tract infections (UTIs), 

caused by uropathogenic E. coli (Kaper et al., 2004). Escherichia coli is the most common 

cause of sepsis and UTIs among the Gram-negative bacteria. The ExPEC tend to belong 

within phylogenetic groups B2 and D and are distinguished genetically by certain traits 

associated with attachment to host tissue, nutrient acquisition, avoidance of host defence 

and damage to host tissue (Emody et al., 2003). These traits broadly promote survival 

within hostile host tissue (Vila et al., 2016). Virulence in ExPEC are encoded by a variety 

of PAIs, which characterise the high plasticity of ExPEC genomes, and allow for the 

emergence of highly virulent ExPEC (Emody et al., 2003).  
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1.1.6. Origins of Infection  

Common origins of infection in sepsis include cases of pneumonia, intra-abdominal 

infections, UTIs, skin infections and soft tissue infections and infections of indwelling 

medical devices  (Nguyen et al., 2006; Adhikari et al., 2012; Deitch, 2012; Menendez et 

al., 2012; Vila et al., 2016). Systemic Inflammatory Response Syndrome, which is a 

systemic response in the absence of an infection, is often caused by trauma, surgery, heat 

stroke, pancreatitis and burns. However, bacteria and bacterial components are believed 

to play a role to some extent in the development of SIRS. For example, symptoms of 

patients with SIRS can be exacerbated by the translocation of bacteria or bacterial 

components such as lipopolysaccharide (LPS) across the gut wall, thus further blurring 

the line between sepsis and SIRS (Becker et al., 2009). Indeed, LPS levels in the blood 

are elevated (>300pg/ml) in the plasma of approximately 70-80% of patients with 

advanced cases of sepsis (Alexander and Rietschel, 2001).  

1.2. The Immune System 

The human body is well equipped to resist bacterial invasion and to resolve bacterial 

infection, through physical, cellular, and molecular defences (Lever and Mackenzie, 

2007). Classically, the human immune system is characterised by an early non-specific 

innate immune response followed by a later specific adaptive immune response which are 

intricately linked (Gallo and Nizet, 2008; Turvey and Broide, 2010). Inflammation is the 

collective natural response of the immune system to a foreign or dangerous stimulus that 

can be chemical, traumatic or infectious (Burdette et al., 2010). The normal inflammatory 

response involves recognition and ‘marking’ of the stimulus, the recruitment of 

leukocytes to the site of inflammation, and the initiation of phagocytosis and killing of 

the pathogen  (Heumann and Roger, 2002). Later adaptive responses require antigen 

presentation and processing, followed by clonal lymphocyte amplification and production 

of specific T-cell derived cytokines and B cell derived antibodies that subtly modify the 

immune response to target distinct pathogens (Gallo and Nizet, 2008). In healthy 

individuals, resolution of the infection allows the individual to recover normally and 

maintain a state of homeostasis (Burdette et al., 2010). 
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1.2.1. Barriers to Infection 

Physical barriers to microbial invasion involve the skin and the mucous membranes that 

line the gastrointestinal (GI), genitourinary and respiratory systems (Goto and Kiyono, 

2012). Primarily, intact skin prevents colonisation and infection of subcutaneous tissue, 

and disruption of skin often results in either localised or systemic severe infections, 

indicating the importance of intact physiological barriers. Aside from intact skin, internal 

epithelial cell layers lining the airways, gut and urethra offer an additional barrier to 

external pathogens. These cells experience a high turnover and are equipped with 

membrane-bound recognition molecules that recognise pathogens, recruiting the immune 

system to quickly eliminate pathogens before substantial damage to vulnerable cells can 

be done. Tight junctions exist between the tightly packed epithelial cells that forms an 

impermeable barrier that not only prevents diffusion of soluble molecules but also 

prevents bacterial invasion between cells (Shen, 2012). In the GI tract, a thick mucus 

layer lining the GI tract further separates microorganisms from the epithelial cell layers 

and contains antimicrobial secretions that prevent colonisation by pathogenic species 

(Goto and Kiyono, 2012). Bacteriolytic lysozyme is also produced and secreted in tears 

and saliva to prevent colonisation of sensitive areas, such as the eyes and mouth  (Turvey 

and Broide, 2010). Commensal microflora that colonise both the skin and the digestive 

tract also offer some measure of protection from pathogenic microorganisms (Goto and 

Kiyono, 2012). Colonising skin microbes, such as S. epidermidis, promote the production 

of host defence peptides (HDPs) that provide an antimicrobial protective role against 

pathogenic skin bacteria such as S. aureus, S. pyogenes, H. influenzae, Pseudomonas sp. 

and Bacteroides sp.  (Chiller et al., 2001; Coates et al., 2018). Human HDPs, such as 

cathelicidin and β-defensin, are expressed at the surface of exposed tissues and surfaces 

such as the skin, GI tract, lungs and UT, and have a range of broad-spectrum antimicrobial 

functions including inhibiting bacterial growth and promoting wound healing (Wang, 

2014).  
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1.2.2. Innate Immune System 

The innate immune system is a highly evolved system of identifying and eliminating 

pathogens that have breached the protective barriers of the skin and mucous membranes. 

This system is incredibly fast in responding, as within a few minutes of pathogen 

recognition a protective response is generated  (Turvey and Broide, 2010). It is composed 

of a system of molecular and cellular mechanisms through which it identifies a pathogen 

and coordinates a response to eliminate it  (Gabay and Kushner, 1999; Heumann and 

Roger, 2002; Gallo and Nizet, 2008). The innate immune system is also integral in 

activating and coordinating the adaptive immune response (Iwasaki and Medzhitov, 

2015). Pathogen recognition is achieved through the production of a limited number of 

evolutionary conserved receptors that are expressed on both innate immune cells and 

epithelial cells and recognise a limited number of pathogen-associated molecules that are 

shared by numerous microorganisms (Turvey and Broide, 2010; Iwasaki and Medzhitov, 

2015).  

1.2.3. Pathogen Recognition 

The recognition of pathogens by the innate immune system occurs through germline-

encoded pattern recognition receptors (PRRs) that are expressed on all cells involved in 

the inflammatory response such as monocytes/macrophages, neutrophils and dendritic 

cells as well as on certain epithelial cells, endothelial cells and fibroblasts (Fournier and 

Philpott, 2005). These PRRs are limited but highly specific for conserved molecules 

present in each pathogenic group, and require a stimulus originating from the pathogen, 

and the stimuli include both internal and external pathogenic structures and compounds 

(Table 1.3). Conserved pathogen associated molecular patterns (PAMPs) are responsible 

for the magnitude and the type of the immune response that is initiated (Figure 1.2; Degn 

and Thiel, 2013).  Pattern recognition receptors are capable of recognising pathogens of 

different species and at different infective stages, for example coloniser, invading, 

infection and exhibit localisation to different cellular compartments (Saïd-Sadier and 

Ojcius, 2012). In addition to recognising PAMPs, certain PRRs recognise molecules 

released from stressed and dying cells that are known as damage-associated molecular 

patterns (DAMPs; Becker et al., 2009; Saïd-Sadier and Ojcius, 2012). Such DAMPs play 

a significant role both in sterile and infectious inflammation and include high mobility 

group protein b2 (HMGB1), extracellular ATP, DNA fragments, uric acid and heat shock 

proteins  (Lotze et al., 2007; Kaczmarek et al., 2013) .  
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Table 1.3. Bacterial PAMPs and their associated pathogen and PRR (Heumann and Roger, 2002; 

Dziarski and Gupta, 2005; Fournier and Philpott, 2005; Kawai & Akira, 2011).  

PAMP Pathogen PRR 

LPS Gram-negative 

bacteria 

TLR4 

Peptidoglycan 

(PGN) 

Lipoteichoic Acid 

(LTA) 

Lipoproteins 

Gram-positive 

bacteria 

Gram-negative 

bacteria 

TLR1/2 

TLR2/6 

Nucleotide-binding oligomerization domain-

containing protein 1 (NOD1) 

 

NOD2 

NACHT leucine-rich-repeat protein 1 (NALP1) 

NALP3 

Flagellin Flagellated 

bacteria 

TLR5 

IPAF 

NLR family apoptosis inhibitory protein 5 

(NAIP5) 

CpG DNA Bacteria TLR9 

Absent in melanoma 2 (AIM2) 

Pili Bacteria TLR2 

RNA Bacteria TLR7 

NALP3 

 

1.2.4. PRR Activation and Signal Transduction 

The most well characterised PRRs are the Toll-like receptors (TLRs; Hoebe et al., 2004). 

These TLRs are composed of a leucine-rich repeat (LRR) extracellular domain that is 

involved with microbial sensing and binding and a Toll/IL-1 cytoplasmic receptor (TIR) 

that interacts with myeloid differentiation primary response gene 88 (MyD88; Saïd-

Sadier and Ojcius, 2012).  Toll-like receptor 4 is one of the most abundant TLRs 

expressed on the cell surface of leukocytes and epithelial cells (van Kessel et al., 2014). 

Bacterial LPS, derived from the outer membrane of Gram-negative bacteria, is closely 

associated with this TLR through which the lipid A portion of LPS is known to interact 

with and activate (Matera et al., 2012, Landsem et al., 2015). Toll-like receptor 2 

recognises lipoproteins that are expressed on the cell surface of Gram-positive bacteria 

(Table 1.3; van Kessel et al., 2014). In addition to the TLRs, another group of PRRs exist 
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called the Nod proteins (Nod1 and Nod2): cytoplasmic PRRs that are also upstream 

activators of cytokine transcription and recognise Gram-positive bacteria (Dziarski and 

Gupta, 2005).  

The signalling cascade triggered by TLR interactions with bacterial PAMPs is mediated 

by different signalling pathways and molecules. Lipopolysaccharide activation of TLR4 

is well described and the molecule is comprised of extra- and intracellular toll-like 

receptor domains and the externally bound CD14 and myeloid differentiation protein 2 

(MD-2). CD14 recognises and binds to LPS and exists in both a soluble (sCD14) and 

membrane-bound (mCD14) form (Wiersinga et al., 2008; Landsem et al., 2015). The 

amount of sCD14 increases rapidly immediately after activation of monocytic cells, as 

the mCD14 is shed in its scavenging form (Wiersinga et al., 2008). Professional 

phagocytes (monocytes, tissue macrophages and neutrophils) all show high expression of 

mCD14 (Alexander and Rietschel, 2001). MD-2 is the link between extracellular CD14-

LPS binding and internal TLR signalling (Landsem et al., 2015). Similarly, the scavenger 

receptor CD36 is closely associated with TLR2, and thus recognises lipoteichoic acids 

(LTA) and peptidoglycan (PGN) from Gram-positive bacteria (Hoebe et al., 2004, 

Surbatovic et al., 2015). In general, four intracellular adaptor proteins convey the signal 

from the TLR to the nucleus. These are MyD88, MyD88 adaptor-like (MAL), toll 

receptor-associated activator of interferon (Trif), and toll receptor-associated molecule 

(TRAM). The majority of TLRs activate the MyD88-dependent pathway, which 

culminates in the activation of mitogen-activated protein (MAP) kinases and the 

transcription factor nuclear factor (NF) -kB (Hoebe et al., 2004). Nuclear factor-κB 

promotes expression of the initial cytokines tumour necrosis factor-alpha (TNF-α), 

interleukin-1β (IL-1β) and IL-18, the latter two of which are synthesised in their inactive 

pro-forms (Arango Duque & Descoteaux, 2014; Evavold and Kagan, 2019). Activation 

of these cytokines is initiated by the inflammasome, a macromolecular platform that 

recruits and activates inflammatory caspases, such as caspase-1 (Evavold and Kagan, 

2019). Once activated caspase-1 is responsible for the cleavage of the inactive portion of 

IL-1β and IL-18 and the production of their active forms (Gasteiger et al., 2017).  
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1.2.5. Soluble Response 

1.2.5.1. Cytokine Response  

Much of the inflammatory response of the host is directed by the secretion profiles of 

cytokines, small intercellular signalling proteins that are produced upon activation by 

immune and epithelial cells (Gabay and Kushner, 1999; Arango Duque and Descoteaux, 

2014). Cytokines exhibit functional redundancy; different cytokines often have similar 

functions, and they are pleiotropic in that they influence a diverse range of cell types. 

Each cytokine binds to a specific cell surface receptor on a target cell that generates a 

signalling cascade to influence cell function. Cytokines are primarily produced by 

macrophages and lymphocytes in vivo, but are also produced by neutrophils, epithelial 

cells and adipocytes (Arango Duque and Descoteaux, 2014). The earliest cytokines to be 

induced by NF-kB binding are TNF-α, IL-1β, IL-6 and IL-18 (Figure 1.1; Gruys et al., 

2005; Arango Duque and Descoteaux, 2014). These cytokines are released in large 

quantities within 1 hour of pathogen detection by cells such as monocytes macrophages 

and endothelial cells, and are largely responsible for stimulating the acute phase response 

(APR) in the liver, which is composed of a number of proteins known as the acute phase 

proteins (APPs; section 1.2.5.2; Burdette et al., 2010). Additional functions of these early 

cytokines include inducing vasodilation and increasing vascular permeability (TNF-α, IL-

1β), promoting expression of neutrophil-attracting chemokines (TNF-α, IL-1β), inducing 

fever (TNF-α, IL-1β, IL-6), promoting the differentiation of adaptive immune cells (IL-

1β, IL-6, IL-18), mediating apoptosis (IL-6) and stimulating IFN-γ production (IL-18; 

Figure 1.1; Arango Duque and Descoteaux, 2014). 

In addition to the secretion of pro-inflammatory cytokines, the innate immune system is 

also characterised by the late production of anti-inflammatory cytokines including IL-4, 

IL-10, IL-13, transforming growth factor β (TGF-β) and IL-1ra by activated 

macrophages, B cells and T cells (Arango Duque and Descoteaux, 2014; Hamers et al., 

2015). Anti-inflammatory cytokines suppress the activities of pro-inflammatory 

cytokines such as TNF-α, IL-6, IL-1β and IL-8, suppress macrophage activation and 

antigen presentation, inhibit IFN-γ production, induce IgG secretion by B cells and 

promote the function of T regulatory cells (Tregs; Fournier and Philpott, 2005; Arango 

Duque and Descoteaux, 2014).  
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1.2.5.2. Acute Phase Response 

The APR is essential for many immunological processes, including phagocytosis, 

clearance of pathogens, promotion of proinflammatory cytokines and host survival 

(Strnad et al., 2016). It is characterised by a distinguished pattern of protein synthesis in 

the liver that results in either a large increase (positive) or decrease (negative) in certain 

APPs in the plasma. One well-researched APP is C-reactive protein (CRP) that is 

important in the activation of the classical complement pathway and therefore the 

induction of phagocytosis, as well as binding to phosphocholine present on the surface of 

many bacteria (Black et al., 2004). In addition to pro-inflammatory cytokines, also 

induced are lipid-derived mediators, such as platelet-activating factor (PAF) and 

leukotrienes, and reactive oxygen species (ROS), such as the superoxide anion (O2
-), 

hydroxyl radicals (•OH) and reactive nitrogen species (RNS) such as nitric oxide (NO; 

Alexander and Rietschel, 2001). All of these pro-inflammatory molecules function either 

directly on tissue or pathogens or via secondary mediators to activate further pathways 

including the coagulation and complement cascade (Burdette et al., 2010). Other 

important APPs include haptoglobin, which accelerates the clearance of free 

haemoglobin, limiting its availability to bacteria, and serum amyloid A (SAA), which 

functions both as a transporting mediator for cholesterol and as a bacterial opsonin, 

behaving in a similar manner to CRP (Shah et al., 2006; Wobeto et al., 2008). 

1.2.5.3. Chemokine Response 

Chemokines are also secreted in conjunction with cytokines and are a specific group of 

proteins that serve to coordinate cellular migration in a process known as chemotaxis, in 

which the direction of a cell’s movement is determined by an extracellular chemical 

gradient. Chemokines bind to G-protein coupled receptors (GPCRs) which in turn 

activate intracellular signalling pathways to promote chemotaxis and migration to 

inflammatory tissues (Jin et al., 2008). In addition to this, chemokines promote 

interactions between immune effector cells, linking innate and adaptive immunity (Sokol 

and Luster, 2015). Important chemokines include CXCL1/CXCL2, also known as the 

macrophage inflammatory proteins (MIPs), and CXCL8-11 (Arango Duque and 

Descoteaux, 2014). A list of cytokines and chemokines secreted by monocytes in 

response to TLR engagement are outlined in Figure 1.1. 
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1.2.5.4. Complement System  

The complement system is an essential player in driving chemotaxis, plasma protein 

oxidation and opsonisation of pathogens and damaged cells, resulting in their engulfment 

and destruction by professional phagocytes (Gabay and Kushner, 1999). Three pathways 

are currently defined: classical, alternative and lectin (Black et al., 2004), that are 

activated by immunoglobulin (Ig) complexes, foreign carbohydrates/lipids/proteins, and 

mannose-binding lectin, respectively (Sarma and Ward, 2011). The central proteins 

involved in the classical pathway are C1-9, which exist as inactive zymogens that are 

subsequently cleaved and activated during inflammation, with all pathways converging 

at C3 (Black et al., 2004; Sarma and Ward, 2011). Initial stages involve cleavage of the 

C3 and C4 proteins (opsonins), that bind to and coat the pathogen/dead tissue, and the 

later stages involve the proteins C5-C9 which are highly inflammatory and lead to further 

chemotaxis and formation of the membrane attack complex (MAC; Black et al., 2004). 

The MAC functions by forming pores in bacterial cell walls and directly inducing lysis 

of Gram-negative bacteria. Both the lectin and alternative pathways involve the 

deposition of C3b/C3bi on the bacteria which is then recognised by receptors on 

neutrophils, leading to the uptake of the pathogen (van Kessel et al., 2014). 
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1.2.6. Phagocytes and Monocytes 

Derived from the haematopoietic system, these phagocytic cells are principally involved 

in eliminating pathogens, and include neutrophils, monocytes, macrophages, basophils 

and eosinophils (Gasteiger et al., 2017). Neutrophils are the predominant immune cell 

type in human blood, making up to 50-60% of all circulating leukocytes (white blood 

cells; Tecchio et al., 2014; van Kessel et al., 2014). They quickly respond to early 

cytokines and chemokines secreted by macrophages and epithelial cells, rapidly 

migrating to the site of inflammation. Migration of neutrophils is facilitated by the 

expression of selectins and integrins on the cell surface of vascular endothelium, which 

tethers the neutrophils to the surface and facilitate a ‘rolling’ effect, whereby neutrophils 

roll along the endothelium until binding of chemokines allows for transcytosis of the 

neutrophils across the endothelial barrier and into the inflamed tissue (Sokol and Luster, 

2015).  

Neutrophil phagocytosis killing involves the production of proteins directly related to 

pathogen elimination such as proteases, cytokines, chemokines and reactive species (Li 

and Tablin, 2018). Phagocytosis is a rapid process, with a single neutrophil internalising 

up to 50 bacteria in as little as three minutes. After uptake, bacteria reside within an 

intracellular compartment known as a phagosome. Within this compartment, the pathogen 

is destroyed via the generation of ROS and RNS, coupled with the release of toxic 

proteins such as proteases and antimicrobial peptides (van Kessel et al., 2014). Once the 

pathogen has been destroyed, the neutrophil is consumed via the formation of neutrophil 

extracellular traps (NETs), fibres composed of extracellular chromatin coupled with 

histones and granular proteins (van Kessel et al., 2014; Li and Tablin, 2018). These NETs 

possess potent antimicrobial activities via the presence of granular proteins, such as 

calprotectin (Urban et al., 2009). Cell death is inevitable in neutrophils undergoing a 

unique form of apoptosis known as NETosis (Li and Tablin, 2018).  

Neutrophils are also fast responders to activation and have a relatively short half-life in 

peripheral blood, perishing less than 7 hours after they first enter the circulation (van 

Kessel et al., 2014). They are also responsible for some level of cytokine and chemokine 

production during inflammation. Cytokine production is triggered by engagement of G 

protein-coupled, FCγ and complement receptors, and of TLRs. Neutrophils express all 

TLRs with the exception of TLR3 and TLR7, and produce chemokines that are primarily 

chemotactic for other neutrophils, as well as for monocytes, dendritic cells (DCs), natural 



37 
 

killer (NK) cells and T helper (Th) cells, enhancing their own migration to inflamed tissue 

as well as recruiting other inflammatory cells (Tecchio et al., 2014).  

Monocytes are the precursors for tissue macrophages. The average half-life of a 

circulating monocyte in healthy adults is approximately 70 hours (~3 days), and 

monocytes constitute 1-6% of the total circulating leukocyte pool (Arango Duque and 

Descoteaux, 2014). Three subsets circulate the body and are divided based on their 

expression of CD14 and CD16 (FcγRIII immunoglobulin receptor); classical 

(CD14++CD16-), intermediate (CD14+CD16+) and non-classical (CD14+CD16++; Kratofil 

et al., 2017). Once monocytes are activated by PAMPs or chemokines, they rapidly leave 

the blood and migrate into inflamed tissue, thus differentiating into tissue macrophages 

(Gasteiger et al., 2017; Kratofil et al., 2017). Once differentiated, the principal purpose 

of tissue macrophages is to continuously monitor the tissue they colonise, and, when 

necessary, ingest pathogens and produce the inflammatory cytokines necessary to mount 

an efficient immune response to maintain homeostasis (Figure 1.1; Gasteiger et al., 2017). 

Tissue macrophages are approximately 5-10 times bigger than their monocyte 

progenitors, and they possess significantly more organelles, as well as being more 

complex (Arango Duque and Descoteaux, 2014). They are ubiquitous in the body, and 

the average human has 0.2 trillion macrophages that inhabit almost every tissue 

compartment. Macrophages are broadly divided into two subgroups: M1 (classically 

activated) macrophages that are activated by Th1 cytokines and PAMPs, whereas M2 

(alternatively activated) macrophages are activated by Th2 cytokines. M1 macrophages 

are the primary macrophage type involved with bacterial defence (Gasteiger et al., 2017).  
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Figure 1.1. List of cytokines and chemokines secreted by monocytes upon engagement of TLRs by PAMPs. Cytokines/chemokines highlighted in blue are proteins 
that are also secreted by neutrophils (Arango Duque and Descoteaux, 2014; Tecchio et al., 2014).
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1.3. Adaptive Immune System 

The adaptive immune system is so called due to its ability to adapt antigen exposure into 

antigen recognition, and it possesses an extremely diverse collection of receptors known 

as antibodies that recognise specific pathogenic antigens (Iwasaki and Medzhitov, 2015). 

This diversity and specificity allows the adaptive immune system to recognise any 

antigen, covering a large and robust coverage of all infectious diseases (Iwasaki and 

Medzhitov, 2015). Certain PRRs expressed on the surface of B and T lymphocytes 

determine the origin of the antigen (e.g. intracellular bacteria, fungal pathogen) and 

instruct the cell to induce the appropriate effector response (Iwasaki and Medzhitov, 

2015).  

Dendritic cells are professional antigen presenting cells (APCs) that link innate and 

adaptive immunity. They reside in tissues and continuously sample antigens prior to 

migrating to lymph nodes for presentation to T cells (Kaiko et al., 2008). They 

continuously express antigens on an MHC class II receptor, which facilitates activation 

of naïve T cells. Immature DCs take up antigens and rapidly degrade them into antigenic 

peptides that are able to bind MHC II, a process which facilitates their maturation 

(Lipscomb and Masten, 2002). Once matured, DCs migrate to lymphoid organs and 

activate naïve T cells with specific antigens and polarising factors that determine the T 

cell phenotype (Kaiko et al., 2008).  

Naïve T cells naturally circulate in the blood of healthy individuals until they are activated 

by processed peptide bound on a class II MHC molecule on the surface of an APC via the 

T cell receptor (TCR). Upon activation, T cells begin to rapidly divide and differentiate 

into a variety of effector cells, which takes place several days after recognition of a 

pathogen. These differentiated cells are broadly divided into two subgroups: CD4+ T 

helper cells (Th cells) and CD8+ cytotoxic T cells (Tc cells). T helper cells are further 

divided into at least four subgroups: Th1, Th2, Th17 and Treg cells, all with very different 

phenotypes (Kaiko et al., 2008). The phenotype of these cells can be seen in Table 1.4. 

The differentiation of Th cells is characterised by four defined stages; activation of 

specific cytokine groups, commitment to a certain phenotype, suppression of cytokines 

not associated with the committed phenotype, and augmentation and stabilisation of the 

chosen phenotype (Kaiko et al., 2008).  
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Table 1.4. Phenotypical characteristics and cytokine secretion of Th cell subtypes (Kaiko et al., 
2008).  

T helper Cell Cytokines secreted Phenotype 

 

Th1 IFN-γ 

TNF-β 

Protection against intracellular 

infections 

Mediate cellular responses 

Th2 IL-4 

IL-5 

IL-10 

IL-13 

Enhance antibody production 

Target parasitic organisms 

Mediate humoral responses 

Th17 IL-17 

IL-17F 

IL-6 

IL-22 

TNF-α 

Protection against extracellular 

bacteria 

Treg IL-10 

TGF-β 

Suppression of Th1 activity  

 

 

Cytotoxic CD8+ T cells are characterised by their potent ability to eliminate infected cells 

and produce high amounts of certain inflammatory mediators, such as granzyme B, which 

initiates apoptosis, proinflammatory cytokines such as IFN-γ and TNF-α, and anti-

inflammatory cytokines, such as IL-10, to prevent excessive tissue injury (Zhang and 

Bevan, 2011; Halle et al., 2017). Upon activation by IL-12, naïve CD8+ T cells undergo 

clonal expansion similar to all lymphocytes and can undergo up to 19 divisions within a 

week of pathogen recognition (500,000-fold expansion). Activation is characterised by a 

switch in metabolic patterns, as energy production is changed from oxidative 

phosphorylation to aerobic glycolysis. Cytotoxic CD8+ cells then migrate to infected 

tissue and facilitate the elimination of infected cells (Zhang and Bevan, 2011).  

B-lymphocytes are a population of leukocytes that express clonally diverse Ig receptors 

that recognise specific unprocessed antigens. Terminally differentiated B cells are 

capable of recognising a distinct antigenic stimulus, and as a result deliver a robust pool 

of antibodies to target the originator of the particular stimulus. Specificity in B cell 

antigens is achieved via functional rearrangements of the Ig loci and various gene 

segments via selective expression. This process takes place when the B cells are resting 

in the adult bone marrow, and ultimately give rise to the B cell receptor (BCR). Clonal 
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expansion of these matured cells give rise to the population that targets the cause of the 

inflammation. B cells also promote T cell activity via processing of the antigen and 

presentation of the antigen by the BCR to unstimulated T cells (Kaiko et al., 2008). 

Immunoglobulin G is the main antibody that is secreted by memory B cells and dominates 

adaptive immune responses. It binds to antigens via the Fab domain, while the Fc domain 

binds to Fcγ receptors on the surface of immune cells, and signals via these receptors to 

modulate adaptive responses, enhance T cell activity and select for high affinity B cells 

(Bournazos et al., 2017).  

1.4. The Host Response in Bacterial Sepsis 

Resolution of a bacterial infection is crucial to prevent chronic infection and the 

development of sepsis. Under normal circumstances, the immune response can resolve an 

infection without it becoming detrimental to the host. However, in cases of blood borne 

bacterial disease, a systemic and dysregulated inflammatory response develops to the 

detriment of the host, which can have long-lasting, devastating effects (Figure 1.2; Cohen, 

2002; Bosmann and Ward, 2013; Conway Morris et al., 2018). This hyperactivity is 

uncontrollable while the infectious stimulus is still present, resulting in sepsis pathology 

directed by the immune system (Qureshi and Rajah, 2008). The symptoms and the 

pathology of sepsis is extremely variable and is governed by a combination of both host 

and bacterial factors (Lever and Mackenzie, 2007). The vast majority of these 

pathological interactions occurs at the vascular endothelium, resulting in the 

characteristic damage of sepsis such as tissue ischemia, hypoxia and organ failure 

(Nguyen et al., 2006). The decline in organ function during sepsis dominates much of the 

pathology, and the pathways leading to this damage are not fully understood (Cohen, 

2002). Both a hyperinflammatory and the dysfunctional counter-inflammatory response 

are considered to be important in the immunopathology of sepsis (Cohen, 2002). The vast 

majority of septic patients tend to succumb at later time points that are associated with an 

immunosuppressive state known as immunoparalysis (Rittirsch et al., 2008). 

Subsequently, over-production of pro-inflammatory cytokines contributes significantly 

to the development of pathology, creating a unique condition where the patient 

experiences both pro-inflammatory and dysfunctional anti-inflammatory states, often at 

the same time (Fournier and Philpott, 2005; Degn and Thiel, 2013). This excessive 

response results in severe immunopathology, which exacerbates pathogen-induced 

pathology as they remain within the bloodstream (Iwasaki and Medzhitov, 2015). The 
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various immunopathological pathways involved in the development of severe sepsis are 

shown in Figure 1.2.  

 

Figure 1.2. The basic pathway of immune activation and pathogenic processes during sepsis 
(adapted from Cohen, 2002; Rittirsch et al., 2008; Reinhart et al., 2012).  

1.4.1. Cytokine Responses in Sepsis 

Cytokines induced during a normal acute inflammatory response are key mediators of 

sepsis immunopathology. A characteristic profile of cytokine changes is evident in 

modern sepsis and septic shock (Figure 1.2). Initially, the presence of high concentrations 

of cytokines in the blood (cytokine storm) is later accompanied by a compensatory 

response of anti-inflammatory cytokines. This pattern of cytokine expression at the later 

stages of sepsis is associated with poor patient outcomes, and the immune response 

subsequently becomes severely downregulated, a phenomenon known as 

immunoparalysis (Brown et al., 2006). Interestingly, there is evidence that 

immunoparalytic mechanisms are evident from the very start of sepsis (Hamers et al., 

2015).  

Both mCD14 and sCD14, key recognition molecules in cases of Gram-negative 

bacteraemia, are found in elevated concentrations in the blood of septic patients. A high 
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circulating concentration of sCD14 has been found to be associated with a negative 

outcome during sepsis, and sCD14 that has been neutralised by blocking antibodies 

protected primates from sepsis mortality (Cohen, 2002; Chalupa et al., 2011). Many early 

cytokines, such as TNF, have been found to remain at significantly high concentrations 

in septic patients even weeks after the initial acute response was initiated and these 

significantly high levels have been found to be associated with a negative outcome for 

patients (Cohen, 2002). Macrophage inhibitory factor (MIF), unlike most cytokines, is 

constitutively expressed by leukocytes and stored intracellularly. It normally promotes 

both innate and adaptive processes, but during sepsis it is detrimental in that it prevents 

anti-inflammatory apoptosis of monocytes, which promotes excessive inflammation 

(Rittirsch et al., 2008).  

1.4.2. Complement Dysfunction 

Another molecular system involved in promoting excessive inflammation during sepsis 

is the complement system. Complement component 5a is activated very early on during 

sepsis, and at high concentrations it is particularly harmful. As well as causing direct 

harm, C5a is able to negatively influence other inflammatory processes such as 

coagulation, TLR4 responses, phagocytosis, oxidative burst and cytokine production 

(Rittirsch et al., 2008; Ward, 2010; Bosmann and Ward, 2013). Thus, C5a broadly 

contributes to immunoparalysis at later stages of sepsis, multiple organ failure and 

dysfunction in coagulation (Rittirsch et al., 2008). A sustained high concentration of C5a 

during sepsis is linked with poor outcome and survival (Rittirsch et al., 2008).  

1.4.3. Coagulation, Platelets and Endothelial Cells 

Cytokines such as IL-1 and IL-6 promote a procoagulant effect, and coagulation disorders 

are very common in sepsis patients. Approximately 30-50% of sepsis patients have been 

found to have the most severe form, disseminated intravascular coagulation (DIC; Cohen, 

2002). Central to coagulation processes are the platelets, anucleated cells that are found 

abundantly in blood. Early in sepsis, platelets experience an increase in activation coupled 

with a decrease in the circulating numbers of cells, a process which is facilitated by 

bacterial interactions promoting aggregation with other immune cells (Assinger et al., 

2019). The cytokine tissue factor (TF) is responsible for activating the proteolytic 

cascades that result in conversion of prothrombin to thrombin, and then the conversion of 

fibrinogen to fibrin (Cohen, 2002). Normally, regulatory mechanisms, such as fibrin 

breakdown by plasmin (precursor plasminogen), prevents excessive coagulation, but this 
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regulation becomes impaired during sepsis due to high levels of plasminogen-activator 

inhibitor type 1 (PAI1). The result of this and the decrease in circulating platelets is 

enhanced production and subsequent decreased removal of fibrin, which results in 

deposition of fibrin clots in blood vessels and subsequently microvascular occlusion, or 

DIC, which in turn leads to insufficient tissue perfusion and ultimately organ damage 

(Cohen, 2002; Assinger et al., 2019).  

1.4.4. Neutrophil Dysfunction in Sepsis 

Early during sepsis pathogenesis it is clear that neutrophil maturation is significantly 

affected which later impairs their phagocytic functions (Monneret and Venet, 2016). 

Neutrophils are the predominant infiltrates present in tissues that later experience damage 

and failure, and these cells damage tissue directly by releasing lysosomal enzymes and 

reactive species (Cohen, 2002). These factors directly contribute to the formation of 

abscesses and subsequent organ dysfunction during sepsis (Brown et al., 2006). 

Production of NO is upregulated by the increased synthesis of inducible NO synthase, a 

key neutrophil enzyme whose synthesis is promoted by TNF-α activity. Levels of this 

cytokine are severely elevated during sepsis, and increased production of NO directly 

leads to vascular damage and myocardial depression. Imbalances in redox within 

phagocytes leads to an intracellular oxidant state, which is associated with reduced 

antioxidant levels and increased ROS and RNS generation. Reactive radicals, such as OH 

and NO, react with a wide range of targets to ultimately alter intracellular biochemistry, 

which can lead to DNA fragmentation that causes damage to cells and organs. Further, 

build-up of reactive species results in a nuclear decrease of the peroxisome proliferator 

activated receptors (PPARs) that suppress the expression of proinflammatory cytokines 

(Bosmann and Ward, 2013). Excessive NET formation by neutrophils during sepsis due 

to uncontrolled inflammation leads to the development of organ damage and dysfunction 

(Li and Tablin, 2018). Neutrophils also undergo immunoparalysis during severe sepsis, 

which broadly involves a decline in intracellular signalling and dysfunction of the 

adaptive immune system (Rittirsch et al., 2008). 
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1.4.5. Resolution of Inflammation 

Poor co-ordination to resolve inflammation plays a number of significant roles in the 

immunopathology of sepsis. Lymphocyte apoptosis is a common occurrence in sepsis, 

with the majority of sepsis patients being lymphopenic (abnormally low plasma 

lymphocytes; Cohen, 2002). Another facet of this downregulation is the selective 

depletion of B and CD4+ lymphocytes, as well as T cell hyporesponsiveness (Cohen, 

2002). This decrease in circulating lymphocytes is also coupled with impaired antigen 

presentation (Brown et al., 2006; Bosmann and Ward, 2013). The initial Th1 cell response 

that characterises acute inflammation ultimately switches to a Th2 cell response, which 

diverts the immune system from resolving an infection to promoting harmful processes 

(Rittirsch et al., 2008). This ultimately results in a severe state of immunosuppression 

that is characteristic of sepsis (Cohen, 2002).  

Apoptosis and clearance of professional phagocytes during a normal inflammatory 

response ultimately leads to the downregulation of the immune response and the 

resolution of an infection (Cao et al., 2019). However, in patients with sepsis, loss of 

professional phagocytes leads to a reduced defence against the pathogen in the 

bloodstream (Umlauf et al., 2013). Apoptosis in adaptive immune cells such as 

lymphocytes and DCs further contributes to the development of immunoparalysis. In 

septic patients, the majority of circulating monocytes and tissue macrophages experience 

cell death due to phagocytosis-induced apoptosis/pyroptosis and loss of function (Umlauf 

et al., 2013). This coupled with depletion and dysfunction of DCs, results in impaired 

antigen presentation and subsequent down-regulation of the adaptive immune response 

(Bosmann and Ward, 2013).  
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1.5. Biomarkers in sepsis 

A physician treating a patient with unconfirmed sepsis must first decide if a patient has 

sepsis or SIRS (i.e. if an infection is present) and whether or not antibiotics are required 

to resolve the bacteraemia (Póvoa, 2002). Traditionally, bacteraemia has been identified 

through positive blood culture, which usually takes 24-48 hours (Jin and Khan, 2010), a 

lengthy process susceptible to contamination, and there is a direct correlation between 

time taken to treat and patient mortality (Jin et al., 2008; Seymour et al., 2017). In 

addition, this process often produces many false positive and negative results, with up to 

half of all patients with a suspected bacteraemia having no definitive proof of infection 

(Becker et al., 2008; Jin and Khan, 2010). The terms culture-negative and culture-positive 

sepsis are often used to describe patients with suspected or confirmed bacteraemia 

respectively (Becker et al., 2009). Increasingly, there is a high demand for accurate 

patient biomarkers that allow for differentiation between infected and non-infected 

(SIRS) patients (Póvoa, 2002). Current biomarkers have advantages and limitations.  

1.5.1. C-reactive Protein (CRP) 

C reactive protein is a well-established biomarker and is often used to test for 

inflammatory disorders (Póvoa, 2002). Upon immune stimulation, CRP is produced by 

hepatocytes in response to IL-6 (Pepys and Hirschfield, 2003). During bacterial 

infections, CRP binds to prokaryotic phosphocholine on the cell surface of invading 

bacteria, which in turn leads to the activation of the complement pathway, facilitating 

phagocytosis (Póvoa, 2002). Other CRP functions include preventing neutrophil adhesion 

to endothelial cells, inhibiting generation of superoxides and initiating synthesis of the 

IL-1 receptor agonist (Gabay and Kushner, 1999).   

Monitoring levels of CRP in patients with inflammatory disorders are especially useful 

in disease management (Pepys and Hirschfield, 2003). In healthy people, the baseline 

level of CRP is 0.8mg/ml and following immune stimulation can increase to more than 

500mg/ml (Pepys and Hirschfield, 2003). Increases can be seen as early as 6 hours after 

stimulation, and peaks at around 48 hours, representing a useful tool for monitoring acute 

inflammation in many different diseases (Pepys and Hirschfield, 2003). In general, CRP 

concentration is higher in bacterial infections than in viral or fungal infections, but this 

rule is not absolute (Póvoa, 2002; Chan and Gu, 2011). Non-infectious causes of SIRS, 

such as trauma and heat stroke, can also lead to elevated concentrations of CRP, making 

it a relatively non-specific marker of inflammation (Póvoa, 2002). Furthermore, there is 
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no correlation between CRP levels and infection, as CRP is a very sensitive marker of 

inflammation, but not a very specific marker (Vincent, 2016).  

1.5.2. Procalcitonin  

Procalcitonin (PCT) is considered to be the gold standard in sepsis diagnosis (Matwiyoff 

et al., 2012). It is a 116 amino acid peptide with a molecular weight of 14.5 kDa, produced 

in liver and kidney tissue, but all tissues show increased PCT expression in response to 

an infection stimulus, including peripheral blood mononuclear cells (PBMCs; Jin and 

Khan, 2010; Matwiyoff et al., 2012). Procalcitonin is a precursor of the protein calcitonin, 

and in healthy people it is not normally found in circulating blood (Maruna et al., 2000; 

Hentschel et al., 2014).  It has a relatively short half-life in the blood, approximately 25-

30 hours and a low concentration in non-sepsis patients (<10ng/ml), making it a useful 

means of monitoring patient status in the ICU (Jin and Khan, 2010; Hentschel et al., 

2014). In addition, PCT levels often increase 2-4 hours after stimulation, peaking at 6-8 

hours, making it a useful early diagnostic marker (Chan and Gu, 2011), with levels of 

PCT rising up to 1000µg/ml in severe bacterial infections (Maruna et al., 2000). These 

levels generally persist until the inflammatory event ends (Becker et al., 2008). 

Procalcitonin is an immunomodulatory molecule, regulating calcium concentration in the 

blood, and plays a significant role in phagocytosis and inflammation (Jin and Khan, 2010; 

Matwiyoff et al., 2012). Other functions of PCT during infection involve modulating 

cytokine and NO synthesis, analgesia, and neutralising bacterial LPS (Maruna et al., 

2000; Matera et al., 2012). High levels of PCT in patients with inflammatory conditions 

is detrimental, and further correlate with high levels of pro-inflammatory cytokines 

(Matwiyoff et al., 2012).  

In its current clinical use, PCT has been used to rule out bacteraemia with more than 95% 

accuracy and is considered a marker exclusive to bacteraemia (Jin and Khan, 2010; 

Schuetz et al., 2011; Matwiyoff et al., 2012). In addition, PCT is virtually absent in 

healthy people, as it remains intracellular before being converted to the mature calcitonin 

protein in blood. In the ICU, PCT levels are measured using the BRAHMS assay, a 

chemiluminescence assay that uses monoclonal antibodies to detect PCT in serum (Jin 

and Khan, 2010). Gram-negative bacteria, and to a lesser degree Gram-positive bacteria, 

induce the highest levels of PCT detected in the blood (Matwiyoff et al., 2012).  In 

addition to PCT’s use as a ‘rule-in, rule-out’ biomarker, blood PCT levels are known to 

strongly correlate with the severity of a septic episode and bacterial load, allowing for 
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PCT to be used as a marker of disease outcome and to monitor antibiotic therapy (Charles 

et al., 2009; Schuetz et al., 2011; Matwiyoff et al., 2012). A decrease in PCT blood 

concentrations in septic patients is generally considered as a favourable sign (Becker et 

al., 2009), suggesting recovery.  

Despite the numerous benefits of using PCT as a diagnostic tool, there are still some 

drawbacks to its use with some researchers suggesting that PCT is incapable of 

distinguishing between Gram-positive and Gram-negative sepsis, and therefore does not 

inform empirical antibiotic therapy (Chan and Gu, 2011). In addition, antibiotic therapy 

has been shown to interfere with PCT kinetics; while this can be useful to inform the 

efficacy of the treatment, it can also be detrimental, if antibiotic therapy has been started 

before PCT levels were determined, as it is then difficult to monitor the effects of the 

antibiotic (Charles et al., 2009). Conversely, some studies have failed to find a link 

between PCT levels and antibiotic therapy (Charles et al., 2009). Despite PCT being 

regarded as specific to bacterial sepsis, many studies have found that it is elevated in the 

blood of patients suffering from lung injury (Nylén et al., 1996), severe burns (von 

Heimburg et al., 1998), pancreatitis (Ammori et al., 2003), heat stroke (Nylen et al., 

1997), trauma (Maier et al., 2009) and surgery (Meisner et al., 1998), challenging its use 

in infection. Assays used to determine levels of PCT in septic patients may differ in their 

sensitivity and specificity, depending on the assay used and the clinic it is performed at, 

and different clinics may use different definitions of disease and disease parameters 

(Schuetz et al., 2011), making its use as a biomarker difficult at present due to these 

variations and suggests that there needs to be a standardisation of methodology for PCT.   

1.5.3. Cellular Biomarkers 

Leukocytes undergo significant changes during sepsis and represent a rich source of 

biomarker information that can be used to monitor patient condition and assess the 

efficacy of antibiotic treatment. To date many cells are already used as markers for patient 

condition, including neutrophils, which are considered very sensitive markers of both 

bacterial infection and whole blood counts (Chalupa et al., 2011). A neutrophil count that 

is higher, lower, or contains more than 10% immature cells are all considered markers of 

sepsis and other inflammatory conditions (Brown et al., 2006). The erythrocyte 

sedimentation rate (ESR) is used in many hospitals as a non-specific marker of disease 

activity, particularly of the APR (Gruys et al., 2005). The ESR is influenced by increases 

in plasma viscosity initiated by changes in total blood fibrinogen concentration and 
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reflects the activity of the APR as fibrinogen is a slow reacting APP, and increased 

activity reflects increased sedimentation (Gruys et al., 2005). Immature granulocyte 

counts and neutrophil phagocytic indexes including measuring NETosis via cell free 

DNA (cfDNA) have all recently found to be significant predictors of sepsis in burn 

patients (Hampson et al., 2017).  

1.5.4. Pathogen-associated Biomarkers  

 Recent efforts in sepsis diagnosis have focused on the ability to detect carbohydrate 

amphiphilic PAMPs in the whole blood of patients with infection-related diseases. 

Detection of PAMPs such as LPS and PGN has been hampered in the past by natural 

molecular reactions between the hydrophobic lipid moieties of PAMPs and the core lipid 

structure of lipoproteins such as high-density lipoprotein (HDL) and low-density 

lipoprotein (LDL), which sequester the biomarkers and prevent their detection using 

traditional methods (Kupicek-Sutherland et al., 2019). These interactions however can be 

exploited using two novel assays; membrane insertion and lipoprotein capture. Membrane 

insertion uses the interactions between PAMPs and lipoproteins by utilising a lipid bilayer 

to directly capture the biomarker and measure using a dye-conjugated biomarker; this 

method has been previously validated with E. coli LPS and lipoarabinomannan from 

Mycobacterium tuberculosis. Lipoprotein capture uses a specific antibody to anchor host 

lipid-PAMP complexes to a biosensor surface, which is then detected using a dye-

conjugated antibody for the target (Kupicek-Sutherland et al., 2019). Both these methods 

demonstrate a sensitive and specific means of detecting PAMPs in whole blood with 

minimal contamination and show considerable promise for clinical diagnosis and 

pathogen identification.  

Another approach that specifically targets PAMPs uses a modified enzyme-linked 

immunosorbent assay (ELISA) known as the enzyme-linked lectin-sorbent assay 

(ELLecSA) that exploits the natural affinity that mannose-binding lectin (MBL) has for 

PAMPs such as LPS and LTA (Cartwright et al., 2016; Seiler et al., 2019). The MBL in 

this particular assay has been engineered to not only contain the carbohydrate-recognising 

domain of MBL but also the Fc portion of human IgG1 (FcMBL). This FcMBL 

recognises and binds to many different PAMPs and thus has broad range specificity for 

numerous PAMPs from a range of pathogens that can be identified within 1 hour of testing 

(Cartwright et al., 2016; Seiler et al., 2019). Early studies using this methodology 

identified the ability of ELLecSA to detect the presence of over 85% (47 out of 55) of 

living pathogen species in serum, a sensitivity that markedly increased upon mechanical 
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breakdown of the pathogens (Cartwright et al., 2016). In human studies, this method was 

found to detect pathogen presence in more than 80% of blood samples, compared with 

less than 20% identified using traditional identification methods (Cartwright et al., 2016). 

A follow-on study performed last year determined that this assay was able to detect 58% 

of live pathogens in blood and 89% of disrupted pathogens in blood (Seiler et al., 2019). 

In this method, the mechanical disruption substantially increases the detection range of 

this assay, owing to the disruption of protective capsules surrounding pathogens that 

would have otherwise shielded membrane PAMPs from detection (Seiler et al., 2019). 

This method shows increasing promise in clinical applications.  

1.5.5. Other Biomarkers for Inflammatory Diseases 

Interleukin-6 is a well-characterised pro-inflammatory cytokine that plays a significant 

role in the APR. An increase in IL-6 concentrations between sepsis and septic shock 

accurately reflects the change in severity, and one study found that IL-6 levels were 

significantly higher during Gram-negative infections than Gram-positive infections (Abe 

et al., 2010). In one study (Hou et al., 2015), using IL-6 as a diagnostic tool for sepsis 

had a pooled sensitivity of 80% and a specificity of 85%. However, despite these findings, 

IL-6 is frequently elevated in patients with SIRS and other non-infectious inflammatory 

illness, and is more generally used to identify inflammation (Hou et al., 2015). Other 

soluble markers include TNF-α, IL-8 and sCD14 (Chalupa et al., 2011). Several cell 

surface markers have also been investigated for their potential to identify sepsis, such as 

Fc gamma receptor 1 (CD64) and human leukocyte antigen DR isotype (HLA-DR; 

Umlauf et al., 2013). CD64 binds IgG to facilitate phagocytosis and intracellular 

pathogen killing (Umlauf et al., 2013). Upregulation of this marker on neutrophils occurs 

early in the septic response, and expression is enhanced during neonatal sepsis (Umlauf 

et al., 2013; van Kessel et al., 2014). Expression of HLA-DR is increased on monocytes 

following stimulation by cytokine expression. A decrease in this marker has been 

recorded during neonatal sepsis (Umlauf et al., 2013). Interleukin-10, a key anti-

inflammatory cytokine, has also been considered for use as a biomarker to monitor patient 

progress. Concentrations of IL-10 early in sepsis have shown promise in discriminating 

the severity and predicting the mortality of patients that later progress to septic shock 

(Hamers et al., 2015). Function of the APR can also be measured by analysing changes 

such as decreases in serum cholesterol, increases in glucocorticoids, activation of 

complement and coagulation, decreased serum levels of calcium, zinc and iron, and 

changes in the concentrations of both positive and negative APPs (Gruys et al., 2005). 
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Serum lactate levels are traditionally used as a biomarker of tissue hypoxia in septic 

patients and can be used to predict severity and progression to septic shock, although it is 

not a determinant of bacterial infection (Nolt et al., 2018).  

1.6. A New Class of Biomarkers: Sterols and Immunity 

1.6.1. Cholesterol 

Cholesterol is one of the most abundant lipids in mammalian cells and is essential for 

normal body function. Its structure is composed of four rings and an eight-carbon side 

chain; the 3β-hydroxyl group on ring A confers polarity to the molecule (Figure 1.3).  

Approximately 25% of cell plasma membrane lipid is made up of cholesterol, and its 

rigid, hydrophobic structure allows for efficient membrane packing and fluidity.  

Cholesterol-rich domains in cell membranes serve as ‘rafts’ for transmembrane receptor 

cell signalling (Cyster et al., 2014). Humans obtain the majority of cholesterol through 

their diet, whilst the remainder is synthesised endogenously (Brown and Sharpe, 2016). 

The biosynthetic pathway that gives rise to cholesterol and sterols (isoprenoids, bile acids, 

steroid hormones and oxysterols) is active in all nucleated mammalian cells (Cyster et al., 

2014). Each day, approximately 500mg of cholesterol is converted into bile acids in a 

healthy adult, and  all these by-products of cholesterol biosynthesis play further roles in 

maintaining healthy body functions (Russell, 2003). Sterol response element-binding 

proteins (SREBPs) regulate sterol biosynthesis and control expression of rate-limiting 

enzymes in the sterol biosynthetic pathway (Figure 1.3; Cyster et al., 2014).  
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Figure 1.3. Bile acid synthetic pathway of cholesterol including enzymes required for synthesis 
of each sterol (Russell, 2003). 

Cholesterol and other sterols play a significant role in immune defence, regulation and 

disease (Robertson and Ghazal, 2016). High-density lipoprotein opposes this process by 

promoting cellular efflux of cholesterol, reducing inflammation (Tall and Yvan-Charvet, 

2015). Cholesterol has also been found to play a role in infectious diseases (Robertson 

and Ghazal, 2016). In particular, viral infections have often been associated with a 

downregulation in host plasma cholesterol levels, and viruses such as Human 

Immunodeficiency Virus (HIV) and Herpes Simplex Virus (HSV) have been found to 

depend on host sterol metabolism to drive their own survival and replication (Robertson 

and Ghazal, 2016). Inhibiting cholesterol biosynthetic pathways has been shown to limit 

virus entry and replication in mammalian cells (Cyster et al., 2014). Furthermore, lipid 

metabolic pathways and inflammatory pathways have recently been shown to converge, 

and oxysterols have emerged as key players in this interaction (Gold et al., 2014). 

Lipoproteins and lipids, including HDL, have been found to have direct 

immunomodulatory properties towards bacterial infection, binding to and neutralising 

toxic bacterial structures, such as LPS (Zou et al., 2016).  
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1.6.2. 25-Hydroxycholesterol (25-HC) 

Oxysterols are minor constituents and precursors of bile acids. They are secreted into the 

small intestine from the liver where they act as emulsifiers of dietary lipids (Russell, 

2003). Their synthesis is tightly regulated (Figure 1.3) to maintain homeostasis, and they 

initiate negative feedback loops when they are in high enough concentrations (Russell, 

2003). Most of the enzymes that produce bile acids are expressed in the liver but some 

enzymes have been found in tissues, including tissue macrophages and neurons (Russell, 

2003; Cyster et al., 2014). 25-hydroxycholesterol (25-HC) is an oxysterol where the 25th 

carbon has been modified by the addition of a hydroxyl group (-OH). The addition of this 

second hydroxyl group confers a more hydrophilic nature to this oxysterol. Previously, 

25-HC was believed to play a role in mediating negative feedback during cholesterol 

biosynthesis (Cyster et al., 2014). In recent experiments, mice deficient in 25-HC were 

found to have unaffected cholesterol metabolism, suggesting that 25-HC’s role lies 

elsewhere (Cyster et al., 2014). Recent data strongly suggests that 25-HC and its synthetic 

enzyme cholesterol 25-hydroxylase (CH25H), also known as CYP27A1, is involved in 

the immune response (Cyster et al., 2014; Ning et al., 2017). CH25H is upregulated in 

macrophages in response to activation by inflammatory mediators and is able to neutralise 

enveloped viral replication via the production of 25-HC (Cyster et al., 2014; Ning et al., 

2017), as mice deficient in this enzyme were found to be more susceptible to viral septic 

shock and enveloped virus activity was reduced in cell culture treated with 25-HC (Blanc 

et al., 2013; Liu et al., 2013; Robertson and Ghazal, 2016). The mechanisms behind this 

action are still unclear but are thought to be linked to direct modifications of host cellular 

membranes by directly removing cholesterol from these membranes, limiting viral entry 

and the production of the virus envelope (Liu et al., 2013; Cyster et al., 2014). The 

majority of 25-HC secreted in response to stimulation occurs within 8 hours of incubation 

and levels continue to rise throughout a 24-hour time frame (Blanc et al., 2013). 

Additional evidence arises from the discovery that synthesis of CH25H occurs in tissue 

not involved in lipid and cholesterol synthesis (McDonald and Russell, 2010). Expression 

of the CH25H gene is inactive in resting cells but is rapidly induced in response to 

activation of TLR ligands, in particular TLR3 (Poly I:C) and TLR4 (LPS; McDonald and 

Russell, 2010).  



54 
 

1.6.3. 25-HC Expression and Interferon Signalling 

25-hydroxycholesterol synthesis is induced in macrophages and other phagocytes in 

response to type I and II IFN signalling (Figure 1.4; McDonald and Russell, 2010; Cyster 

et al., 2014). Interferons induce signalling via the JAK-STAT pathway and promote 

interferon-stimulated gene (ISG) production (Wilkins and Gale, 2013). Type I IFN-α and 

IFN-β play a significant role in host defence during viral infections by promoting 

cytotoxic activities, increasing expression of MHC I and promoting apoptosis of infected 

cells (Pestka, 2007). The only type II IFN, IFN-γ, , is produced by adaptive immune cells 

to skew the immune response towards Th1, promote macrophage survival, enhance 

microbicidal processes and upregulate antigen processing and presentation (Schroder et 

al., 2004).. It has also been found that Type I IFN signalling leads to a downregulation of 

sterol biosynthesis that ultimately leads to cell protection from the invading virus. Hence 

25-HC, may have a significant role to play in this protective mechanism as a negative 

feedback molecule (Cyster et al., 2014).  

 

Figure 1.4. Induction pathways of CH25H expression and 25-HC synthesis in macrophages. ER 
refers to the endoplasmic reticulum (Wilkins and Gale, 2013; Cyster et al., 2014).  
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1.6.4. Immune Functions of 25-HC 

The immune functions of 25-HC that have been discovered to date are numerous. It has 

been found to regulate immunoglobulin (Ig) production, in particular IgA (Cyster et al., 

2014); promote macrophage foam cell formation and development of atherosclerosis 

(Koarai et al., 2012); amplify the production of inflammatory cytokines (Cyster et al., 

2014); encourage neutrophil chemotaxis (Cyster et al., 2014); interact with integrins to 

facilitate integrin-focal adhesion kinase (FAK) signalling after PRR activation (Pokharel 

et al., 2019); and suppress inflammasome activity and mediate negative feedback of IL-

1 family cytokine production (Koarai et al., 2012; Cyster et al., 2014). Suppression of 

inflammasome activity is mediated in part by 25-HC decreasing active sterol-regulatory 

binding protein 2 (SREBP2) levels intracellularly and thus decreasing the accumulation 

of sterols (Tall and Yvan-Charvet, 2015). It has also been suggested that 25-HC may aid 

in the recovery of septic shock and liver function after injury by LPS (Ning et al., 2017). 

Another function of 25-HC is the inhibition of SREBPs, which play a central role in the 

regulation of cholesterol and fatty acid biosynthesis (Zou et al., 2011).  

1.6.5. 25-HC in Infection and Disease 

25-HC has been implicated in a number of immune-related diseases and disorders, 

including atherosclerosis and Alzheimer’s disease (Koarai et al., 2012). In the airways, 

overproduction of 25-HC has been correlated with high numbers of neutrophils in 

circulating blood (Koarai et al., 2012).  These disease processes have been found to be 

mediated in part through liver X receptors (LXRs), which are essential in maintaining 

lipid homeostasis in healthy mammalian cells; 25-HC is a natural ligand for LXRs (Zou 

et al., 2011). The majority of 25-HC and oxysterol immune research has been conducted 

using viral infection conditions (Amako et al., 2009; Liu et al., 2013; Anggakusuma et 

al., 2015; Li et al., 2017; Wang et al., 2017; Shawli et al., 2019). There is less research 

and evidence as to the role of 25-HC during a bacterial infection (Zou et al., 2011).  One 

piece of evidence that could link bacterial infection with 25-HC upregulation in 

mammalian cells is that the levels of 25-HC increase in response to TLR4 activation 

(Bauman et al., 2009). Furthermore, the enzyme CH25H is induced by incubation with 

LPS, PGN, Poly I:C and LTA, which supports the hypothesis that 25-HC may have a role 

in innate immune activation of bacterial as well as viral pathogens (Bauman et al., 2009). 

Recently, LXR metabolic signalling have been found to play an important role in defence 
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against bacterial infection (Zou et al., 2011). LXR knockout (KO) mice have increased 

susceptibility to Listeria monocytogenes infection (Zou et al., 2011). 

 Upon infection with L. monocytogenes, macrophages were found to detect bacterial 

cyclic di-AMP and induce Type I IFNs that are central to the upregulation of CH25H in 

macrophages (Zou et al., 2011). The mechanism underlying this protection against L. 

monocytogenes infection is through enhancing the survival of macrophages (Zou et al., 

2011). Another investigation found that ch25h-deficient mice had more IL1-β and IL-18 

in their sera than control mice when challenged with LPS, which coincided with the KO 

mice succumbing to LPS-induced death approximately 12 hours sooner (Reboldi et al., 

2014). This strongly suggests that the CH25H enzyme is very important in pathogen 

clearance (Reboldi et al., 2014). Blood lipid parameters have been found to change during 

a septic episode, and one study found that high density lipoprotein (HDL)-cholesterol was 

markedly suppressed in sepsis patients and was inhibited to a greater extent during Gram-

negative bacterial sepsis (Zou et al., 2016).  

1.6.6. Other Oxysterols 

Several other oxysterols have been implicated in the defence against pathogens, including 

24-hydroxycholesterol (24-HC), 27-hydroxycholesterol (27-HC) and 7α-

hydroxycholesterol (7α-HC; Testa et al., 2018). 27-HC selectively promotes survival of 

breast tumours by indirectly suppressing the cytotoxic activity of CD8+ T cells (Baek et 

al., 2017), and also has roles in immunity, specifically blocking non-enveloped virus 

entry and replication via promoting the accumulation of cholesterol in endosomes and 

thus sequestering viral particles within them (Civra et al., 2018). 7α-HC has been 

identified as a major oxysterol found in atherosclerotic lesions, and facilitates 

immunopathology at the lesion by promoting monocyte differentiation into macrophages 

and inducing elevated concentrations of the chemokine IL-8 (Cho et al., 2017). 
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1.7. Current Issues and Gaps in the Literature 

A major roadblock facing sepsis care and management is the lack of a robust panel of 

biomarkers that can accurately and rapidly predict the underlying infectious agent. While 

evidence points towards host biomarkers such as IL-6 and PCT as strong indicators of 

pathogenic cause, conflicting data from different laboratories puts the reliability of these 

two molecules into question. New host expressed biomarkers are urgently needed for 

potential future application to the clinic. Furthermore, a simple testing platform for 

measuring potential biomarker responses to sepsis relevant pathogens is needed.  

Current work into 25-HC and other oxysterols have largely focused on viral infection. 

Indeed, certain researchers believe that 25-HC is a virus-specific oxysterol and is only 

upregulated in response to viral infection. In comparison, little work has investigated 

whether ‘bacteria’ or ‘bacterial stimuli’ can activate these pathways. There is evidence 

that LPS interactions with TLR4 lead to upregulation of 25-HC in vitro suggesting that 

25-HC upregulation is a more general response to infection and not to a specific pathogen. 

Furthermore, bacterial stimulation of 25-HC expression in whole blood opens the real 

possibility for a diagnostic test that has not been conducted to date, and no information 

exists as to the expression profile of 25-HC in other body compartments where 

macrophages are absent.  

It is also very clear that ‘pathogen’ (bacterial) expressed biomarkers (such as virulence 

genes) remain untested despite numerous collections of virulence factors defining 

important disease pathotypes. Identifying new bacterial genes associated with sepsis and 

survival in human blood could also be a useful approach to refine biomarker panels. 

Indeed, 16S rRNA genes have been used to detect infection in critical care units but 

whether virulence factors (that are generally expressed at lower levels) will be equally 

successful, is a good opportunity for research.  
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1.8. Aims and Objectives 

The gaps in the literature identified above form the basis of the main aims of this thesis. 

This thesis aims to identify new host and pathogen-associated biomarkers to predict 

pathogen specific sepsis, that have the potential to take forward to the clinic. Host 

biomarker responses will be investigated in chapters 3, 4 and 5 and bacterial genes in 

chapter 6.  

 Characterisation of the innate immune response towards model strains of 

Staphylococcus and E. coli in whole blood from healthy volunteers in order to 

identify new soluble biomarkers of infection. This will be characterised using 

ELISAs in chapter 3.  

 Characterisation of the cellular response towards model strains of Staphylococcus 

and E. coli in healthy whole blood in order to design a robust model for 

understanding cellular interactions in healthy whole blood. This will be 

characterised using flow cytometry in chapter 4. 

 Characterisation of the sterol response towards model strains of Staphylococcus 

and E. coli in healthy whole blood in order to determine any associations between 

bacterial infection and sterol regulation. This will be characterised using LC-MS 

in chapter 5.  

 Genomic and phenotypic analysis of blood culture positive E. coli strains from 

Welsh hospitals in the Hywel Dda University Health Board (HDUHB) will 

investigate potential associations between origin of infection and virulence 

factors. This will be characterised using next generation sequencing pipeline and 

gentamicin protection assays of urinary and intestinal epithelial cells in chapter 6.   
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Chapter 2. Materials and Methods 

2.1. Media and Stock Solutions 

2.1.1. Media 

Media were prepared using 200-1000 ml distilled water (H2O) and sterilised by 

autoclaving.   

2.1.1.1. Luria Bertani (Lennox) Broth (LB) 

Luria Bertani (Lennox) Broth medium purchased in tablet form from Sigma-Aldrich 

(Gillingham, UK) and dissolved 1 tablet in 50 ml of H2O.  

10 g/L Tryptone 

5 g/L Yeast Extract 

5 g/L NaCl 

2.2 g/L inert binding agents 

2.1.1.2. Bacto Tryptic Soy Broth (TSB) 

Tryptic Soy Broth medium was purchased in powder form from Thermo Fisher Scientific 

(Loughborough, UK) and dissolved 3.3 g per 10 ml in H2O.  

17 g/L Pancreatic digest of Casein  

3 g/L Papaic digest of Soybean 

2.5 g/L Dextrose 

5 g/L Sodium chloride 

2.5 g/L Dipotassium phosphate 

2.1.1.3. LB and TSB Agar 

Agar Technical (no. 3) was purchased from Oxoid (Basingstoke, UK) and dissolved 1.2% 

W/V (12 g) in 1000 ml LB or TSB prior to autoclaving.  
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2.1.1.4. Columbia Agar with Horse Blood  

Agar plates come pre-sterilised and were purchased from Oxoid (Basingstoke, UK).  

 25 g/L Special peptone 

1 g/L Starch 

5 g/L Sodium chloride  

10.25 g/L Agar 

50 ml Defibrinated horse blood 

2.1.2. Stock Solutions 

Stock solutions were prepared using either distilled H2O or phosphate buffered saline 

(PBS). Stock solutions used for microbiological work were sterilised by autoclaving.   

2.1.3. Glycerol  

>99% Glycerol was purchased from Sigma Aldrich (Gillingham, UK) and diluted in 

dH2O to an 80% stock solution.  

2.1.4. Phosphate Buffered Saline (PBS) 

Phosphate buffered saline in tablet form was purchased from VWR Life Sciences 

(Leicestershire, United Kingdom) and dissolved 1 tablet per 100 ml dH2O. 1000 ml of 

stock solution was prepared for microbiological and blood work.  

Per tablet, when dissolved: 

137 mM Sodium chloride 

2.7 mM Potassium chloride 

10 mM phosphate buffer 

2.1.5. ELISA Wash Buffer 

0.05% Tween 20 (Sigma Aldrich; Gillingham, UK) in 1000 ml PBS.  
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2.1.6. ELISA Reagent Diluent 

Bovine Serum Albumin (BSA) Protease free powder was purchased from Thermo Fisher 

Scientific (Loughborough, UK) and diluted 1% w/v in 1000 ml dH2O.  

2.1.7. ELISA Stop Solution 

37% Hydrochloric acid (HCl) was purchased from Sigma Aldrich (Gillingham, UK) and 

diluted to a 1 M solution in dH2O by adding 41.3 ml HCl to 458.7 ml dH2O.  

2.1.8. BD FACS Lysing Solution 

Becton Dickinson FACS lyse was purchased from BD Biosciences (Berkshire, United 

Kingdom) and diluted to a 10% solution in dH2O. 

2.1.9. FACS Buffer 

FACS Buffer was prepared with 0.2% BSA and 0.05% Sodium azide reagent plus >99.5% 

(Sigma Aldrich; Gillingham, UK), in 50 ml of PBS.  

2.1.10. Triton X Solution 

A 0.1% solution of Triton-X 100 (Sigma Aldrich; Gillingham, UK) was made using 100 

ml PBS.  

2.1.11. Deuterated Internal Standard 

A 4 ml stock solution of the deuterated internal standard was made according to the table 

in Appendix A. All oxysterol standards were purchased from Avanti Polar Lipids 

(Alabaster, Alabama, United States).  

2.1.12. Ethanol Solution 

A 70% ethanol stock solution was made using >99% ethanol (Thermo Fisher Scientific; 

Loughborough, UK) and high-performance LC-MS grade water (Thermo Fischer 

Scientific; Loughborough, UK).  

2.1.13. Methanol Solutions 

Stock solutions of 10%, 17%, 35%, 70% and 95% methanol were made using >99% 

methanol (Thermo Fisher Scientific; Loughborough, UK) and high-performance LC-MS 

grade water (Thermo-Fisher Scientific; Loughborough, UK).   
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2.1.14. Sodium hydroxide (NaOH) 

Sodium hydroxide >97% pellets were purchased from Sigma Aldrich (Gillingham, UK) 

and dissolved 1g per 25 ml high performance LC-MS grade water. pH was checked (pH 

13) and adjusted as appropriate.  

2.1.15. Potassium phosphate (KH2PO4) 

340 mg KH2PO4 monobasic 

1.5 ml Sodium hydroxide  

48.5 ml high performance LC-MS grade water 

This yields a 50 mM solution. pH was checked using indicator strips and adjusted as 

appropriate. Potassium phosphate monobasic was purchased from Sigma Aldrich 

(Gillingham, UK).  

2.1.16. Cholesterol oxidase  

Lyophilised Cholesterol oxidase from Streptomyces sp. was purchased from Sigma 

Aldrich (Gillingham, UK) and reconstituted in 1 ml of LC-MS grade water as per 

manufacturer instructions. Aliquots were stored at -20oC.  

2.1.17. Deuterated Girard Reagent P (D5) 

D5 Girard reagent was synthesised in house as per Crick et al. 2015 using Girard Reagent 

P 1-(carboxymethyl) pyridinium chloride (D0) from TCI Europe (Zwijndrecht, Belgium).  

2.1.18. Isopropanol/Methanol Solution 

> 99% isopropanol (Thermo Fisher Scientific; Loughborough, UK) and methanol were 

mixed 50:50 to a final volume of 50 ml.  

2.1.19. LC-MS Mobile Phases 

Mobile Phase A (total volume 1000 ml): 

33.3% Methanol 

16.7% Acetonitrile 

50% LC-MS grade water 

0.1% Formic acid 
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Mobile Phase B (total volume 700 ml): 

63.3% Methanol 

31.7% Acetonitrile 

5% LC-MS grade water 

0.1% Formic acid  

>99.8% acetonitrile and LC-MS grade Formic acid was purchased from Thermo Fisher 

Scientific (Loughborough, UK).  

2.2. Reagents 

2.2.1. ELISA Colour Solution 

KPL SureBlue TMB Microwell Peroxidase Substrate was purchased from Sera Care 

(Milford, Massachusetts, United States) and used as the ELISA colour solution.  

2.2.2. Microscopy Reagents 

2.2.2.1. Microscopy Stains 

Red Microscopy Hemacolor and Purple Microscopy Hemacolor were purchased from 

Merck (Watford, UK).  

2.2.2.2. Microscopy Mountant and Immersion 

Stained slides were mounted using DPX Mountant for histology and immersed using 

Immersion Oil for microscopy (both Sigma Aldrich; Gillingham, UK).  

2.2.3. Glacial Acetic acid 

Acetic acid glacial >99.85% was purchased from VWR life sciences (Leicestershire, UK).  

2.2.4. Rnase A 

100 mg/ml Rnase A enzyme was purchased from Qiagen (Manchester, UK) and stored at 

4oC.  
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2.2.5. Vacutainer Tubes 

Vacutainer tubes were purchased from Becton Dickinson (Swindon, UK) and were for a 

final draw volume of 10 ml. Anticoagulants used were Lithium Heparin (BD Vacutainer 

Lithium Heparin Tubes) and EDTA (BD Vacutainer spray coated K2EDTA Tubes).  

2.3. Cell Culture Media and Reagents 

All cell culture reagents were purchased from Gibco (Thermo Fisher Scientific; 

Loughborough, UK) unless otherwise stated.  

2.3.1. Phosphate Buffered Saline 

Pre-made Phosphate Buffered Saline (PBS; 1X) pH 7.4 without CaCl2, MgCl2 was used 

for all cell culture work.  

2.3.2. CACO-2 Growth Media 

500 ml 1x Dulbecco’s Modified Eagle Medium (DMEM) 4.5 g/L D-glucose, L-glutamine 

Pyruvate Positive 

50 ml (10%) Foetal Bovine Serum, Qualified (FBS)  

5 ml (1%) L-glutamine 200mM (100x) 

5 ml (1%) MEM Non-essential Amino Acid Solution (100X) without L-glutamine (Sigma 

Aldrich) 

5 ml (1%) Pen/Strep 10000 units/ml Penicillin, 10000µg/ml Streptomycin 

Antibiotic-free media was made without Pen/Strep for all bacterial work.  

2.3.3. UM-UC-3 Growth Media 

500 ml 1x Dulbecco’s Modified Eagle Medium (DMEM) 4.5 g/L D-glucose, L-glutamine 

Pyruvate Positive 

50 ml (10%) Foetal Bovine Serum, Qualified (FBS)  

5 ml (1%) MEM Non-essential Amino Acid Solution (100X) without L-glutamine (Sigma 

Aldrich) 

5 ml (1%) Pen/Strep 10000 units/ml Penicillin, 10000 µg/ml Streptomycin 

Antibiotic-free media was made without Pen/Strep for all bacterial work.  
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2.3.4. U937 Growth Media  

500 ml RPMI-1640 Medium, phenol red, 2 mM L-glutamine, 10 mM HEPES, 1 mM 

Sodium pyruvate, 4500 mg/L glucose, 1500 mg/L Sodium bicarbonate 

50 ml (10%) Foetal Bovine Serum, Qualified (FBS) 

2.3.5. TrpyLE Express Enzyme 

Adherent cells were disassociated using TrypLE Express Enzyme (1X) with no phenol 

red.  

2.3.6. Gentamicin Solution 

A working concentration of 300 µg/ml Gentamicin (Thermo Fisher Scientific; 

Loughborough, UK) was prepared using 50 mg/ml Gentamicin Solution diluted in sterile 

dH2O.  

2.3.7. Trypan Blue Stain 

Adherent cells were stained with Trypan Blue Stain, 0.4%.  

2.4. Antibodies and TLR Agonists 

2.4.1. Antibodies  

All antibodies were purchased from Miltenyi Biotec (Woking, UK) and were stored at 

4oC between tests. Antibodies were supplied in buffer containing stabiliser and 0.05% 

Sodium azide (Table 2.1).  
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Table 2.1. List of the antibodies used.   

Target 

Antigen 

Conjugated Dye Clone Lot 

no. 

Excitation/ 

Emission 

Expression Amount 

per Test 

CD45 Fluorescein 

isothiocyanate 

(FITC) 

REA747 51711

10333 

488 nm/520 nm 

(Green) 

Leukocytes 2 μl 

CD14 Phycoerythrin (PE) REA599 51803

13090 

488 nm/578 nm 

(Red-Orange) 

Monocytes 

Activated 

Neutrophils 

5 μl 

CD3 Allophycocyanin 

(APC) 

BW264/

56 

51803

16241 

561 nm/660 nm 

(Red) 

T Cells 5 μl 

CD19 VioBlue LT19 51803

13117 

405 nm/452 nm 

(Violet) 

B Cells 5 μl 

CD282 

(TLR2) 

Phycoerythrin (PE) REA109 51809

25198 

488 nm/578 nm 

(Red-Orange) 

Leukocytes 10 μl 

CD284 

(TLR4) 

Allophycocyanin 

(APC) 

HTA125 51809

25202 

561 nm/660 nm 

(Red) 

Leukocytes 10 μl 

 

2.4.2. TLR Agonists and Blocking Antibodies 

All Toll-like receptor (TLR) agonists and blocking antibodies were purchased from 

Invivogen (Toulouse, France) and were guaranteed free from LPS and lipoprotein 

contamination. All blocking antibodies were polyclonal rat IgG and are supplied in H2O 

250 µg/ml Pen/Strep (Table 2.2).  
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Table 2.2. List of the PRR agonists and blocks used in the thesis.  

Agonist/Block Reconstituted In Amount Required 

Per Test 

Lot no.  

Lipopolysaccharide 

(LPS) B5 Ultrapure from 

E. coli serotype 055:K59 

(B5H) 

5 mg/ml stock 

Contaminating 

LPS-free water 

Sterile PBS 

1 µl 1 µg/ml to 1 ml 

of whole blood 

- 

Peptidoglycan (PGN) BS 

from Bacillus subtilis  

1 mg/ml stock 

Contaminating 

LPS-free water 

Sterile PBS 

1 µl 1 µg/ml to 1 ml 

of whole blood 

- 

Polyinosine:polycytidylic 

acid (Poly I:C) High 

Molecular Weight 

100 µg/ml stock 

Contaminating 

LPS-free water 

Sterile PBS 

1 µl 1 µg/ml to 1 ml 

of whole blood 

- 

PAb Control 

0.2 mg/ml stock 

Sterile PBS 100 µl 5 µg/ml to 

 1 ml whole blood 

PCS-39-01 

PAb-hTLR2 

0.2 mg/ml stock 

Sterile PBS 100 µl 5 µg/ml to 

 1 ml whole blood 

T2S-39-01 

PAb-hTLR4  

0.2 mg/ml stock 

Sterile PBS 100 µl 5 µg/ml to 

 1 ml whole blood 

T4S-38-01 
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2.5. Microbiology 

2.5.1. Bacterial Strains 

Eight bacterial strains of E. coli, S. aureus and S. epidermidis used in Sections 2.5.2, 2.5.4 

and 2.5.6 are listed in Table 2.3.  

Table 2.3. List of the bacteria used in ex vivo study.  

Species Strain Comments Source 

Escherichia 

coli 

ECOR26 Human infant isolate 

Commensal strain 

 

Part of the ECOR collection of 

isolates 

Ochman and Selander 1984 

Escherichia 

coli 

GMB10 Non-clinical plant isolate 

(Spinach) 

Meric et al. 2013 

Escherichia 

coli 

K12 Model laboratory strain 

Descendent of a strain 

first isolated in 1922 from 

a stool sample  

Bachmann 1972 

Escherichia 

coli 

B Laboratory strain from 

pathology laboratory, 

Singleton 

Descendent of a strain 

originally isolated in 1918 

and named in 1942 

d’Herelle 1918 

Delbruck and Luria 1942 

Staphylococcus 

aureus 

VAP39 An MRSA 

Cause of ventilator-

associated pneumonia 

UK isolate 

Conway Morris et al. 2009 

Conway Morris et al. 2011 

Wilkinson et al. 2012 

Staphylococcus 

aureus 

SH1000 Representative laboratory 

strain of S. aureus 

UK isolate 

Highly virulent derivative 

of NCTC 8325 

Horsburgh et al., 2002 

Staphylococcus 

epidermidis 

1457 Cause of central-venous 

catheter associated disease 

Biofilm producer 

Mack et al 1992 

Staphylococcus 

epidermidis 

RP62A Isolated from a patient 

with intravascular 

catheter-associated sepsis 

Christensen et al., 1982 
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Ninety-eight clinically relevant strains of E. coli recovered from septic patients and water 

sources were obtained from the HDUHB in Wales. Isolates were sorted based on their 

isolation source (Reference, Urine, Intra-abdominal, Biliary, Other/Unknown and Water) 

and details can be found in Appendix B. 

2.5.2. Culture of Microorganisms 

Eight bacterial strains of E. coli, S. aureus and S. epidermidis were obtained from the 

Microbiology and Infectious Diseases collection at Swansea University (see section 

2.5.1). Upon receipt of the strains, bacteria were cultured independently by streaking from 

freezer stocks onto agar plates. Plates were incubated for 24 hours in a 37oC Genlab 

Incubator. A single colony from each plate was inoculated in 5 ml of relevant media (LB 

for E. coli and TSB for Staphylococcus) and incubated for 24 hours at 37oC in a Kuhner 

Shaker X at 200 r.p.m. Freezer stocks were prepared using 80% glycerol stock solution 

diluted to 40% in a 50:50 2 ml cryotube. Strains were stored at -800C in a Thermo Fischer 

Scientific TSX Series Freezer.  

Ninety-eight clinically relevant strains of E. coli were obtained from the HDUHB on agar 

slopes. Upon receipt of the strains, slopes were streaked and bacteria inoculated onto 

blood agar and incubated as described above. Freezer stocks were created using 

Cryobeads (Qiagen) and 2-3 colonies before storage at -80oC. A single colony from each 

plate was inoculated in 5 ml of corresponding media and incubated as described above.  

2.5.3. Preparation of E. coli for Gentamicin Protection Assay 

After 24 hours incubation, optical density of E. coli cultures was determined by 

spectrophotometry at 600 nm. Cultures were adjusted to an OD of 0.05 and diluted as 

appropriate in LB. Specifications for the Gentamicin Protection Assay are highlighted in 

Section 2.6.5.  

2.5.4. Bacterial Enumeration and Standardisation 

Total viable counts in 1 ml of media was determined for each strain used in the study by 

serial dilutions according to the method of Miles and Misra (1939). This suspension was 

mixed by inversion and serially diluted to 10-8. Three or 10 µl of the suspensions was 

placed on either LB agar, TSB agar or blood agar in triplicate and incubated 20-24 hours 

at 370C. Three microlitre suspensions were required for E. coli strains with large colony 

morphology characteristics to prevent merging of colonies and distortion of enumeration 
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results. Dilutions that had 1-20 distinct colonies on the plate were counted and the amount 

of cfu/ml was calculated for each species.  

Bacterial suspensions were standardised by spectrophotometry. Optical densities were 

determined using a Jenway 7200 spectrophotometer set at 600 nm. Bacterial suspensions 

were standardised to an optical density of 0.1 and an approximate cell count of 107 by 

diluting in RPMI to a final volume of 1 ml in a microcentrifuge tube. Tubes were 

centrifuged at 12000 r.p.m for 5 minutes in an Eppendorf Centrifuge 5415 R set at room 

temperature. Supernatants were discarded and the pellet resuspended in 1 ml of RPMI.  

2.5.5. E. coli DNA Extraction and sequencing 

All DNA extractions were carried out using the QIAamp DNA mini kit (Qiagen, 

Manchester, UK) according to manufacturer’s instructions. An overnight culture of the 

strains in Appendix B was grown in 5 ml LB broth as described in Section 2.5.1, and then 

1 ml of culture was pipetted into a 1.5 ml microcentrifuge tube and centrifuged for 5 

minutes at 7500 r.p.m in a Eppendorf Centrifuge 5415 R. The supernatant was discarded 

and a further 1 ml of culture added and centrifuged as described previously. The DNA 

extraction protocol was then followed as per the manufacturer’s instructions and 

quantified (ng/ml) using a Nanodrop spectrophotometer MD1000 (Labtech, East Sussex, 

UK). Samples were frozen at -20oC before being sequenced at the Swansea Genome 

Centre.  

2.6. Whole Blood Model 

2.6.1. Isolation of whole blood from healthy volunteers 

Whole blood from healthy volunteers was obtained through the Joint Clinical Research 

Facility (JCRF) at Swansea University. Ethical approval was obtained for collection of 

blood by a trained nurse, and consent given by all participants. The work is one of the 

projects (13/WA/0190) assessed by the local ethics committee (Wales Rec 6) at Swansea 

University Medical School (SUMS). For each donor several 9 ml tubes (green top heparin 

or purple top EDTA as described in Section 2.2.5) were taken and used on the day of 

donation, with the exception of apoptotic samples (see section 2.7.2.2). Information 

sheets on the donations, as well as details on disposal and transfer of whole blood, were 

kept in a folder in the Microbiology & Infectious Diseases (MID) office.  
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2.6.2. Addition of Bacteria to Whole Blood 

One millilitre of anticoagulated whole blood (Lithium Heparin or EDTA) was added to a 

microcentrifuge tube. To each tube, 100 µl of the bacteria:RPMI suspension was added 

and mixed gently by inversion. A blood sample was inoculated with RPMI alone as a 

control. The blood/bacteria inoculation (Multiplicity of Infection 0.2) was incubated on a 

Stuart SB3 rotator at 10 r.p.m at 37oC for 2-8 hours. After incubation, samples were 

centrifuged at 7000 r.p.m for 5 minutes at room temperature. The supernatant was 

removed and frozen at -20oC until further analysis. Multiplicity of infection was 

calculated using the following equation: 

(ܫܱܯ) ݊݋݅ݐ݂ܿ݁݊݅ ݂݋ ݕݐ݈݅ܿ݅݌݅ݐ݈ݑ݉ =  
݀݁݀݀ܽ ݏ݈݈݁ܿ ݈ܽ݅ݎ݁ݐܾܿܽ ݂݋ ݎܾ݁݉ݑ݊

 ݀݋݋݈ܾ ݂݋ 1݈݉ ݎ݁݌ ݏ݁ݐݕܿ݋݇ݑ݈݁ ݂݋ ݎܾ݁݉ݑ݊

2.6.3. Purified Agonist and TLR Block Whole Blood Incubation 

Blood was obtained as above (2.5.6.1.). Descriptions of both purified agonists and TLR 

blocking antibodies can be found in Table 2.2. For TLR stimulation, 1 µl of LPS, PGN 

or Poly I:C (all at 1 µg/ml) was added to 1 ml of whole blood prior to incubation for 2-8 

hours as described above. For TLR blocking, 100 µl (5 µg/ml final concentration) of the 

relevant antibody was added to 1 ml of whole blood and incubated for half an hour prior 

to infection for 2-8 hours as described above.  

2.7. Cell Culture 

2.7.1. Culture of Gut and Bladder Epithelial Cells 

Human gut and bladder epithelial cell lines were used to investigate invasive interactions 

between E. coli clinical isolates and epithelial cells.  CACO-2 colon epithelial cells 

(ECACC 86010202) and UM-UC-3 bladder epithelial cells (ECACC 96020936) were 

obtained from Public Health England Culture Collections (Porton Down, Salisbury) and 

placed in liquid nitrogen until ready to culture (Table 2.4). All cell lines were cultured in 

DMEM high glucose media and supplemented as described in Section 2.3.2 and 2.3.3 and 

incubated in a 5% CO2 incubator (Nuaire, Caerphilly, Wales) at 37oC.  

 

 

 



72 
 

Table 2.4. Human gut and bladder cell lines.  

 UM-UC-3 CACO-2 

Supplier European Collection of 

Authenticated Cell Cultures 

(ECACC) 

European Collection of 

Authenticated Cell Cultures 

(ECACC) 

Catalogue Number 96020936 86010202 

Cell Line Source Human Bladder Transitional 

Cell Carcinoma 

Human Caucasian colon 

adenocarcinoma 

Species & Gender Human Male Human Male 

Tissue of Origin Bladder Colon 

Cell Type Epithelial Epithelial 

Growth Mode Adherent Adherent 

 

2.7.2. Culture of U937 Cells 

Monocytic non-adherent U937 cells were used as a positive control for monocyte 

populations described in Chapter 4.3.4.1. U937 monocytes (ECACC 85011440) were 

obtained from Public Health England Culture Collections and placed in liquid nitrogen 

until ready to culture. The cell line was sourced from a human Caucasian histiocytic 

lymphoma. Monocytic cells were cultured in RPMI media supplemented as described in 

Section 2.3.4. and incubated in a 5% CO2 incubator (Nuaire) at 37oC.  

2.7.3. Recovery and sub-culture of Cells 

Cells were recovered from liquid nitrogen storage by adding thawed cells to 25 ml of 

corresponding media in a T75 cell culture flask and incubated in a 37oC CO2 incubator 

until they reached confluency and were ready to be sub-cultured. Briefly, confluent 

CACO-2 and UM-UC-3 cells were washed three times in PBS before being treated with 

5 ml TrypLE Express for up to 10 minutes to detach the cells from the base of the flask. 

TrypLE was then deactivated with either CACO-2 or UM-UC-3 supplemented media and 

centrifuged in a ThermoScientific Heraeus Megafuge 16R at 400 r.p.m for 5 minutes. 

U937 cells were centrifuged without washing at the same specifications. The supernatant 

was discarded and the pellet resuspended in relevant cell culture media. Cells were split 

into new T175 flasks by performing a 1 in 25 dilution. Cells were supplemented with 

media and incubated as previously described.   
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2.7.4. Seeding Cells onto 24-well Plates 

CACO-2 and UM-UC-3 cells were washed and centrifuged as described in Section 2.6.3 

and resuspended in 10 ml of relevant media after centrifugation. Cell viability was 

determined by mixing 10 μl of cell suspension with 10 μl of TrypanBlue and applying 10 

μl to each side of a 0.0025 mm2 haemocytometer (Hirschmann EM Technology, 

Neckartenzlingen, Germany). Cells were counted from each side of the slide and the 

calculation below used to calculate cell density:  

.݋݊ ݁݃ܽݎ݁ݒܣ) 2 ܺ (10000 ܺ ݏ݈݈݁ܿ ݂݋ = ݊ 

(݁݉ݑ݈݋ݒ ݈ܽݐ݋ݐ) 10 ܺ ݊
݇ݏ݈ܽܨ ݂݋ ܽ݁ݎܣ =  2݉ܿ/ݏ݈݈݁ܿ

The number of cells/cm2 was used to calculate the number of cells required to cover a 2 

cm2 area of a 24-well plate (number of cells/cm2 multiplied by 2). Cells were diluted 

appropriately and seeded into a 24-well plate. Plates were incubated in a 5% CO2 

incubator at 37oC allowed to grow to confluence.  

2.7.5. Gentamicin Protection Assay 

The gentamicin protection assay enables quantification of the cellular invasive potential 

of bacteria and depends on the inability of gentamicin to penetrate eukaryotic cell 

membranes. A subset of E. coli isolates outlined in Appendix B were inoculated in LB 

media overnight and standardised to 0.05 OD. Confluent UM-UC-3 and CACO-2 

monolayers pre-seeded into a 24-well plate (Section 2.6.4.) were washed three times with 

warm PBS and 2 ml of antibiotic-free DMEM was added to each well. To test wells, 30 

μl of 0.05 OD600 bacterial suspension was added and the plates incubated in a 5% CO2 

incubator at 37oC for four hours. Each E. coli strain was added to duplicate wells and the 

original inoculum serially diluted on agar plates to determine cell density (cfu/ml) as 

described in section 2.5.4. After four hours, the samples were washed three times with 

warm PBS and 2 ml of PBS was added to each well.  To each well, 4 μl of gentamicin 

(300 µg/ml) was added and the plates incubated in a 5% CO2 incubator at 37oC for 90 

minutes. After 90 minutes, the samples were checked for contamination by plating 10 µl 

of the mixture onto blood agar using a 10 µl inoculating loop and incubating the plate at 

37oC overnight. Sample wells were then washed once in warm PBS before the inoculating 

loop step was repeated. This step was to ensure complete elimination of non-internalised 

bacteria. The plate was washed a further two times in warm PBS before 2 ml of 0.1% 

Triton-X100 in PBS was added to each well to lyse the cells and release the internalised 
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bacteria. Plates were then incubated for 10 minutes before each duplicate well was serially 

diluted. Dilutions were plated onto blood agar (20 μl) and incubated at 37oC overnight.  

Counts (cfu/ml) were determined and the number of bacteria that invaded compared to 

the original bacterial inocula added (as a percentage) calculated:  

ݐ݊݁݉݅ݎ݁݌ݔ݁ ݂݋ ݀݊݁ ݐܽ ܽ݅ݎ݁ݐܾܿܽ ݂݋ ݎܾ݁݉ݑ݊
݁ݎݑݐ݈ݑܿ ݈݈݁ܿ ݋ݐ ݀݁݀݀ܽ ܽ݅ݎ݁ݐܾܿܽ ݂݋ ݎܾ݁݉ݑ݊ 100 ݔ  =  ݊݋݅ݏܽݒ݊݅ %

This percentage invasion value was then divided by the total number of epithelial cells to 

represent a ratio of bacterial cells to one epithelial cell. Values were then presented as the 

ratio of invasion per 1000 epithelial cells. 

2.8. Cellular Analysis 

2.8.1. Phagocytosis Analysis 

Neutrophil phagocytosis of bacterial strains was investigated using microscopy. Whole 

blood was incubated for 2, 4 and 6 hours with each model bacterium (section 2.5.1.) and 

RPMI vehicle as a control. At the end of each incubation period, 100 μl of whole blood 

was added to 5 ml Falcon round bottom tubes. To each tube 1.5 ml of 1X FACS Lysing 

Solution (BD Biosciences, Wokingham) was added and incubated for up to 10 minutes 

in the dark at room temperature until the blood was fully lysed. Tubes were then 

centrifuged in an Eppendorf Centrifuge 5810 R at 300 r.p.m for 5 minutes and the 

supernatant discarded. The pellet was resuspended in 100 μl of PBS and vortexed. Then, 

80 μl of each sample was pipetted into cytospin funnel cartridges and filters (Thermo 

Fisher Scientific) attached to microscope slides. Filters were then centrifuged in a 

Cytospin 3 (ThermoShandon, Thermo Fisher Scientific) at 300 r.p.m for 3 minutes or 

until all the blood in the filters had been transferred to the slides. After centrifugation, the 

microscope slides were removed and allowed to dry overnight. Once sample slides were 

dry, they were stained with 100% methanol fix, Red Microscopy Hemacolor, Purple 

Microscopy Hemacolor and 2x washes with distilled water for 30 seconds each 

respectively. The slides were then left to dry overnight before mounting with cover slips 

using DPX mountant and left to dry overnight.  

Once dry, slides were viewed using a Nikon eclipse 50i microscope at a magnification of 

x1000 with oil immersion. Neutrophils were identified by their multi-lobed nuclei and 

counted (Figure 2.1). Neutrophils that had actively phagocytosed bacteria were identified 

by black dots (bacteria) within the cytoplasm of the cells. Neutrophils were counted until 
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100 of either phagocytosed or non-phagocytosed neutrophils had been scored, with 

random fields of view being selected. The calculation below was used to determine the 

degree of phagocytosis (%).  

ݏℎ݈݅݌݋ݎݐݑ݁ܰ ݀݁ݏ݋ݐݕܿ݋ℎܽ݃ܲ ݂݋ ݎܾ݁݉ݑܰ
ݏℎ݈݅݌݋ݎݐݑ݁ܰ ݂݋ ݎܾ݁݉ݑܰ ݈ܽݐ݋ܶ  100 ݔ 

 

Figure 2.1. Cytospin showing morphology of neutrophil (A) and mononuclear leukocyte (B).  

2.8.2. Flow Cytometry 

2.8.2.1. Sample preparation and staining  

Analysis of leukocyte sub-populations in whole blood treated with bacteria (section 

2.5.6.) were measured using Flow Cytometry. One millilitre of whole blood with 100 µl 

E. coli K12, S. epidermidis RP62A or RPMI alone (control) was incubated for 2, 4, 6 and 

8 hours. At the end of each incubation period, 100 μl of whole blood was placed into a 5 

ml Falcon round bottom tube. To each tube, 2-10 μl of antibody was added and gently 

flicked to ensure mixing. Samples were incubated on ice in the dark for 30 minutes. An 

unstained control and a stained (time 0 control) were included.  Additionally, stain isotype 

controls were included for each of the conjugated dyes used.  

After the incubation period, 2 ml of 1X FACS Lysing Solution (BD Biosciences) was 

added to each tube, vortexed, and incubated in the dark at room temperature for up to 10 

minutes until the sample was fully lysed. Samples were then centrifuged at 1600 r.p.m 

for 7 minutes using an Eppendorf Centrifuge 5810 R at 4oC and the supernatant discarded. 

Pellets were washed with 3 ml of FACS buffer and centrifuged again as previously 

described. The supernatant was discarded and the pellet resuspended in 100 μl of FACS 

buffer and vortexed. Samples were then analysed using the Novocyte NovoSampler Pro 
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(Acea Biosciences Inc., San Diego, California). Threshold conditions were set, including 

medium flow rate (Flow Rate 35 μl/min, Core Diameter 12.2 μm) and Stop Conditions of 

12,000 ungated events or 70 μl volume. Laser parameters are shown in Table 2.5.  

Table 2.5. Laser parameters included in FACS analysis.  

Parameter Alias Volt 

FSC Forward Scatter - 

SSC Side Scatter - 

BL1 FITC 446 

BL2 PE 451 

BL3 PE-Texas Red 566 

BL4 PerCP 512 

BL5 PE-Cy7 482 

RL1 APC 512 

RL2 APC-Cy7 482 

VL1 Pacific Blue 493 

VL2 AmCyan 446 

VL3 Pacific Orange 451 

VL4 Qdot 605 566 

VL5 Qdot 655 512 

VL6 Qdot 800 482 

 

2.8.2.2. Cell Viability Measurements 

 A FITC Annexin V/Dead cell apoptosis kit (Invitrogen, Thermo Fisher Scientific) was 

used to measure the degree of apoptosis/cell death in the whole blood model. Briefly, 

whole blood samples incubated for 3-6 hours with E. coli K12, S. epidermidis RP62A or 

RPMI alone (control), were stained with the Annexin stain (binds to phosphatidylserine, 

a molecule exposed only on the cell surface of apoptotic mammalian cells) and propidium 

iodide (PI, stains DNA of permeabilised cells). Controls included an unstained sample, a 

stained time 0 sample, a cell death control (samples treated with 0.1% Triton-X100), and 

an apoptosis control (samples left for 24 hours after blood drawn).  

Due to BD FACS lyse interfering with the integrity of leukocyte cell membranes, a 

separate purified source of monocytes was investigated. Histopaque-1077 (Sigma 

Aldrich) was used to separate mononuclear cells from red blood cells. Three 1 ml aliquots 

of blood was prepared for each sample and incubated as described above. To a 15 ml 



77 
 

conical centrifuge tube, 3 ml of Histopaque-1077 was added and brought to room 

temperature (RT). Then, 3 ml of whole blood was layered on top of the Histopaque and 

centrifuged at 1900 r.p.m for 30 minutes at 21oC. After centrifugation, the upper layer 

was aspirated with a Pasteur pipette to within 0.5 cm of the middle layer containing 

mononuclear cells (Figure 2.2) and discarded. The opaque layer of mononuclear cells was 

transferred using a Pasteur pipette to a clean 15 ml conical centrifuge tube. Mononuclear 

cells were then washed 3X with 10 ml PBS and centrifuged at 1200 r.p.m for 10 minutes 

per wash. The supernatant was discarded and the final pellet resuspended in 100 µl of 1X 

Annexin-binding buffer and transferred into a 5 ml round bottom Falcon tube. To this, 5 

µl of FITC-Annexin V and 1 µl 100 µg/ml PI was added and incubated at room 

temperature (20-24oC) for 15 minutes. Then, 400 µl of 1X Annexin-binding buffer was 

added and mixed gently before being analysed on the Novocyte NovoSampler Pro under 

the same conditions outlined in section 2.7.2.1.   

 

2.8.2.3. FACS Analysis 

Novocyte flow cytometer results were processed with FlowJo v10 software (BD 

Biosciences). Compensation was performed using single-stain samples and applied to all 

multi-stain samples. A gating strategy was developed through which cell populations 

positive for the target antibody were isolated from negative populations based on both the 

histogram, mean fluorescence intensity (MFI) and the separation of the stained 

populations. For each target cell marker, plots were generated based on their relative cell 

counts and the MFI, and changes in cell population and marker expression were 

determined using the following techniques:  

Figure 2.2. Separation of blood components after 30 
minutes centrifugation with Histopaque-1077. 
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 Gating on positive populations of leukocytes, monocytes, neutrophils and 

lymphocytes to determine cell counts. Positive populations are defined as those 

with high expression of a given cell marker as determined by histograms and MFI 

(Figure 2.3 and Table 2.6).  

 Mean fluorescence intensity is defined as the measure of expression of a marker-

bound antibody on a certain population of cells. Positive cells are defined by an 

MFI that exceeds that of the unstained control.  

 Cell proportions (i.e. the percentage of the total population that a given leukocyte 

population represents) were determined by using the following calculation:  

 
ܦܥ ݂݋ ݎܾ݁݉ݑܰ − ݏ݈݈݁ܿ ݁ݒ݅ݐ݅ݏ݋݌

ݏݐ݊݁ݒܧ ݈݁݌݉ܽܵ ݂݋ ݎܾ݁݉ݑܰ ݈ܽݐ݋ܶ  ܺ 100 

 

Figure 2.3. Histograms of each cellular marker (CD45, CD14, CD3 and CD19) included in whole 
blood characterisation. Both positive and negative populations are gated, and numbers represent 
the percentage of the total population that are positive or negative for that marker.  

 



79 
 

Table 2.6. Median fluorescence intensity of each cellular marker included in whole blood 
characterisation. Values are taken from one donor sample.  

Cell Marker Unstained Control Stained Positive 

Population 

Stained Negative 

Population 

CD45 254 21629 533 

CD14 255 49621 1180 

CD3 176 59642 516 

CD19 824 8100 713 

 

2.9. Protein Analysis 

2.9.1. Membrane Cytokine Array 

The Human XL Cytokine Array Kit (R & D Systems, Biotechne Ltd, Abingdon) was used 

to analyse cytokine production from the whole blood of a single donor exposed to E. coli 

K12, S. epidermidis RP62A and S. aureus SH1000, with 6-hour untreated platelet-poor 

plasma (PPP) used as control (section 2.5.6.). Reagents were reconstituted and prepared 

according to the manufacturer’s instructions. Membranes were also treated as per 

manufacturer’s instructions. Membranes were imaged on the BioRad ChemiDoc XRS+ 

(Watford, Hertfordshire) for 15 minutes. Images were processed using ImageJ software 

(1.50i; Rasband, 2018) and density was averaged for each analyte spot. Background pixel 

density was determined from the negative control spots.  

2.9.2. ELISA Analysis 

Duoset ELISA kits (R & D Systems) were used to analyse the production of IL-6, C5a, 

TF3, IL-10, S100A8, S100A8/A9 (calprotectin), resistin, MIP-1α/β and MIP-3α in PPP 

from samples treated with the bacteria outlined in Table 2.3. Half-area plates (Greiner 

Bio-One, Stonehouse, UK) were used and all volumes used in the test were half that 

suggested in the manufacturer’s protocol with the exception of the Stop Solution. For 

each sample, neat serum, a 1 in 10, 1 in 100 and 1 in 1000 dilution in Reagent Diluent 

were tested in duplicate. Solutions were reconstituted and the standards prepared 

corresponding to the concentrations specified in the manufacturer’s instructions. The 

reagent diluent used in every test was 1% BSA in PBS,  the Colour Reagent was SureBlue 

TMB 1-component microwell peroxidase substrate (SeraCare, Massachusetts) and the 

Stop Solution used was 1M HCl prepared as described in section 2.1.7.  
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For each duoset, 50 μl of the diluted Capture Antibody (provided in kit) was added to 

each well and incubated overnight at room temperature. The Capture Antibody was then 

removed by blotting the plates on absorbent paper and each well was washed with Wash 

Buffer (section 2.1.5.) three times. Plates were then blocked using 150 µl Reagent Diluent 

(section 2.1.6.) for at least one hour at room temperature. Plates were washed again three 

times with Wash Buffer, then 50 µl of standard (Table 2.7) or sample was added and the 

plates incubated at room temperature for 90 minutes. After incubation, plates were 

washed three times, 50 µl of Detection Antibody added to each well and incubated for 90 

minutes at room temperature. Plates were then washed three times before being incubated 

for 20 minutes with 50 µl of the working dilution of Streptavidin-HRP in the dark at room 

temperature. Plates were again washed three times then 50 µl SureBlue Substrate Solution 

was added to each well. Plates were incubated for 10-20 minutes in the dark at room 

temperature until the standards changed to a blue gradient, then 50 μl Stop Solution was 

added to each well. The plates were then placed in a BMG Omega plate reader (BMG 

Labtech, Aylesbury) and the optical densities of the standards and samples measured at 

450 nm. Optical densities of standards and samples were blank corrected and a 4-

parameter fit was applied to generate a standard curve using the BMG Mars data analysis 

software (v3 02R2). An r2 value of >0.8 was taken as cut-off. Sample concentrations were 

calculated from this standard curve.  

Table 2.7. List of the standard concentrations of the kits used for ELISA analysis.  

Kit Standard 

Concentrations 

Human IL-6 9.38-600 pg/ml 

Human C5a 31.3-2000 pg/ml 

Human TF3 7.81-500 pg/ml 

Human IL-10 31.3-2000 pg/ml 

Human S100A8 31.3-2000 pg/ml 

Human S100A8/A9 93.8-6000 pg/ml 

Human Resistin 31.3-2000 pg/ml 

Human MIP-1α 7.81-500 pg/ml 

Human MIP-3α 15.6-1000 pg/ml 

 



81 
 

2.10. Cholesterol and Oxysterol Determination using Mass Spectrometry 

2.10.1. Oxidation, derivatisation and extraction of plasma for analysis of oxysterols 

Changes in plasma oxysterol concentrations in blood treated with Escherichia coli K12 

or S. epidermidis RP62A were measured using high performance Liquid 

Chromatography-Mass Spectrometry (LC-MS; Griffiths et al., 2013; Crick et al., 2015). 

All extractions and LC-MS were conducted at the Griffiths-Wang laboratory at Swansea 

University Medical School. Prior to extraction, standards were prepared as to the 

specifications outlined in Appendix A. The standard required for one extraction was 

multiplied by the total number of samples being extracted to give the final volume 

required for a batch extraction.   

2.10.1.1. Preparation of Plasma 

For each extraction batch, a water blank sample and a quality control (QC) sample was 

included. These QCs originate from plasma from a single donor at the Joint Clinical 

Research Facility (JCRF) at Swansea University. To a 1.5 ml microcentrifuge tube, 1.05 

ml of prepared standards in ethanol was added. Samples were vortexed and pulsed in a 

centrifuge for 10 seconds before 100 μl of sample/QC/water was added drop wise to the 

corresponding microcentrifuge tube. Samples were then sonicated for 5 minutes before 

350 μl of water was added to each tube. Samples were sonicated for a further 5 minutes 

before being centrifuged at 17,000 g for 30-60 minutes.  

2.10.1.2. Solid-phase Extraction 

A Vacuum Manifold Processing System (Agilent Technologies, Greater Manchester) was 

sterilised with 70% ethanol then fitted with Sep-Pak Vac 3cc (200 mg) Certified tc18 

Cartridges (Sigma Aldrich), one for each sample that was to be extracted. Screw lock 12 

ml tubes (Greiner Bio-One) were placed in the manifold to collect effluent. The cartridges 

were pre-conditioned using 100% then 70% ethanol, and the effluent discarded. New 

screw lock tubes were placed in the manifold before 1.5 ml of plasma sample/QC/water 

was added to the column and allowed to drip via gravity. Once the column was empty, it 

was washed with 6 ml 70% ethanol to elute the fraction containing oxysterols. The tubes 

were vortexed before the eluate was split into two tubes (3.5 ml per tube, labelled Fr1 A 

and B). Conditioning tubes were then placed back in the manifold and the columns 

washed with 70% ethanol. New tubes were placed in the manifold and fractions 

containing cholesterol were eluted using 2 ml 100% ethanol. The tubes were vortexed 
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and the eluate split into two 1 ml aliquots (labelled Fr3 A and B). All fractions were dried 

overnight in a Scanvac scanspeed vacuum concentrator (Thistle Scientific, Glasgow). 

2.10.1.3. Cholesterol & Oxysterol Oxidation 

After drying, the fractions were reconstituted using 100 µl 100% isopropanol. Fractions 

were then vortexed thoroughly before 1 ml KH2PO4 was added and samples vortexed for 

1 minute. To tube A only, 3 μl of reconstituted Cholesterol Oxidase (section 2.1.16.) was 

added, the fractions vortexed to mix and incubated in a 37oC water bath for 1 hour. After 

this, the reaction in the oxysterol fraction was stopped with 100% methanol and 150 μl of 

glacial acetic acid. To tube A, 190 mg of D5 Girard P (section 2.1.17.) was added and to 

tube B 150 mg of D0 Girard P was added (section 2.1.17.). Fractions were vortexed until 

all Girard reagent had dissolved, and then incubated overnight in the dark at room 

temperature.  

2.10.1.4. Reversed Solid-phase Extraction of Sterols 

A Vacuum Manifold Processing System was sterilised with 70% ethanol and fitted with 

Oasis HLB 3cc (60 mg) Extraction Cartridges (Elstree, Herts, UK), one for each sample. 

The cartridges were preconditioned with 100%, 10% and 70% methanol, respectively. 

New tubes were placed in the manifold and both the oxysterol and cholesterol fractions 

were applied to the column and allowed to drip via gravity. One millilitre of 70% 

methanol was added to empty sample tubes, vortexed and added to the column to ensure 

complete addition of sterols to the column. Once the column was empty, it was washed 

with 35% methanol. The tubes containing the effluent were removed from the manifold 

and H2O added to each tube and vortexed. New tubes were placed in the manifold and 

the combined effluent/H2O reapplied to the column. The column was washed once empty 

with 17% methanol. The effluent was then combined with H2O to a final volume of 19 

ml 17.5% methanol, vortexed, and reapplied to the column. Once the columns were 

empty, the effluent was discarded and the column washed once more with 10% methanol. 

Microcentrifuge tubes were placed into the manifold and the compounds of interest eluted 

with 3x applications of 1 ml 100% methanol and one application of 1 ml 100% ethanol. 

Samples were stored in a -20oC or -80oC freezer until analysis.  
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2.10.2. Preparation of Samples for MS Analysis 

For each oxysterol sample, the first and second elutions of the A and B samples were 

centrifuged at 17000 g for 30-60 minutes. During this, mobile phases A and B (section 

2.1.19.) for LC-MS were prepared and placed into the LTQ-Orbitrap Velos (Thermo 

Fischer Scientific). Liquid chromatography was performed with a Hypersil Gold 

reversed-phase column (1.9 µm particle size, 50x2.1 mm, Thermo Fischer Scientific). 

HPLC vials were collected and the following were prepared: 

 1-2 tubes of 19-Hydroxycholesterol (Avanti Polar Lipids).  

 2-4 tubes of 50% methanol/50% isopropanol.  

 1-2 tubes of 95% methanol.  

After centrifugation of elutions A1, A2, B1 and B2 were complete, 22.5 μl of each 

fraction was added to 60 μl of water and vortexed. Each sample was then placed in a 

HPLC vial. All HPLC vials were flicked to ensure no air bubbles were present. Samples 

were then given to the Griffiths-Wang laboratory for analysis on the LTQ-Orbitrap Velos.   

2.10.3. Analysis of Chromatograms 

Chromatogram outputs from the LC-MS analysis were processed using Thermo Xcalibur 

Roadmap (Thermo Fischer Scientific). Layouts for each analyte were established using 

their mass ranges and the scan filters FTMS (non-targeted scan, for quantification) and 

TIC/ITMS (total ion chromatogram, for identification) were used to identify the analyte.  

Once the analyte had been identified, a peak was drawn on the FTMS chromatogram, and 

the peak was confirmed by checking the ion fingerprint in Xcalibur. The mass range of 

the peak was then exported into Excel. As the concentration of the internal standard was 

defined in Appendix A, the calculation below was used to determine the concentration of 

the target analyte: 

ݐ݁݃ݎܽܶ ܽ݁ݎܣ ݇ܽ݁ܲ
݀ݎܽ݀݊ܽݐܵ ݈ܽ݊ݎ݁ݐ݊ܫ ܽ݁ݎܣ ݇ܽ݁ܲ  ݀ݎܽ݀݊ܽݐܵ ݈ܽ݊ݎ݁ݐ݊ܫ ݕݐ݅ݐ݊ܽݑܳ ݔ 
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2.11. E. coli Bioinformatics and Genomics 

2.11.1. Pan-genome Generation 

Escherichia coli genome sequences were annotated using Prokka (Seemann 2014) and 

the output used to create the pan-genome in the Roary pan-genome pipeline (Page et al. 

2015). Included in the pan-genome were the ECOR collection of genomes for reference 

(Ochman and Selander 1983), listed in Appendix C. The pan-genome was used to create 

maximum likelihood trees using iTOL v4 (Letunic and Bork, 2007).   

The following command line was used to run Prokka: 

 

The following command was used to run Roary: 

 

2.11.2. Sequence Type and Phylotype Determination 

The sequence type (ST) of E. coli isolates was determined using the following command: 

 

Sequences were automatically recognised as E. coli and the Warwick MLST scheme was 

applied (Clermont 2000; Wirth 2006; Clermont 2015). Outputs included ST and allele 

number of each MLST gene. Phylotype was determined using the following command: 

 

Isolates were assigned a phylogroup based on Clermont 2015.  

2.11.3. GWAS using Scoary 

Scoary microbial pan-GWAS (Brynildsrud et al. 2016) was used to assess gene 

associations using the file output “gene_presence_absence.csv” from Roary with a traits 

file that described the analysis.  

The following command was used to run Scoary: 

 

 

Prokka -kingdom Bacteria -outdir E.coli_Genomes_Roary -genus Escherichia 

Roary -f ./PanGenome -e -n -v ./gff/*.gff 

- mlst 

ezclermont .fasta 

scoary –g gene_presence_absence.csv –t traits.csv 
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2.12. Statistical Analysis 

Statistical analysis of all data was performed using GraphPad Prism version 7 (La Jolla, 

California, USA). Firstly, all data sets were tested for normality using the Shapiro-Wilks 

normality test, and where this was not possible (n < 7) data was assumed to be not 

normally distributed. For normally distributed data (n > 7), parametric T-tests, one-way 

ANOVAs or two-way ANOVAs with Dunn’s multiple comparison tests were applied. 

For non-normal data, non-parametric Mann-Whitney tests or Kruskal-Wallis tests with 

Dunn’s multiple comparison tests were applied. A p value of <0.05 was considered to be 

significant.  

Other statistical representations used include coefficience of variance (CoV), which was 

calculated using Excel (Microsoft Office 365), and was applied where multiple controls 

had been used to analyse the reproducibility of the assay, and chi squared tests, which 

were applied to virulence data in Chapter 6.  

The specified statistical tests used in each experiment are given in the individual results 

chapter.  
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Chapter 3. Characterisation of Biomarkers in a Whole Blood Model of Bacterial 
Sepsis 

3.1. Introduction 

3.1.1. Classical Biomarkers of Sepsis 

Biomarkers of the innate immune response have long been used by clinicians as useful 

tools for monitoring and diagnosing inflammatory diseases, such as atherosclerosis, 

Crohn’s disease and rheumatoid arthritis (Becker et al., 2008; Jin and Khan, 2010). More 

recently, there is increasing demand for biomarkers that can specifically diagnose or 

exclude certain inflammatory disorders, such as sepsis, and to use them to guide antibiotic 

therapy and to monitor disease progression (Póvoa, 2002; Vincent, 2016). Current 

biomarkers in use for sepsis include CRP, IL-6, PCT and white blood cell counts 

(WBCCs). C reactive protein is a protein of the APR and is expressed very soon after 

recognition of an inflammatory insult. The expression is promoted by IL-6 in liver 

hepatocytes, and it has broad functions in pathogen recognition and elimination (Pepys 

and Hirschfield, 2003). Interleukin-6 is an acute cytokine responsible for the feverish 

immunopathology that manifests in numerous inflammatory disorders, and promotes 

differentiation of adaptive immune cells (Gruys et al., 2005; Burdette et al., 2010). Both 

CRP and IL-6 are regarded as having high sensitivity towards disease severity, but are 

relatively poor when it comes to specificity, often being present at elevated concentrations 

in numerous inflammatory and/or infectious diseases (Póvoa, 2002; Vincent, 2016). 

There is currently a concerted effort to identify new inflammatory biomarkers  of sepsis 

that can be used to identify the cause of the bacteraemia with high sensitivity and 

specificity which in turn has applications in monitoring patient condition and the 

improving antibiotic therapy (Vincent, 2016).  

3.1.2. Procalcitonin (PCT) 

Procalcitonin is a biomarker that shows considerable promise. It is the pro-hormone for 

the calcium hormone calcitonin and is not found in the plasma of healthy people (Jin and 

Khan, 2010). Plasma PCT concentrations increase substantially during bacterial sepsis, 

and several studies have found that levels are elevated only in this condition (Gendrel and 

Bohuon, 2000; Schuetz et al., 2007;  Rowther et al., 2009). Concentrations rise within 24 

h of infection onset and remain elevated until the inflammatory insult has been removed, 

illustrating its use a marker of patient progress (Schuetz et al., 2011). Assays have been 

developed that allow the clinic to quickly determine blood PCT concentrations, allowing 
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comprehensive results to be obtained in a short period. These factors have allowed PCT 

to be considered the current “gold standard” for bacterial sepsis (Jin and Khan, 2010; 

Schuetz et al., 2011). Despite this, there are still limitations to the efficacy and accuracy 

of using PCT as a biomarker (Jin and Khan, 2010). While most studies show consistency 

with the ability of PCT to distinguish bacterial sepsis from non-infectious SIRs, others 

have not been able to replicate this level of confidence in scrutinising different types of 

inflammation and informing antibiotic therapy (Chan and Gu, 2011; Schuetz et al., 2011; 

Giannakopoulos et al., 2017).This suggests that designing a panel of biomarkers that can 

accurately predict cause and course of the inflammatory response induced by infection is 

still a long way off.   

3.1.3. Distinguishing Bacterial Infections 

To be a clinically useful sepsis biomarker, the marker must provide additional 

information to the clinician that cannot be obtained from established assessments, which 

include the ability to accurately differentiate bacterial infection from other forms of 

inflammation. They must also rise above normal levels very early in the course of the 

infection (Kibe et al., 2011). Recent efforts have sought to differentiate further between 

classes of bacteria in blood, more specifically whether they are Gram-positive or Gram-

negative (Opal and Cohen, 1999; Yu et al., 2004; Abe et al., 2010; Alexandraki and 

Palacio, 2010; Lang et al., 2017). While most studies suggest that Gram-negative 

organisms such as E. coli and P. aeruginosa induce much greater inflammatory responses 

than Gram-positive organisms such as S. aureus and S. epidermidis, there is conflicting 

evidence to suggest that this is not always the case (Opal and Cohen, 1999; Yu et al., 

2004; Abe et al., 2010; Alexandraki and Palacio, 2010; Lang et al., 2017). 

3.1.4. Aims and Objectives 

Sepsis biomarkers are often derived from the various inflammatory pathways that dictate 

the immunopathology of the syndrome. These pathways include, but are not limited to, 

proinflammatory, anti-inflammatory, coagulation, complement and phagocytic (Cohen, 

2002). These pathways utilise numerous molecular mechanisms to promote their 

activities and represent a wealthy pool from which sepsis biomarkers can be mined. In 

this study, these pathways are used to investigate several candidate biomarkers of 

infection to determine their specificity and sensitivity towards the major sepsis causing 

organisms, E. coli, S. aureus and S. epidermidis (Opota et al., 2015).  
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The aim of this chapter is to identify (cytokine microarray) and investigate (ELISA) the 

temporal changes in 8 candidate soluble biomarkers that represent different pathways of 

sepsis immunopathology in a bacterial whole blood model of sepsis. Two genera, three 

species, and eight strains of bacteria will be investigated over a six-hour time course to 

determine the diagnostic usefulness of these inflammatory molecules.  

3.2. Methodology 

3.2.1. Microbiology and Whole Blood 

Eight bacterial strains (Table 2.3) were incubated for up to 24 hours in 5 ml of either LB 

or TSB media (2.5.2.) at 37oC and 200 r.p.m. Optical densities were determined at OD600 

and suspensions standardised to an OD of 0.1 in RPMI. Suspensions were centrifuged 

and the pellet washed with RPMI. To a 1.5 ml microcentrifuge tube, 100 µl of bacterial 

suspension was added to 1 ml whole blood and incubated at 37oC on a rotator set at 10 

r.p.m for up to 6 hours. Samples were removed at 2, 4 and 6 hours, centrifuged and the 

PPP removed and frozen at -20oC (Chapter 2.5.6).  

3.2.2. Membrane Cytokine Array 

The Human XL Cytokine Array Kit was used to analyse cytokine production from the 

whole blood of a single donor exposed to E. coli K12, S. epidermidis RP62A and S. 

aureus SH1000 for 6 hours. Membranes were treated as per the manufacturer’s 

instructions as described in Chapter 2.8.1 and imaged on a BioRad ChemiDoc XRS+ for 

15 minutes. Images were processed using ImageJ software and density was averaged for 

each analyte spot. Background pixel density was determined from the negative control 

spots.  

3.2.3. ELISA Analysis 

The 8 molecules chosen for ELISA analysis are as follows: 

 IL-6, identified by cytokine membrane array as showing promise in distinguishing 

between different infection types (Jones, 2005; Tanaka et al., 2014). This cytokine 

is also currently considered a biomarker of inflammation (Harbarth et al., 2001; 

Hou et al., 2015).  

  MIP-1α and MIP-3α, both identified by membrane cytokine array as showing 

promise as a marker of distinguishing bacterial infection. These are chemokines 

(Menten et al., 2002).  
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 Resistin, identified by membrane cytokine array as showing potential as a marker 

of distinguishing bacterial infection. This cytokine is also linked to obesity and 

diabetes (Steppan and Lazar, 2002).  

 S100A8 and S100A8/A9 (Calprotectin), both markers of neutrophil activation and 

potentially of phagocytic function (Decembrino et al., 2015).  

 Tissue factor 3 (TF3), a marker of coagulation pathways and of dysfunctional 

coagulation processes during sepsis (Landsem et al., 2015). 

 Complement component 5a (C5a), a marker of complement activation and 

indicative of bacterial clearance (Mollnes et al., 2002; Klos et al., 2009).  

 IL-10, a marker of anti-inflammatory processes and compensatory anti-

inflammatory response syndrome (CARS; Oberholzen et al., 2002).  

Duoset ELISA kits for IL-6, C5a, TF3, IL-10, S100A8, S100A8/A9, resistin, MIP-1α/β 

and MIP-3α in PPP were used to measure the production of the 8 candidate molecules in 

whole blood following experimental infection. Half-area plates were used and all volumes 

used in the test were half that suggested in the manufacturer’s protocol with the exception 

of the Stop Solution. Solutions were prepared corresponding to the manufacturer’s 

protocols per kit (Chapter 2.8.2). Plates were read using the BMG Omega plate reader set 

at 450 nm. Optical densities of standards and samples were blank corrected and a 4-

parameter fit was applied to generate a standard curve using the BMG Mars data analysis 

software. Sample concentrations were calculated from the standard curve.  

3.2.4. Statistical Analysis 

Statistical analysis of ELISA data was performed using GraphPad Prism version 7. N 

numbers refer to the number of donors analysed in the test. All data was tested for 

normality using the Shapiro-Wilks normality test and where this was not possible ( n < 7) 

data was assumed to not be normally distributed. For normally distributed data, one-way 

ANOVAs with Dunn’s multiple comparison tests were applied. For non-normal data, 

non-parametric Kruskal-Wallis tests with Dunn’s multiple comparison tests were applied. 

A p value of  < 0.05 was considered significant. On graphs, error is represented by the 

standard error of the mean (SEM).  
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3.3. Results 

3.3.1. Membrane Cytokine Array 

Human XL cytokine assay membranes were used to screen for biomarkers. In all four 

membranes, the positive reference spots were well defined, with a CoV of 18.6%. All 

negative reference spots showed no changes in pixel density and were not detected on the 

BioRad ChemiDoc XRS+ (Figure 3.1).  

 

Figure 3.1. Membrane cytokine arrays for 102 soluble mediators. PPP from blood infected for 6 
hours (n = 1) was added to cytokine arrays; a) control, b) E. coli K12-infected, c) S. epidermidis 
RP62A-infected, and d) S. aureus SH1000-infected. The blue boxes indicate the six positive 
reference spots on a single membrane, and the purple box (bottom left) indicates the position of 
the two negative reference spots. All plasma used on the above membranes came from the same 
donor.  

For all proteins that showed any exposure change, the mean pixel density was calculated 

(Table 3.1). In total, 33/102 proteins were detected on the membrane from the 4 samples. 

Of these 33 proteins, 14 had a high degree of variability between the four samples (Table 

3.1, grey and blue). Eight of these had variability in pixel density across treatments that 

were not significant (Table 3.1, grey), while six of these proteins were identified as having 

very low or absent pixel density in the control membrane and higher levels in infected 

samples (Table 3.1, blue).  The remaining 19 proteins (Table 3.1, white) had consistent 

pixel density across all four treatments.  
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Table 3.1. The 33 soluble mediators identified during screening with membrane cytokine arrays 
(n = 1 donor). All proteins where two spots were defined on at least one membrane were scanned 
using ImageJ and values converted to pixels. Values represent the mean pixel density of two 
protein spots minus the mean of the negative control spots. Grey rows indicate differences in pixel 
intensity between individual membranes, blue rows substantial differences between the control 
membrane and at least one infected membrane, white row had consistent pixel density across 
membranes.  

Cytokine/Chemokine Control K12 RP62A SH1000 

Vitamin D BP 2591.4 2162.8 3865 2390.4 

CD31 4061.4 2911.8 2343.2 3505 

TIM-3 2159.7 1947.6 1609.2 830.6 

VCAM-1 10542.4 10108.2 8925.8 11297.5 

Serpin E1 9492.6 12203.8 8952.4 15279.7 

SHBG 3738.8 3448.3 2801.9 2709.5 

Thrombospondin-1 3798.5 3781 3171.5 4171.2 

TNF-α 538.5 5518.4 5565.1 4556.2 

Osteopontin 6821.7 6069.3 4286.5 5304.3 

PF4 4200.8 3851.7 3553.9 4983.1 

RANTES 4482.5 3714.4 3750.8 3815.1 

RBP-4 7358.2 16338 10638.7 6582 

Resistin 1192.4 1195.4 
 

3868.4 3139.8 

Lipocalin-2 2343.4 5846.9 5298.5 5471.2 

MIP-1α 10.6 6433.1 4111.4 3689.8 

MIP-3α 162 8870.6 3308.7 1899.4 

MMP-9 4348.7 4371.7 5330.9 5299.6 

IL-6 83.3 2559.3 -4.5 886.1 

IL-8 201.7 8591.9 6912.6 6982.3 

Growth Hormone 2499.1 3165.4 2577.9 1911.5 

IGFBP-2 4201.7 3569.2 3240 2969.1 

IGFBP-3 2304.8 1776 1768.8 1661.3 

Endoglin 5953.3 6250.3 4506 3707.7 

Chitinase 3-like 1 24036.6 4459.2 9489.4 5380.3 

Complement factor D 5828.8 4887.3 4549.8 3805.3 

 

C-reactive protein 25379 19983.4 20952.2 9169.7 

Cystatin C 3855 2736 2384.8 2424.7 

DPPIV 7916.3 4351.9 4202.8 2969.5 

Adiponectin 10784.1 7104.1 10800.9 8578.9 

Apolipoprotein A-I 13614.1 9024 18278.4 10572.3 

Angiogenin 22382.1 16179.4 20794.6 18757.9 

C5a 7381.4 8614.3 8501 6704.1 

CD14 2096.8 1562.5 1912.4 1306.1 
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The six proteins that were absent or very low in the control sample but significantly 

increased in some infected samples were plotted graphically (Figure 3.2). Tumour 

necrosis factor-α was increased in all infected PPP, with a 10-fold increase in pixel 

density in both the E. coli K12 and S. epidermidis RP62A plasma samples and an 8-fold 

pixel density increase in the S. aureus SH1000 plasma sample. Macrophage inflammatory 

protein-1α and MIP-1β were increased in all infected plasma samples, with a 606-fold 

pixel density increase in the K12 plasma sample and a 387-fold pixel density increase in 

both the RP62A and SH1000 plasma samples. Macrophage inflammatory protein-3α was 

increased in all infected plasma samples, with a 55-fold pixel density increase in the K12 

plasma sample, a 20-fold pixel density increase in the RP62A plasma sample and an 11-

fold pixel densityincrease in the SH1000 sample. Interleukin-6 was only increased in the 

K12 and SH1000 plasma samples, with a 31-fold pixel density increase and an 11-fold 

pixel density increase, respectively. Interleukin-8 was increased in all infected plasma 

samples, with a 43-fold pixel density increase in the K12 plasma sample and a 34-fold 

pixel density increase in both staphylococcal species. Resistin was only increased in the 

plasma samples infected with S. aureus and S. epidermidis (3-fold pixel density increase).  
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Figure 3.2. Mean pixel density of 6 substantially variable proteins following infection and 
membrane screening (n = 1 donor). All values represent the mean pixel density of two protein 
spots minus the mean of the two negative control spots.  

The remaining 8 proteins are shown in grey  (Table 3.1)  had varying degrees of pixel 

density between the different membranes but was not significant. These were also plotted 

graphically (Figure 3.3). Of these cytokines, the largest change can be observed in 

Chitinase 3-like 1 (CHI3L1), CRP and retinol binding protein 4 (RBP-4). The 

glycoprotein CHI3L1, often associated with inflammation and cancerous processes, was 

high in the control plasma sample but showed a 5-fold and 3-fold decrease in the mean 

pixel density of K12/SH1000 plasma samples and RP62A plasma samples, respectively. 

The APP CRP,  was generally decreased in all infected plasma samples, with the greatest 

reduction being in the SH1000 plasma sample (3-fold pixel density decrease). The retinol 

transporter protein RBP-4 was only increased up to 2-fold in pixel density in the K12 

plasma sample when compared with the control plasma sample. Of the other proteins, 

TIM-3 was slightly lower in the infected plasma samples, Serpin E1 appeared to be 

slightly higher in the K12 and SH1000 plasma samples, Lipocalin-2 was slightly higher 

in the infected plasma samples, and both DPPIV and CD14 were slightly lower in the 

infected plasma samples (Figure 3.3).  
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Figure 3.3. Mean pixel density of 8 variable proteins following infection and membrane screening 

(n = 1 donor).  All values represented indicate the mean pixel density of two protein spots minus 

the mean of the negative control spots.  

3.3.2. Quantitative Analysis of leading biomarkers during ex vivo Whole Blood 
Infection 

Based on the findings from the membrane cytokine array kit (Table 3.1; Figure 3.2) and 

further reading (Mollnes et al., 2002; Conway Morris et al., 2009; Abe et al., 2010; 

Alexandraki and Palacio, 2010; Decembrino et al., 2015; Surbatovic et al., 2015; Wang 

et al., 2018), several cytokines, proteins or chemokines were chosen for quantitative 

analysis. They were IL-6, MIP-1α, MIP-3α, resistin, calprotectin (S100A8 and 

S100A8/A9), TF3, C5a and IL-10. Each cytokine was analysed individually and 

compared at ‘Genera’ level (Escherichia vs Staphylococcus), at ‘species’ level (E. coli vs 

S. aureus vs S. epidermidis) and finally at ‘strain’ level (RP62A vs 1457 vs SH1000 vs 

VAP39 vs ECOR36 vs GMB10 vs K12 vs B) over 6 hours of ex vivo infection.  
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3.3.2.1. IL-6 

Interleukin-6 (Figure 3.4a) in the plasma of Escherichia samples (K12, strain B, GMB10 

and ECOR26) was significantly increased compared to Staphylococcus infected samples 

(S. aureus SH1000 and VAP39, and S. epidermidis 1457 and RP62A), culminating in an 

extremely elevated concentration of 46593 pg/ml (5000-fold increase vs control) and 

10287 pg/ml (1000-fold increase vs control), respectively. Control samples did not 

change over time (p = 0.3151). Significantly more IL-6 was consistently present in the 

Escherichia  PPP than both the control and Staphylococcus PPP at all time points assessed 

(p < 0.0001 at all-time points).  

With respect to species, E. coli clearly induced significantly more IL-6 production than 

both the control or the S. epidermidis or S. aureus species (Figure 3.4b). Both 

Staphylococcus species induced modest but significant increases in IL-6 expression 

(compared to the control). At 6 hours, IL-6 concentrations in E. coli treated PPP were 

magnitudes higher than the concentrations of both Staphylococcus treated PPP. At all-

time points significantly more IL-6 was present in E. coli infected blood than with either 

of the Staphylococcus species (p = 0.0013 [2 hour], p = 0.0015 [4 hour], and p < 0.00001 

[6 hour]; Figure 3.4b).  

Strains of E. coli were found to consistently stimulate high levels of IL-6 in PPP at all 

time points tested (Figure 3.4c). At two hours post-infection, IL-6 induction was highest 

in ECOR26, with all E. coli strains except strain B (p < 0.0001) having significantly 

higher concentrations of IL-6 than the control PPP. Whilst RP62A-induced IL-6, no 

Staphylococcus strains induced significantly greater IL-6 concentration than was found 

in the healthy control. At 4 hours post-infection, IL-6 concentrations were highest in 

response to E. coli K12, with all E. coli strains except GMB10 having significantly higher 

concentrations of IL-6 than the control. Whilst IL-6 concentrations had increased in 

response to all Staphylococcus strains, no samples induced significantly greater IL-6 

concentrations than in the healthy control (p = 0.0014). At 6 hours post-infection, all E. 

coli strains induced significantly higher IL-6 concentrations than was seen in the healthy 

control, with GMB10 inducing the highest concentration (p < 0.0001). Staphylococcus 

strains induced a slight increase in IL-6 concentration compared to the uninfected control. 

This increase however was not significant.  
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Figure 3.4. Change in IL-6 over time in response to a) Control, Staphylococcus and Escherichia genera;  b) to control, E. coli, S. aureus and S. epidermidis species;  
c) and each strain plasma samples (n = 5 donors). Error bars represent the mean ± SEM. In (a), * represents significant differences between the infected and control, 
and * represents significant differences between the Escherichia and Staphylococcus, in (b) * represents significant differences between E. coli and S. epidermidis and 
* between E. coli and S. aureus, and in (c) significant differences are represented between two strains or control by black lines and asterisks indicating the level of 
significance between the two PPP.  On graphs, asterisks represent the following significant values: * = p < 0.05, ** = p < 0.01, *** = p < 0.001, **** = p < 0.0001.
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3.3.2.2. MIP-1α 

Escherichia induced a greater MIP-1α response than Staphylococcus (Figure 3.5a), with 

both bacterial Genera showing increasingly higher concentrations over 6 hours. The 

control sample remained low throughout the experiment (p = 0.1649). At the 4-hour time-

point, concentrations of MIP-1α decreased in Escherichia treated blood but increased 

again at 6 hours post-infection, although there was no significant differences in these 

values between the time points. Escherichia induced MIP-1α did not significantly 

increase over time (p = 0.6979); in contrast Staphylococcus was found to significantly 

increase over time (p = 0.0319). Significantly more MIP-1α was induced in response to 

Escherichia and Staphylococcus than in uninfected controls at all time points assessed (p 

< 0.0001 [2 hour], p = 0.0047 [4 hour], p = 0.0008 [6 hour]; Figure 3.5a).  

With respect to species, E. coli induced significantly higher MIP-1α concentrations than 

S. aureus at 2 hours post-infection, but not S. epidermidis (p = 0.0083) (Figure 3.5b). 

However, at further time points there was no significant difference between species 

(Figure 3.5b).  

With respect to strain induction of MIP-1α (Figure 3.5c),  at 2 hours post-infection, only 

E. coli strains ECOR26, GMB10 and B induced significantly higher MIP-1α than the 

healthy control, whereas E. coli K12 induced very low levels in comparison (p = 0.0068). 

No significance was found between Staphylococcus strains (p > 0.05), which were rather 

low in comparison. At 4 hours post-infection, no strains induced significant levels of MIP-

1α (p = 0.0543). At 6 hours post-infection, only strain B induced significantly high 

concentrations of MIP-1α compared with the healthy control (p = 0.0312).  
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Figure 3.5. Change in MIP-1α over time in response to a) control, Staphylococcus and Escherichia genera; b) control, E. coli, S. aureus and S. epidermidis species; 
and c) and each strain plasma samples (n = 5 donors). Error bars represent the mean ± SEM. In (a), * represents significant differences between the infected PPP and 
control PPP, and * represents significant differences between the Escherichia and Staphylococcus PPP, in (b), * represents significant differences between E. coli PPP 
and S. aureus PPP and in (c) significant differences are represented between two strains or control by black lines and asterisks indicating the level of significance 
between the two PPP.  On graphs, asterisks represent the following significant values: * = p < 0.05, ** = p < 0.01, *** = p < 0.001, **** = p < 0.0001.
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3.3.2.3. MIP-3α 

There was significantly more MIP-3α induced by Escherichia than by control or 

Staphylococcus genera (Figure 3.6a). Consistent with IL-6 (Figure 3.4) and MIP-1α 

(Figure 3.5), controls were consistently low in MIP-3α and did not change over the course 

of the experiment (p = 0.6430). Both Staphylococcus and Escherichia induced significant 

time dependent increases in MIP-3α (p < 0.0001 for both genera) over the 6 hour 

experiment. Significantly more MIP-3α was induced by Escherichia than both uninfected 

control and Staphylococcus at all times tested. Staphylococcus significantly induced more 

MIP-3α than the control at the 4-hour time-point (p < 0.0001).   

With respect to species, E. coli induced significantly more MIP-3α than either S. aureus 

or S. epidermidis (p < 0.0001 [2hr], p = 0.0019 [4hr], p < 0.0001 [6hr]; Figure 3.6b). At 

each time point, E. coli induced MIP-3α increased but in contrast remained at similar 

levels in both Staphylococcus species between the 4- and 6-hour time-point (Figure 3.6b).  

Macrophage inflammatory protein-3α induction was clearly strain dependent (Figure 

3.6c). At 2 hours post-infection, ECOR26 and GMB10 induced significantly more MIP-

3α than the uninfected control (p = 0.0009). The Staphylococcus strains induced lower 

MIP-3α levels than the E. coli strains. At 4 hours post-infection, E. coli ECOR26, GMB10 

and K12 had significantly greater concentrations of MIP-3α than the uninfected control 

(p = 0.0019, Figure 3.6c). Staphylococcus strains induced MIP-3α at 4 hours but were not 

significantly different to the control (p > 0.05). At 6 hours post-infection, all E. coli strains 

induced significantly higher MIP-3α concentrations than uninfected controls, while 

concentrations of MIP-3α remained consistent with results at 4 hours post-infection 

following Staphylococcus strain stimulation (p = 0.0003, Figure 3.6c).  
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Figure 3.6. Change in MIP-3α concentration over time in response to a) control, Staphylococcus and Escherichia genera; b) control, E. coli, S. aureus and S. epidermidis 
species; and c) each strain plasma samples (n = 5 donors). Error bars represent the mean ± SEM.  In (a), * represents significant differences between the infected PPP 
and control PPP, and * represents significant differences between the Escherichia and Staphylococcus PPP, (b) * represents significant differences between E. coli 
PPP and S. aureus PPP, and *  represents significant differences between E. coli PPP and S. epidermidis PPP, and (c) significant differences are represented between 
two strains or control by black lines and asterisks indicate the level of significance between the two PPP. On graphs, asterisks represent the following significant 
values: * = p < 0.05, ** = p < 0.01, *** = p < 0.001, **** = p < 0.0001.
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3.3.2.4. Resistin 

Time dependent changes in resistin were observed in response to Staphylococcus and 

Escherichia genera and even uninfected control (Figure 3.7a). The control significantly 

increased between 2 and 4 hours but returned to baseline at 6 hours (p = 0.0055). In 

contrast, both genera induced more resistin than the uninfected control by 4 hours post-

infection. However, Escherichia treated PPP contained more Resistin at 6 hours than the 

Staphylococcus treated PPP. Both Staphylococcus and Escherichia induced significant 

resistin concentrations between 2 and 4 hours compared with the control (p < 0.0001 for 

both). Only at 2 and 6 hours did Escherichia induce significantly more resistin than the 

uninfected control (p = 0.0287 and p = 0.0042, respectively).  

With respect to species, both E. coli and S. aureus induced slightly more resistin than 

uninfected control and S. epidermidis (but this was not significant; Figure 3.7b). At 4 

hours post-infection, all stimuli induced resistin; again, both E. coli and S. aureus induced 

higher concentrations than the uninfected control or S. epidermidis, but this was not 

significant. At 6 hours post-infection, this trend continued and demonstrated significant 

differences between the species (p = 0.0107); however, a Dunn’s multiple comparison 

test did not reveal any differences between the treatment groups.  

Resistin induction in blood was found to vary between different bacterial strains (Figure 

3.7c). At 2 hours post-infection, only GMB10 induced significant increases compared to 

control (p = 0.0051). At 4 hours post-incubation, SH1000, ECOR26 and GMB10 induced 

significantly higher levels of resistin than the uninfected control (p = 0.0012). At 6 hours 

post-infection, SH1000 and GMB10 induced significant increases in resistin compared to 

uninfected control. In addition, SH1000 (the highest concentration of resistin detected) 

induced significantly higher levels of resistin than strain 1457 (p = 0.0005).  
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Figure 3.7. Change in resistin concentration over time in response to a) control, Staphylococcus and Escherichia genera; b) control, E. coli, S. aureus and S. epidermidis 
plasma species; and c) each strain plasma samples (n = 5 donors). Error bars represent the mean ± SEM.  In (a), * represents significant differences between the infected 
PPP and control PPP,  in (b) * represents significant differences between E. coli PPP and S. epidermidis PPP, and * represents significant differences between S. aureus 
PPP and S. epidermidis PPP, and in (c) significant differences are represented between two strains or control by black lines and asterisks indicate the level of 
significance between two PPP. On graphs, asterisks represent the following significant values: * = p < 0.05, ** = p < 0.01.
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3.3.2.5. Calprotectin 

Calprotectin in both its active (S100A8/A9) and inactive (S100A8) form was chosen for 

ELISA analysis to monitor the extent of neutrophil activation in the whole blood model 

and to analyse its use as a biomarker of antimicrobial activity.  

3.3.2.5.1. S100A8  

The profile of S100A8 production over time was a characteristic ‘bell’ shape with very 

little difference between treatments (Figure 3.8a). During the first 2 hours, the 

concentration of S100A8 rapidly increased in all treatment groups, but after 4 hours and 

6 hours all sample groups demonstrated a significant decline in S100A8 concentrations 

(p = 0.0478 [Control], p = 0.0107 [Staphylococcus] and p = 0.0007 [Escherichia]). At no 

time point were any of the treatment groups significantly different in S100A8 

concentration (p = 0.7655 [2 hour], p = 0.7650 [4 hour], p = 0.1153 [6 hour]; Figure 3.8a).  

A similar trend was seen when bacterial species was assessed (Figure 3.8b). All treatment 

groups induced a non-significant increase in S100A8 concentration at 2 hours post-

infection, with E. coli inducing the highest concentration and S. aureus the lowest. Then 

there was a substantial decline in the concentration of S100A8 in all treatment groups up 

to 6 hours post-infection. At no time-point was there any significant difference between 

any of the treatment groups (p = 0.736 [2 hour], p = 0.6195 [4 hour], p = 0.6552 [6 hour]; 

Figure 3.8b).  

Induction of S100A8 incubated with different E. coli, S. aureus and S. epidermidis strains 

remained consistent to the species and genera grouping (Figure 3.8c) producing a 

characteristic ‘bell’ shaped curve. S100A8 was induced by 2 hours post infection in all 

groups with SH1000 inducing the lowest concentration and RP62A the highest. After the 

2-hour time-point, all samples experienced a substantial decline in the concentration of 

S100A8, with the lowest concentration at the end of the experiment in control PPP and 

the highest in SH1000 PPP. At no time point was there any significant association 

between strain and S100A8 concentration (p = 0.6442 [2 hour], p = 0.1537 [4 hour], p = 

0.0397 [6 hour]).  
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Figure 3.8. Change in S100A8 average concentration over time in response to a) control, Staphylococcus and Escherichia genera; b) control, E. coli, S. aureus and S. 
epidermidis species; and c) each strain plasma sample (n = 5 donors). Error bars represent the mean ±SEM.
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3.3.2.5.2. S100A8/A9 

The concentration of S100A8/A9 increased in all samples during the infection period 

(Figure 3.9a). Calprotectin (S100A8/A9) concentration increased, but with no differences 

between experimental groups at the 2-hour time-point. At no time point was there any 

significant differences between treatment groups (p = 0.2391 [2 hour], p = 0.2247 [4 

hour], p = 0.1455 [6 hour]). There was no significant change in S100A8/A9 concentration 

over time in control samples (p = 0.1837); however, both Staphylococcus (p < 0.0001) 

and Escherichia (p < 0.0001) significantly induced increasing concentrations of 

S100A8/A9 over the course of the experiment (Figure 3.9a).  

A very similar trend in S100A8/A9 was seen with respect to bacterial species (Figure 

3.9b). At 2 hours post-infection no significant differences in S100A8/A9 could be 

detected between control and infected samples. At later time points infected samples 

induced more S100A8/A9. At 6 hours post-infection, the highest average concentration 

of S100A8/A9 was induced by S. aureus although there were no significant differences. 

At no time point was there any significant difference between any of the treatment types 

(p = 0.2306 [2 hour], p = 0.4047  [4 hour], p = 0.0824 [6 hour]; Figure 3.9b).  

Escherichia coli, S. aureus and S. epidermidis strains showed considerable variability in 

their induction of S100A8/A9 over the time course (Figure 3.9c). While S100A8/A9 

increased over the initial 2-hour incubation there were no significant differences between 

treatments (p = 0.5671). At 4 hours post-infection, considerable variability was observed 

between individual Staphylococcus strains. In particular, SH1000 induced higher 

S100A8/A9 (p = 0.0868) which reached significance at 6 hours post-infection (p = 

0.0136; Figure 3.9c).  

 



106 
 

 

Figure 3.9. Change in S100A8/A9 average concentration over time in response to a) control, Staphylococcus and Escherichia genera; b) control, E. coli, S. aureus and 
S. epidermidis species; and c) each strain plasma sample (n = 5 donors). Error bars represented the mean ±SEM. In (c), significant differences are represented between 
two strains or control by black lines and asterisks indicating the level of significance between the two PPP. On graphs, asterisks represent the following significant 
values: ** = p < 0.01.
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3.3.2.6. Human Coagulation Factor III/Tissue Factor (TF3) 

Tissue factor 3 was not detected in samples taken at 2 and 4 hours post-infection. 

However, TF3 could be detected at 6 hours post-infection (Figure 3.10a).  At genera, 

species and strain level there was no significant difference between uninfected controls 

or treatment groups (p = 1.477, genera; p = 0.7839, species; p= 0.0683, strain). Both S. 

aureus and S. epidermidis induced very similar concentrations of TF3 at 6 hours post-

infection, which were marginally (but not significantly) higher than those induced by E. 

coli or uninfected control (Figure 3.10b). One donor sample induced by E. coli K12 was 

found to contain no TF3.  
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Figure 3.10. Change in TF3 average concentration at 6 hours post-infection in response to a) control, Staphylococcus and Escherichia genera; b) control, E. coli, S. 
aureus and S. epidermidis species; and c) each strain plasma sample (n = 5 donors). Error bars represent the mean ±SEM. 
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3.3.2.7. C5a 

Staphylococcus and Escherichia both induced C5a in blood over the 4 hour experiment 

(Figure 3.11a). No significant differences were identified at 2 hours post-infection (p = 

0.1595), but at 4  hours Escherichia  induced significantly more C5a than Staphylococcus 

or control (p = 0.0044). The control did not significantly change in C5a concentration 

with time (p = 0.0952) but both Staphylococcus and Escherichia significantly induced 

C5a over time (p < 0.0001 in both cases).  

With respect to bacterial species, the C5a data was consistent with the data on genera 

(Figure 3.11b). The C5a concentration at 2 hours post-infection was very similar in all 

treatment groups. Escherichia coli induced the highest concentration of C5a at 4 hours 

post-infection, and both S. aureus and S. epidermidis induced almost identical average 

concentrations. However, no differences were found between treatment group and C5a 

concentration at any time point (p = 0.4135 [2 hour], p = 0.4359 [4 hour]; Figure 3.11b).  

With respect to strain, at 2 hours post-infection, only strain B was found to induce 

significantly more C5a than the control (p = 0.0064). Considerable variation in induction 

of C5a was seen at 4 hours post-infection (Figure 3.11c). At 4 hours post-infection 

statistical tests indicated that there was an association between strain and C5a 

concentration (p = 0.0424) but a Dunn’s multiple comparison test did not find any 

associations. The C5a induced at this time point was highly variable in response to most 

strains, with the highest concentration detected in response to ECOR26 and the lowest in 

response to K12 (Figure 3.11c).  
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Figure 3.11. Change in C5a average concentration at 2- and 4-hours post-infection in response to a) control, Staphylococcus and Escherichia plasma samples; b) 
control, E. coli, S. aureus and S. epidermidis species; and c) each strain plasma sample (n = 5 donors). Error bars represent the mean ±SEM. In (a), * represents 
significant differences between the infected PPP and control PPP and in (c) significant differences are represented between two strains or control by black lines and 
asterisks indicating the level of significance between the two PPP. On graphs, asterisks represent the following significant values: * = p < 0.05, ** = p < 0.01.
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3.3.2.8. IL-10 

No IL-10 was detected at 2- and 4-hours post-infection, therefore only data taken at 6 

hours post-infection are shown (Figure 3.12a). In general, relatively low levels of IL-10 

were detected in response to all treatments. However, both Staphylococcus and 

Escherichia had higher average concentrations of IL-10 than the control, but no 

significant difference was found between bacterial genera and control induced IL-10 (p = 

0.0823).With respect to species, results  were consistent with that seen for bacterial genera 

(Figure 3.12b). Again, E. coli induced more IL-10 than the staphylococcal species but no 

significant differences were found between treatment groups (p = 0.0840; Figure 3.12b). 

Considerable variation in IL-10 concentration was evident in blood induced by each strain 

(Figure 3.12c). The highest average concentration of IL-10 was found in response to 

GMB10 and the lowest in response to RP62A (Figure 3.12c). No significant differences 

were found between strains (p = 0.1322).  
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Figure 3.12. Change in IL-10 average concentration at 6 hours post-infection in response to a) control, Staphylococcus and Escherichia genera; b control, E. coli, S. 
aureus and S. epidermidis species; and c) each strain plasma sample (n = 5 donors). Error bars represent the mean ±SEM.
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3.4. Discussion 

Sepsis represents one of the most significant challenges in diagnostic medicine due to the 

complexity and redundancy of the innate immune response. The cytokine storm and 

subsequent pathologies initiated during the response are multi-factorial, and the causes of 

both sepsis and SIRS are numerous and difficult to distinguish (Becker et al., 2008).  

These difficulties are exacerbated further by the requirement of different antibiotics to 

treat different infections, as choosing the wrong treatment could be detrimental to the 

patient and would significantly contribute to the current antibiotic resistance crisis 

(Póvoa, 2002). While bacteria remain the predominant cause of sepsis, diagnosis is 

further complicated by the influence that different bacterial groups (Gram-positive vs. 

Gram-negative) have on the immune response. Historically, Gram-negative bacteria were 

noted as inducing a significantly greater and earlier immune response than seen in Gram-

positive infections (Surbatovic et al., 2015). Consistent with this are results in the ICU, 

where Gram-negative bacteria are the most common cause of septic shock (Fournier and 

Philpott, 2005; Surbatovic et al., 2015).  

In this study, the immune response of 8 proteins were measured using an ex vivo whole 

blood model, in response to 8 bacterial strains (including 2 genera and 3 species) to 

determine their application as clinical biomarkers of infection and sepsis. The membrane 

array identified 6 proteins that showed considerable variations between different bacterial 

strains and uninfected control, four were chosen from this selection, and IL-8 and TNF-α 

were not chosen to include in further study as they are very early cytokines that are 

markers of general inflammation and have relatively little discriminatory power 

(Alexandraki and Palacio, 2010; Ye et al., 2014; Dolin et al., 2018). They have also been 

the subject of numerous studies in the past (Rigato et al., 1996; Gordon et al., 2004; Hong 

et al., 2014; Macdonald et al., 2014; Kraft., 2015, Hu et al., 2016; Roderburg et al., 2016), 

and show relatively poor discriminatory power in distinguishing the cause of sepsis 

(Biron et al., 2015). Other immune biomarkers, including CRP and PCT, were not 

included. CRP was not included as it is primarily produced in liver hepatocytes, and 

therefore change in concentration over time would not be an appropriate measure in the 

whole blood model alone. The presence of CRP in the cytokine membrane array was 

surprising, but the finding was more likely due to the donor’s inflammatory state prior to 

bacterial exposure, and similar findings had been noted in a previous study (Pepys and 

Hirschfield, 2003). We did measure PCT but the ELISAs could not detect any PCT in 



114 
 

either serum or standards, an issue that could not be rectified by using different kits or by 

using industry grade reagents. 

In this study, an ex vivo whole blood model was used to investigate potential biomarkers 

of infection. Ex vivo whole blood models have been used previously to investigate 

bacterial-host cell interactions and human biomarkers of infection and sepsis (Mollnes et 

al., 2002; Al-Ishaq et al., 2015). They have numerous advantages, as they remove the 

need to dose healthy volunteers with potentially detrimental LPS and limits the ethical 

considerations for application (Mollnes et al., 2002). Live bacteria can be applied in 

laboratory settings to multiple donors that eliminate the risk of exposure. Further, the use 

of an ex vivo model allows for strict control of laboratory and methodological procedures; 

all samples are treated and dosed the same, and experimental error is minimised by 

controlling for incubation conditions. Additionally, live bacteria can be applied to the 

model, which allows for a more accurate representation of clinical sepsis and allows for 

the testing of multiple strains and species that best reflect the disease. However, 

limitations also exist with this type of model. There are of course costs to using an ex vivo 

model (£21/donor), and the significant degree of variability observed between donors is 

still very much evident; this variability is something that can be minimised but cannot be 

truly eliminated as it reflects the diverse biological variation in humans. Furthermore, this 

model only allows for acute modelling of early sepsis interactions, as healthy blood 

cannot be sustained outside the body for longer than 6, perhaps 8 hours. Additionally, 

collection of healthy blood requires the use of an anti-coagulant that is present throughout 

the entire experiment. Anti-coagulants interfere with numerous inflammatory processes, 

particularly the complement and coagulation cascade, and therefore it is difficult to 

understand interactions in both these pathways, which are heavily involved in the 

development of severe sepsis. However, the use of anti-coagulants is unavoidable, and 

other studies (Mollnes et al., 2002; Al-Ishaq et al., 2015), both animal and human models, 

would have to use anti-coagulants at some point, suggesting that the use of anti-

coagulants here are unavoidable. Finally, despite the risk of drop-out being minimised 

with lower health risks and monetary gain, a good healthy volunteer compliance is needed 

for scheduled blood draw. This factor is of course beyond the control of the scientist.   

Modelling systemic inflammation and sepsis has always been a challenge. Animal models 

using mice and rats are useful for understanding early immunopathological changes and 

organ dysfunction. However, such studies are flawed by major inter-species differences 

in the magnitude of the immune response and the amount of stimuli required to trigger a 
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response (Andreasen et al., 2008). Mice are most commonly used as sepsis models as 

they are small, readily available and easily manipulated by laboratory personnel (Fink, 

2014). Additionally, numerous strains have been produced genetically and they possess 

very similar inflammatory mechanisms to humans. However, some strains of mice are 

hyporesponsive to LPS compared with humans. The LD50 is approximately 1-25 mg/kg 

in mice, a dose 1000-fold higher than is required to induce severe illness in humans, and 

a dose 1000000-fold higher than the dose used in endotoxaemia human models (Fink, 

2014). The human endotoxin model has been used for over 50 years to understand both 

acute and chronic systemic inflammation in healthy human volunteers (Andreasen et al., 

2008). It involves the intravenous application of purified LPS usually from E. coli, which 

induces systemic inflammation similar to that of early sepsis. The highest doses of LPS 

used range from a bolus injection of 2-4 ng/kg body weight (BW), which simulate acute 

systemic inflammation, and low doses range from either a bolus injection or continuous 

infusion of 0.06-0.02 ng/kg body weight, which simulates chronic inflammation. 

Lipopolysaccharide can be measured in the blood plasma after a few minutes post-

injection and is often cleared in the blood after 15 minutes. It is transported to the liver, 

where it is degraded and excreted in the faeces and urine (Andreasen et al., 2008). This 

model has been useful for studying the cytokine and chemokine kinetics after endotoxin 

exposure, and is useful for studying early acute responses during sepsis (Andreasen et al., 

2008). However, there are numerous disadvantages to using the human endotoxic model. 

The highly variable nature of sepsis, both between patients and other aspects of the 

disease, such as age, gender and comorbidities complicate the majority of clinical studies 

and experimental models (Kamisoglu et al., 2015). There are considerable ethical 

considerations, particularly for the patients themselves, as they experience no direct 

benefits while taking significant risks. Further, the dose of LPS required to mimic severe 

sepsis is ethically irresponsible and particularly dangerous for the volunteer, and such 

interactions cannot be investigated (Andreasen et al., 2008). Additionally, using healthy 

volunteers as opposed to using volunteers with comorbidities such as diabetes and cancer 

is not representative of the majority that will develop sepsis (Andreasen et al., 2008). 

Lipopolysaccharide is also an insufficient stimulus for modelling systemic responses, as 

often live bacteria are the cause of sepsis (Andreasen et al., 2008; Kamisoglu et al., 2015).  

A major finding of this chapter was that E. coli strains induced an inflammatory response 

that was magnitudes greater than that induced by either S. aureus or S. epidermidis. E. 

coli is a Gram-negative bacterium, while S. aureus and S epidermidis are Gram-positive. 
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The key distinction between these classes of bacteria are based on cell wall composition; 

both have cell walls composed of PGN, a macromolecule that is present in a much thicker 

layer in Gram-positive bacteria. Gram-negative bacteria have a much thinner layer of 

PGN but are coated with a layer of LPS, also known as endotoxin. Lipopolysaccharide is 

known to induce an immune response that is magnitudes greater than that of PAMPs from 

Gram-positive bacteria (Abe et al., 2010). Interleukin-6 and MIP-3α in particular show 

the greatest promise in distinguishing between these two very different classes of bacteria 

(Figure 3.13). An association between Gram-negative bacterial sepsis and elevated IL-6 

concentrations has been discussed previously, and assertions that IL-6 is not a specific 

biomarker may be misguided (Abe et al., 2010; Alexandraki and Palacio, 2010; 

Surbatovic et al., 2015; Ninkovic et al., 2016). Abe et al (2010) found that in bacteraemia 

patients, elevated IL-6 concentration was significantly associated with Gram-negative 

bacteraemia, and a similar trend was observed by Surbatovic et al (2015).  If a bacterial 

infection is suspected, IL-6 could be used as a biomarker for distinguishing between 

Gram-positive and Gram-negative infection based on a threshold concentration. 

Interleukin-6 concentrations slowed across time with Staphylococcus samples but 

continued to substantially increase with Escherichia samples. This potentially has 

applications in monitoring disease severity.  
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Figure 3.13. Soluble mediators (blue) analysed in this study including their targets (green) and 
main effect (black).   

Macrophage inflammatory protein expression often strongly correlates with IL-6 (Figure 

3.13). Most interestingly, the pattern of expression of MIP-3α closely mimicked that of 

IL-6. Much higher MIP-3α concentrations were detected at the end of the experiment 

compared with IL-6, which supports the observation that expression of MIP proteins 

upregulates IL-6 expression during inflammation (O'Grady et al., 1999). For both 

Staphylococcus and Escherichia, the trend in expression for both proteins is strongly 

correlated. While there is limited studies on the biomarker potential of MIP-1α and MIP-

3α with regards to sepsis, O’Grady et al (1999) analysed a limited number of sepsis 

patients (20 patients, age 2-37) for MIP-1α concentration from admission. They found 

that MIP-1α concentrations were elevated on admission (24.2 pg/ml) but decreased 

substantially over the next couple of days (O’Grady et al. 1999). This is in contrast with 

the current findings, as the average concentration of MIP-1α at 4 hours (earliest time of 

symptom manifestation) was approximately 1000 pg/ml, magnitudes higher than reported 

here. This could however be an experimental discrepancy, as O’Grady et al (1999) used 

20 patients of mixed infections whereas in the present study only live bacteria was used 

in an experimental ex vivo model. Confounding factors such as cause of infection and 

length of time to blood sampling could alter the reported results.  
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Resistin was surprisingly identified as a potential candidate biomarker by the cytokine 

array, and at 2- and 6-hours post-infection was found to be significantly (p < 0.05) induced 

by Escherichia compared to control. However, it was not found to be significantly greater 

(p > 0.05) than the resistin induced by Staphylococcus. Resistin is a secretory protein that 

has been linked to obesity and the development of type 2 diabetes, both diseases with 

significant immunomodulatory dysfunctions (Pang and Le, 2006). Resistin has also been 

linked to microbial inflammation via the regulation of its expression by IL-6 and TNF-α 

in human PBMCs (Mazaki-Tovi et al., 2010; Aliefendioglu et al., 2014). Chronic 

inflammatory conditions such as arthritis and kidney disease are associated with high 

resistin expression (Mazaki-Tovi et al., 2010). In addition, a role in bacterial 

inflammation has been proposed due to the upregulation of resistin in PBMCs following 

challenge with LPS, E. coli and streptococcal M1 protein (Johansson et al., 2009; Mazaki-

Tovi et al., 2010). During inflammation, resistin may play a role in monocyte-

macrophage function, and effects observed in other studies include increasing NFκB and 

MAPK activity, promoting production of pro-inflammatory cytokines and promoting 

lipid accumulation in tissue macrophages (Filkova et al., 2009). Several studies have 

reported that patients with severe inflammation had significantly greater concentrations 

of resistin in their blood than healthy individuals (Pang and Le, 2006; Mazaki-Tovi et al., 

2010; Aliefendioglu et al., 2014). Studies on adult patients with sepsis have found that 

resistin expression and secretion is elevated in the presence of bacterial infections and has 

the potential to serve as an indicator of disease severity (Mazaki-Tovi et al., 2010; 

Aliefendioglu et al., 2014). In the present study, resistin was found at higher 

concentrations than other inflammatory cytokines in the control sample, supporting the 

current literature linking resistin to non-infectious chronic inflammation. However, when 

challenged with both Escherichia and Staphylococcus, resistin concentrations increased. 

Whilst there is little evidence that resistin can be used to distinguish between bacterial 

cause of sepsis, there is more evidence to support using resistin as a biomarker of 

inflammation in numerous disease processes, and there is evidence to support the use of 

resistin to monitor disease processes to understand its discriminatory power (Pang and 

Le, 2006; Johansson et al., 2009, Mazaki-Tovi et al.; 2010).  

Calprotectin (S100A8/A9), TF3, C5a and IL-10 were investigated as key mediators of 

neutrophil degranulation, coagulation, complement and anti-inflammatory processes, all 

pathways that have been strongly implicated in development of sepsis pathology (Mollnes 

et al., 2002; Decembrino al., 2015; Wang et al., 2018). Calprotectin is a heterocomplex 
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granular protein with broad antimicrobial properties  (Decembrino et al., 2015; Wang et 

al., 2018). In healthy patients, it is found in its inactive forms (S100A8 and S100A9) in 

the cytosol of PBMCs and is rapidly released into the extracellular space after activation 

of PRRs by PAMPs. Here, it dimerises to form the active protein (S100A8/A9, or 

calprotectin). Calprotectin has been used as a non-specific marker of the process of 

degranulation, and recently was noted to increase substantially in the plasma of septic 

neonates as well as in patients with infections (Decembrino et al., 2015; Jonsson et al., 

2017). In this study, inactive (S100A8) and active (S100A8/A9) calprotectin was 

measured to determine its potential as a biomarker of infection. As expected, S100A8 

concentrations increased initially as it was released from PBMCs but then decreased as 

the infection progressed and the protein dimerised. Active calprotectin was present at 

substantially high concentrations very early on in the experiment and plateaued between 

4- and 6-hours post-infection. Subsequent statistical tests revealed that neither of these 

proteins were of any benefit in determining inflammation using this experimental 

procedure, as the control was found to demonstrate similar changes in calprotectin 

expression. This is potentially a result of neutrophil priming, and thus is not an 

appropriate biomarker to investigate using this model.  

Complement component 5a was found to be substantially variable in different donors and 

was present at higher than normal levels in the control samples. Due to this, only two time 

points were recorded (2 and 4 hours). There is some potential that C5a is being induced 

in control samples by the incubation process. Alternatively, a previous study (Mollnes et 

al., 2002) found that the use of certain anti-coagulants had an adverse effect on 

complement activation. In particular, it was found that heparin was found to inhibit 

complement activation at high concentrations but was also found to promote activation at 

low concentrations (Mollnes et al., 2002). This is possibly the effect that is being seen in 

these samples. Complement component 5a does show some promise as a biomarker of 

inflammation (Conway Morris et al., 2009), if not of bacterial species, and thus it should 

be investigated again with the use of EDTA or lepirudin as an anti-coagulant to prevent 

the unnecessary activation of C5a in these samples. Both IL-10 and TF3 were not detected 

until six hours post-infection, and when they were detected were considerably variable 

and very similar in average concentration between groups. At such an early time point 

(six hours) it is difficult to predict how these proteins would behave. Both are produced 

relatively early on in an infection, within six hours and potentially are appropriate 



120 
 

biomarkers at time points outside the limitations of this study. From these results it is not 

possible to recommend either proteins as biomarkers for use in sepsis diagnosis.  

Collectively, the major results in this chapter identify, IL-6, MIP-1α, MIP-3α and resistin 

as showing potential as biomarkers of inflammation and perhaps of infection. This study 

renews interest in IL-6 as a discriminatory cytokine between Gram-positive and Gram-

negative sepsis and suggests that clinics should focus more on using this protein in clinical 

diagnosis. Also provided here is the first evidence that MIP-3α could be a potentially 

powerful predictor of Gram-negative sepsis in human PPP and supports the use of MIP-

1α as a predictor of inflammation. This study also demonstrated resistin as a promising 

new biomarker candidate of infection, as it has wide-ranging applications. While this 

chapter investigated soluble biomarkers in the ex vivo model the next chapter will 

investigate changes in leukocytes (chapter 4).  
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Chapter 4. Cellular Characterisation of a Whole Blood Model of Sepsis 

4.1. Introduction 

4.1.1. Cells of the Immune System  

Innate and adaptive immune cells play a pivotal role in the development and pathology 

of sepsis (Cohen, 2002; Brown et al., 2006; Monneret et al., 2008; Rittirsch et al., 2008; 

Bosmann and Ward, 2013; Li et al., 2017b; Conway Morris et al., 2018). Innate cells 

include monocytes, macrophages and neutrophils, and they prevent colonisation and 

invasion by pathogens through two major mechanisms; phagocytic engulfment of 

pathogens and production of molecular mediators to stimulate the adaptive immune 

response (Gasteiger et al., 2017; Li et al., 2017b). Neutrophils make up to 60% of 

circulating blood leukocytes, and have multiple roles in inflammation, including 

phagocytosis and killing through ROS and enzyme degradation, together with production 

of cytokines and chemokines (Lehmann et al., 2000; van Kessel et al., 2014). Of these 

functions, the key process undertaken by neutrophils is phagocytosis, and adequate 

phagocytosis is key to resolving infections  (van Kessel et al., 2014). Monocytes and 

tissue macrophages are pivotal in sensing infections (Arango Duque and Descoteaux, 

2014). Macrophages monitor tissues for any sign of damage or pathogen invasion and are 

often the first cells to sense an infection through PRR on their cell surface (Gasteiger et 

al., 2017). Once a pathogen has been recognised, macrophages process antigens and 

present them to other cells of the immune system to promote pathogen clearance and the 

development and fine tuning of an adaptive immune response (Hoebe et al., 2004). 

Circulating adaptive immune cells include both B and T lymphocytes, which can be 

further subdivided into helper CD4+, cytotoxic CD8+ and regulatory T lymphocytes ( 

Kaiko et al., 2008; Iwasaki and Medzhitov, 2015). Lymphocytes generate specific 

pathogen immune responses and memory, but the importance of each subset is driven by 

the type of pathogen causing the infection (Iwasaki and Medzhitov, 2015).  

4.1.2. Dysregulated Cellular Functions during Sepsis 

Sepsis induces a multitude of changes in the behaviour of immune cells that significantly 

impact on progression into septic shock and multiple organ failure (Cohen, 2002; 

Bosmann and Ward, 2013; Conway-Morris, 2018). Granulocytes are over-produced to 

meet the phagocytic demand to eliminate infection (Faix, 2013). As sepsis progresses, 

these granulocytes become increasingly immature as they are released too early from the 

bone marrow, an event that significantly impacts on the ability of the body to eliminate 
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the pathogen (Faix, 2013). These immature neutrophils are further characterised by 

increasing necrosis and the presence of Dohle bodies in their cytoplasm (Faix, 2013). 

Increased numbers of immature neutrophils are accompanied by a decrease in apoptotic 

clearance, which leads to their accumulation in vital organs and subsequent organ damage 

(Cohen, 2002; Faix, 2013). Macrophages undergo a similar reduction in apoptosis, 

allowing for the persistence of these cells within infected tissues and subsequent inability 

to perform their functions, resulting in an immunoparalysis (Umlauf et al., 2013). Both B 

and T cells undergo an opposite effect; increasing apoptosis results in a diminished 

capacity to resolve an infection as lymphocyte clones are not generated correctly, and 

persistent lymphopenia during sepsis is characteristic of immunosuppression in severely 

ill patients (Cohen, 2002).  

4.1.3. Cellular Biomarkers of Sepsis 

Several cellular biomarkers of infection have previously been explored for diagnosing 

sepsis. Cell counts are already applied in determining the progression of sepsis (Chalupa 

et al., 2011). For example, a neutrophil count that is higher, lower or contains 10% 

immature cells compared to resting counts are all considered markers of severe 

inflammation and sepsis (Brown et al., 2006). Observational diagnoses from blood 

smears include the identification of toxic granulations and Dohle bodies within the 

cytoplasm of neutrophils, both indicators of bacterial infection (Faix, 2013). A depletion 

in both circulating B and T lymphocytes are also markers of immunoparalysis and severe 

sepsis (Faix, 2013). Measurable changes in leukocytes during sepsis can also be identified 

using cell surface markers, such as CD64, CD11b, triggering receptor expressed on 

myeloid cells 1 (TREM-1) and receptor for advanced glycation products (RAGE; Faix, 

2013; Biron et al., 2015). CD64, a high affinity receptor for immunoglobulin is 

substantially increased in septic patients and has been found to have better specificity 

than PCT in diagnosing bacterial sepsis, as well as showing considerable promise in 

diagnosing neonatal sepsis (Faix, 2013; Biron et al., 2015). However, CD64 has been 

found to be relatively unstable in anti-coagulated blood samples, an issue as all blood 

samples need to be treated with an anti-coagulant (Faix, 2013). CD11b promotes 

neutrophil adherence to endothelium lining the vasculature, promoting rolling and 

migration to inflammatory sites, and has also been associated with an increase during 

bacterial infections (Faix, 2013). Increase in cell surface expression of TREM-1 has also 

been associated with sepsis (Faix, 2013; Biron et al., 2015). Similar increases in RAGE 

have also been shown in sepsis but its efficacy as a sepsis biomarker is complicated by 
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high resting expression in certain cell types (Faix, 2013). Other cell surface markers that 

have been associated with sepsis include reduced CD14 and MHC class II expression on 

NK cells and macrophages (Chalupa et al., 2011; Faix, 2013; Conway Morris et al., 

2018). A reduction in the number of regulatory T cells has also been associated with an 

increased risk of acquiring a secondary infection in patients with sepsis (Faix, 2013).  

Measuring features of apoptosis particularly with regards to B and T cells have shown 

recent promise in diagnosing severe inflammation (Duplessis et al., 2018). Such features, 

including expression of apoptotic mediators and the release of cell-free DNA (cfDNA), 

have been investigated previously (Figure 4.1; Duplessis et al., 2018). Both extracellular 

cfDNA and nucleosome levels reflect the extent of apoptosis within a host. Cell free DNA 

is derived from necrotic, lytic, apoptotic and secretory processes, and nucleosomes derive 

from the degradation of chromatin during apoptosis or necrosis (Duplessis et al., 2018). 

In healthy people, levels of cfDNA and nucleosomes have very short half-lives 

(approximately 15 minutes) and are cleared by the liver and excreted. However, 

persistently high levels of these are indicative of excessive tissue damage and liver failure, 

both hallmarks of sepsis pathology. A recent study has indicated that both cfDNA and 

nucleosome concentrations correlate strongly with sepsis severity, and both are able to 

predict the progression into severe septic shock (Duplessis et al., 2018).  
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Figure 4.1. Diagram depicting the neutrophil and other leukocyte cellular biomarkers associated with bacterial infection and sepsis (Faix, 2013; Biron, 2015; Duplessis 
2018; Conway Morris et al., 2018).
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4.1.4. Aims and Objectives 

The aim of the work in this chapter was to measure the effects of sepsis causing organisms 

on leukocyte cell surface markers and functions in the ex vivo blood model. Cell surface 

markers were determined by flow cytometry and phagocytosis was determined by 

microscopy. The ability to assay the central cellular changes that immune cells undergo 

during sepsis in the whole blood model was also important. More specifically the aims 

were as follows:  

 Characterise the phagocytic response of neutrophils to E. coli, S, aureus and S. 

epidermidis.  

 Identify and characterise leukocyte subsets in whole blood using flow cytometry. 

 Characterise E. coli K12- and S. epidermidis RP62A- induced responses in the whole 

blood model using flow cytometry; 

 Changes in leukocyte subset markers. 

 Changes in cell viability. 

 Changes in TLR expression. 

4.2. Methodology 

A full description of the methodologies used in this chapter are described in Chapter 2.  

4.2.1. Microbiology & Whole Blood 

Two to three colonies of E. coli, S. aureus and S. epidermidis (8 strains, listed in Table 

2.3) were inoculated for up to 24 hours in either 5 ml of  TSB or LB at 37oC at 200 r.p.m. 

Bacterial culture was standardised as described in Section 2.5.4 and added to 1 ml healthy 

volunteer whole blood described in section 2.5.6.2. The inoculated blood was incubated 

for 2, 4, 6 or 8 hours at 37oC at 10 r.p.m., and at each interval 100 µl blood was removed 

and used in either phagocytosis or flow cytometry analysis.  

4.2.2. Phagocytosis Analysis 

After incubation, 100 µl of blood containing the bacteria was processed as described in 

described in section 2.7.1. Neutrophils were counted and the percentage of phagocytosis 

calculated as described in section 2.7.1.  
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4.2.3. Flow Cytometry Staining 

After incubation, 100 µl of whole blood containing either E. coli K12 or S. epidermidis 

RP62A was added to round bottom tubes and processed as described in section 2.7.2.  

4.2.3.1. Separation of Mononuclear Cells from Whole Blood 

Histopaque-1077 was used to isolated mononuclear leukocytes from whole blood and a 

FITC Annexin V/Dead cell apoptosis kit was used to assess cell viability as described in 

section 2.7.2.2 

4.2.3.2. FACS Analysis 

Stained samples were analysed using the Novocyte NovoSampler Pro (Acea Biosciences 

Inc., San Diego, California) as described in section 2.7.2.3. All laser parameters were 

selected (section 2.7.2.1, table 2.5) and a quality control was run each time. 

4.2.3.3. Data Analysis 

Flow Cytometry data was analysed using FlowJo v10 (BD Biosciences). Compensation 

was performed using mixed single-stain samples and applied to all experimental samples. 

A gating strategy was established through which positive populations were isolated based 

on MFI, histogram distribution and separation of stained populations from unstained 

populations.  

4.2.4. Statistical Analysis 

Phagocyte and flow cytometry data were analysed using GraphPad Prism version 7. N 

numbers refer to the number of donors analysed in the test. All data was tested for 

normality using the Shapiro-Wilks normality test and where this was not possible ( n < 7) 

data was assumed to be not normally distributed. For normally distributed data, 

parametric one-way ANOVAs with Dunn’s multiple comparison tests were applied. Non-

parametric Kruskal-Wallis tests with Dunn’s multiple comparison tests were applied to 

not normally distributed data. A p value of  <0.05 was considered significant. On graphs, 

error is represented by the SEM.  
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4.3. Results 

4.3.1. Neutrophil Phagocytosis 

In order to assess the degree of neutrophil phagocytosis in the whole blood model, the 

number of neutrophils with and without phagosomes containing  either S. aureus, S. 

epidermidis or E. coli were counted (Figure 4.2a-f and 4.3a-c) and presented at the level 

of genera, species and strain (Figure 4.3a-c respectively).  

 

Figure 4.2. Microscopy images of neutrophils in whole blood identified by their multi-lobed 
nuclei at 2 (images A and B), 4 (images C and D) and 6 hours (images E and F). Image A, C and 
E were taken from samples incubated with E. coli, and image B, D and F are taken from samples 
incubated with Staphylococci. Scale bar = 20 µm.  

Distinct morphological changes occurred throughout the 6-hour infection (Figure 4.2). At 

2 hours post-infection, microscopy showed that both Staphylococcus and Escherichia 

infected blood had single neutrophils, both with and without bacteria in the cytoplasm, 

and in some cases, lymphocytes or monocytes were found closely associated with the 

neutrophils (Figure 4.2a). Neutrophils appeared to be healthy without characteristic signs 

of apoptosis (condensed nuclei, clumping of cells, loss of membrane integrity etc.). 

However, at 4- and 6-hours post-infection, all neutrophils were found clustered with other 

neutrophils and leukocytes in both Staphylococcus and Escherichia treated samples and 

lost definition of their multi-lobed nuclei (see Figure 4.2c/d and e/f). 

 

 

 



128 
 

Phagocytosis counts over the same time course were also calculated (Figure 4.3). The 

uninfected control remained consistently low over the course of the experiment 

(maximum 5%) and all replicates had very little or no phagocytosis detected. 

Phagocytosis of Staphylococcus was significantly greater (p < 0.0001) than that in both 

the uninfected control and Escherichia at all time points studies (Figure 4.3a). Whilst the 

degree of phagocytosis was elevated in response to Escherichia it was not significantly 

different to the uninfected control (p > 0.05).  

With respect to species (Figure 4.3b), after 2 hours post-infection, both S. aureus and S. 

epidermidis had identical degrees of phagocytosis and were significantly higher than E. 

coli or uninfected control. However, at 4- and 6-hours post-infection, the degree of 

phagocytosis was higher in the S. epidermidis samples than in S. aureus samples, but not 

statistically significant. Phagocytosis of both staphylococcal species remained 

significantly higher that E. coli and uninfected control.  

Phagocytosis was strongly strain dependent (Figure 4.3c). At all-time points (2, 4 and 6 

hours), S. epidermidis strains 1457, RP62A and S, aureus SH1000 were phagocytosed 

significantly more than control. Staphylococcus aureus VAP39 was only significantly 

greater than the control at 2 hours post-infection. At 6 hours, S. epidermidis strains 1457 

and RP62A  were phagocytosed significantly more than E. coli strain B and K12 (p < 

0.0001). Neutrophil phagocytosis of E. coli ECOR26, GMB10, B and K12 all remained 

consistently low over the 6-hour time course. Phagocytosis of E. coli ECOR26 and 

GMB10 was consistently higher than B and K12, but no significant differences were 

found. 
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Figure 4.3. Neutrophil phagocytosis (%) over time in blood infected by bacteria; a) changes in the amount of phagocytosis in the control, Staphylococcus and 
Escherichia genera (n = 5); b) changes in the amount of phagocytosis in  the control, E. coli, S. aureus  and S. epidermidis species; c) changes in the amount of 
phagocytosis in E. coli, S. aureus and S. epidermidis strains  (n = 5 donors). Error bars represent the mean ±SEM. In (a), * represents significant difference between 
the Staphylococcus-infected PPP and control PPP, and * represents significant differences between the Escherichia and Staphylococcus PPP,  in (b), * represents 
significant differences between E. coli PPP and S. aureus PPP, and * represents significant differences between  E. coli PPP and S. epidermidis PPP, and in (c), 
significant differences are represented between two strains or control by black lines and asterisks indicating the level of significance between the two PPP. On graphs, 
asterisks represent the following significant values: * = p < 0.05, ** = p < 0.01, *** = p < 0.001, **** = p < 0.0001.
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4.3.2. Characterisation of Whole Blood Model 

The fluorochrome-antibody conjugates outlined in Table 2.1 were used to identify cellular 

subsets including; Leukocytes (CD45-positive), Monocytes (CD14-positive), T cells 

(CD3-positive) and B cells (CD19-positive). Granulocytes were identified by their 

positive staining for CD45 and their high granularity (SSC). A gating strategy (Figure 

4.4) was established whereby cells positive for the selected fluorochrome-antibody 

conjugate (compared with the unstained control) were identified and counted using the 

‘gating’ function on the FlowJo software.  
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Figure 4.4. Schematic of the gating strategy for characterisation of leukocyte subsets in whole blood using CD marker expression patterns. 
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This gating strategy was used to investigate changes in leukocyte populations following 

infection with E. coli K12 and S. epidermidis RP62A over a 6-hour time course. Prior to 

infection (~1 hour following phlebotomy), whole blood was stained for leukocyte subsets 

and a composite dot plot produced to identify leukocyte subsets (Figure 4.5). All 

leukocytes could be clearly labelled with fluorochrome antibody conjugates and 

compensation of overlapping fluorescences allowed for complete separation of positive 

and negative populations.  

 

Figure 4.5. Diagram showing the distribution of leukocytes in blood processed within one hour 
of drawing from the donor. The y axis is side scatter and the x axis is CD45 fluorescence. Green 
= leukocytes; Red = neutrophils; Black = monocytes; and Purple = lymphocytes.  

Composite dot plots (SSC vs CD45) were produced for uninfected control and blood 

infected with E. coli K12 and S. epidermidis RP62A for 2, 4 and 6 hours (Figure 4.6). In 

uninfected control, characteristic populations for neutrophils, monocytes and 

lymphocytes were identified which did not change with time (Figure 4.6, left column). In 

blood treated with E. coli K12, two global changes were observed. Firstly, the neutrophil 

population became more uniform in CD45 expression (thinner) in the first 2 hours but 

with a wider distribution of granularity. Secondly the monocyte population decreased and 

disappeared by 6 hours post infection. Blood treated with S. epidermidis RP62A also had 

similar global changes but their time course differed. The neutrophil population became 

more uniform in CD45 expression (thinner) with a wider granularity, but this took the full 

6 hours. The monocyte population decreased and disappeared by 6 hours post infection.  
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Figure 4.6. Scatter plots of the control, E. coli K12-treated and S. epidermidis RP62A-treated 

blood selected for CD45 expression at 2-, 4- and 6-hours post-infection. 
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4.3.2.1. Quantification of Leukocyte Cell Counts  

Quantification of the changes in cell populations and marker expression observed 

previously were determined using the techniques described in section 2.7.2.3.  

The changes in the populations of  monocytes, granulocytes,  T cell and B cell populations 

were determined (Figure 4.7) using the gating strategy outlined previously (Figure 4.4). 

The monocyte population rapidly decreased 2 hours after the addition of E. coli K12 or 

S. epidermidis RP62A and continued to decrease slowly over the 6 hours (Figure 4.7a). 

Escherichia coli K12 induced significant decreases in the monocyte population at 2 hours 

post-infection (p = 0.0151), whilst S. epidermidis induced significant decreases in 

monocytes compared to the control at 4- and 6-hours post-infection (p < 0.05). Monocytes 

were the only leukocyte subset that changed significantly over 6 hours. Granulocytes 

(Figure 4.7b), T cells (Figure 4.7c) and B cells (Figure 4.7d) remained relatively constant 

over the course of the experiment. In addition, infection with E. coli K12 or S. epidermidis 

RP62A had no effect on their total numbers.  
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Figure 4.7. Quantification of leukocyte subsets in response to infection; a) monocytes, b) 
granulocytes, c) T cells, and d) B cells infected with E. coli K12 and S. epidermidis RP62A over 
the 6-hour infection period (n = 4 donors). Error bars indicate the mean ±SEM. Asterisks indicate 
significant differences between the control and at 2 hour K12, and 4 and 6 hour RP62A. On 
graphs, asterisks represent the following significant values: * = p < 0.05. 

4.3.2.2. Leukocyte Differential Counts 

Using counts from the previous gating strategy leukocyte differential counts were 

calculated (Figure 4.8). Prior to infection (Figure 4.9a) granulocytes represented 59% of 

the leukocyte population, T cells represented 22%, monocytes represented 7% and B cells 

represented 4% ,and all fall within ranges expected in healthy whole blood (Huang et al., 

2007).  Following infection leukocyte differential counts did not change despite the 

changes in total monocyte counts calculated previously. Thus, differential counts were 

independent of stimulus (uninfected control, E. coli K12 and S. epidermis RP62A) and 

time (Figure 4.8b-d). 
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Figure 4.8. Differential counts of whole blood over a 6-hour time course. a) 0 hour, b) 2 hour, c) 
4 hour, and d) 6 hour (n = 4 donors). 

4.3.3. Cell Biomarker Analysis 

The expression (MFI) of CD45, CD14, CD3 and CD19 were measured over 6 hours on 

leukocyte subsets, including monocytes, granulocytes, and lymphocyte populations from 

whole blood incubated with RPMI (control), E. coli K12 and S. epidermidis RP62A.  

4.3.3.1. CD45 Expression 

CD45 expression on monocytes was time and stimulus dependent (Figure 4.9a). At 2- and 

4-hours post infection, E. coli K12 induced significant increases in CD45 expression 

compared to uninfected control and S. epidermidis RP62A (p = 0.0012 and p = 0.0031 

respectively). At 6 hours post-infection only S. epidermidis RP62A-treated monocytes 

had a significantly higher CD45 expression than the control monocytes (p = 0.0285). 

CD45 expression also increased with time on uninfected controls but this was not 

significant. On granulocytes (Figure 4.9b) both S. epidermidis RP62A and E. coli K12  

induced CD45 expression at 2- and 4-hours post-infection compared to uninfected 

control. Of the infected groups, only E. coli K12 was found to induce significantly more 

CD45 expression compared to the control (p = 0.0159 and p = 0.0107 at 2 and 4 hours 

respectively). At 6 hours post-infection, both S. epidermidis RP62A and E. coli K12 

induced significantly greater expression of CD45 on granulocytes than in the control 

group (p = 0.0003). The highest expression of CD45 was detected on T cells and B cells 

(Figure 4.10c/d). For both B and T cells (Figure 4.9c and d respectively), CD45 
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expression remained constant throughout the experiment and was independent of 

infection. 

 

Figure 4.9. Graphs showing CD45 expression over 6-hour infection period in the control, S. 
epidermidis RP62A and E. coli K12 samples on, a) monocytes, b) granulocytes, c) B cells and d) 
T cells (n = 4 donors). Error bars represent the mean ±SEM. In a) asterisks indicate significant 
differences between the control and E. coli K12 at 2- and 4-hour, and the control and S. 
epidermidis RP62A at 6 hour; in b) asterisks indicate significant differences between the control 
and E. coli K12. Asterisks represent the following significant values: * = p < 0.05, ** = p < 0.01. 

4.3.3.2. CD14 Expression 

CD14 could only be detected on monocytes (Figure 4.10a-d). However, there were no 

significant differences in CD14 expression with time or following induction by E. coli 

K12 or S. epidermidis RP62A.  
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Figure 4.10. Graphs showing CD14 expression over the 6-hour infection period in response to 
control, S. epidermidis RP62A and E. coli K12 on, a) monocytes, b) granulocytes, c) T cells and 
d) B cells (n = 4 donors). Error bars represent the mean ±SEM. 

4.3.3.3. CD3 Expression 

CD3 expression could only be detected on T cells (Figure 4.11a-d). However there were 

no significant differences in CD3 expression with time or following induction by E. coli 

K12 or S. epidermidis RP62A. At 6 hours CD3 expression decreased in response to 

infection but was not significant.  
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Figure 4.11. Graphs showing CD3 expression over the 6-hour infection period in response to 
control, S. epidermidis RP62A and E. coli K12, a) monocytes, b) granulocytes, c) T cells and d) 
B cells (n = 4 donors). Error bars represent the mean ±SEM. 

4.3.3.4. CD19 Expression 

CD19 expression (Figure 4.13) could be detected at high level on B cells, low levels on 

monocytes and granulocytes and was undetectable on T cells (Figure 4.12a-d). There 

were no significant differences in CD19 expression with time or following induction by 

E. coli K12 or S. epidermidis RP62A on granulocytes or lymphocytes. E. coli K12 

induced a significant increase in monocytes CD19 compared to uninfected control at all 

time points. S. epidermidis RP62A also induced a significantly higher expression of CD19 

on monocytes  than in uninfected control at 6 hours post-infection (p = 0.0132).  
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Figure 4.12. CD19 expression over 6-hour infection period in response to control, S. epidermidis 
RP62A and E. coli K12 on a) monocytes, b) granulocytes, c) T cells and d) B cells (n = 4 donors). 
Error bars represent the mean ±SEM. Asterisks indicate significant differences between the 
control and E. coli K12 at 2- and 4 hour, and the control and S. epidermidis RP62A at 6 hour. On 
graphs, asterisks represent the following significant values: * = p < 0.05. 

4.3.4. Live/Dead Cell Assay of Mononuclear Leukocytes 

4.3.4.1. Staining Profile of Mononuclear Leukocytes 

The rapid reduction in CD14-positive monocytes (Figure 4.7) upon addition of bacterial 

suspension warranted further investigation using a Live/Dead Cell Assay, as the results 

suggested the cells had undergone cell death. The fluorochromes Annexin-FITC 

(phosphatidylserine binding) and PI-PE Texas Red (DNA binding) were used to assess 

for apoptotic and necrotic cells respectively. 

Initial experiments used the method described in section 2.7.2.1 however it was clear that 

BD FACS Lyse Solution used to lyse erythrocytes also permeabilised leukocyte 

populations resulting in high necrotic staining (results not shown).  This effect was 

confirmed using the U937 monocyte cell line (Figure 4.13). U937 cells treated with BD 

FACS Lyse showed a large population of PI-positive cells that were not present in the 

untreated cells. Therefore, BD FACS Lyse was discarded as the lysis procedure interfered 

with cellular viability and in its place, Histopaque 1077 was used to isolate mononuclear 

leukocytes from whole blood. 
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Figure 4.13. Scatter plots and histograms of U937 cells stained with PI. Events outlined in black 
indicate PI staining in cells treated with BD FACS Lyse.  

The SSC vs FSC and staining profile of mononuclear leukocytes (lymphocytes and 

monocytes; Figure 4.14) isolated from untreated whole blood revealed that cells negative 

for any Annexin and PI (live cells) were in quadrant 4 (Q4), while cells staining positive 

for Annexin but negative for PI (apoptotic cells) were in quadrant 3 (Q3), cells staining 

positive for both Annexin and PI (secondary necrotic cells) were in quadrant 1 (Q1), and 

cells staining positive for PI only (primary necrotic cells) were in quadrant 2 (Q2). In the 

untreated control, approximately 1,484 monocytes were isolated using the Histopaque 

method, and 93.2% were viable (Q4) whilst 6.8% of monocytes were apoptotic (Q3).  
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Figure 4.14. Schematic of the gating strategy for monocyte viability. Red circle – lymphocytes, 
black circle – monocytes.  

Composite dot plots (SSC vs FSC) were produced for uninfected control and blood 

infected with E. coli K12 and S. epidermidis RP62A after 3 and 6 hours of infection 

(Figure 4.15). Well-defined populations of lymphocytes and monocytes were recovered 

in the uninfected control and the treated blood. Two key universal changes were noted in 

both E. coli K12 and S. epidermidis treated samples. First, at 3 hours post-infection, the 

monocyte population became more uniform and less diverse in terms of size (FSC), and 

secondly a new population of events appeared that were high both in granularity and size. 

At 6 hours post-infection the second trend decreased, with much less events occurring at 

high granularity and size in the E. coli K12 treated blood. The uninfected control 

remained relatively unchanged, although the monocyte population did become smaller.  



143 
 

 

Figure 4.15. Scatter plots of the control, E. coli K12-treated and S. epidermidis RP62A-treated 
blood selected for SSC vs FSC at 3- and 6-hours post-infection.
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4.3.4.2. Monocyte Cell Counts 

Monocytes constituted approximately 13.2% of the total mononuclear leukocyte 

population (Figure 4.16a). Total monocyte counts increased at 3 hours post-infection and 

then declined at 6 hours post-infection in all groups. Live monocytes followed a similar 

trend, again in all groups (Figure 4.16b). The number of viable monocytes was almost 

identical to the number of total monocytes in blood throughout the course of the 

experiment in all samples (~1900 live, 1700 viable).   

 

Figure 4.16. Monocyte counts at 0, 3- and 6-hours post-infection with control, S. epidermidis 
RP62A and E. coli K12, a) total monocyte counts and b) live monocyte counts (n = 3 donors). 
Error bars represent the mean ±SEM. 

4.3.5. TLR Expression on Leukocytes 

4.3.5.1. Characterisation of TLR Expression 

The antibodies TLR2-PE, TLR4-APC and CD45-FITC were used to characterise TLR 

expression responses to bacteria over an 8-hour infection period. Expression of the TLRs 

was defined by first gating CD45-positive leukocytes and then selecting for each 

individual TLR. Expression of both TLRs was determined using histograms and 

unstained controls (Figure 4.17).  
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Figure 4.17. Histograms illustrating a) TLR2 and b) TLR4 expression on leukocytes in healthy 
blood in the unstained (left) and stained (right) control. 

Expression profiles of TLR2 and TLR4 for the different experimental samples at each 

time point are show in Figure 4.19. Toll-like receptor 2 was well defined at each time 

point (Figure 4.18a) and in all experimental samples had a high expression count. Toll-

like receptor 4 was less evident (Figure 4.18b) and was not easily distinguishable from 

negative populations, but the percentage of positive cells did increase over time as peaks 

were distinguishable at later time points.  
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Figure 4.18. Histograms of a) TLR2 and b) TLR4 expression in response to control, S. epidermidis 
RP62A and E. coli K12 samples at 4 hour and 8 hour intervals.  
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4.3.5.2. TLR Expression Profiles 

Each cell type was gated appropriately based on CD45 staining patterns and side scatter 

patterns into leukocytes, monocytes, granulocytes and lymphocytes.  

4.3.5.2.1. TLR2 

The expression profiles of TLR2 in granulocytes, monocytes and lymphocytes are shown 

in Figure 4.19. Toll-like receptor 2 expression on granulocytes remained unchanged for 

the duration of the experiment (Figure 4.19a). Average expression of TLR2 was 

approximately 2000 (MFI) on granulocytes throughout the time course in all treatments. 

However, monocytes were found to vary considerably in TLR2 expression over the 

course of the experiment (Figure 4.19b). Toll-like receptor 2 expression was much higher 

than what was seen on the granulocytes (MFI of 7466 vs 2000). At 4 hours post-infection, 

all treatment groups demonstrated a significant increase in TLR2 expression (p = 0.0250), 

although a Dunn’s multiple comparisons test did not identify any sample as being 

significantly different. The control group increased to 9020 (1.2% increase), the RP62A-

treated group increased to 13608 (1.8% increase) and the K12-treated group increased to 

11454 (1.5% increase). At 8 hours post-infection, this trend reversed to show a decrease 

in TLR2 expression on all experimental groups (p = 0.1000). The control group decreased 

to 8499 (0.9% decrease), the RP62A-treated group decreased to 11796 (0.9% decrease) 

and the K12-treated group decreased to 8183 (1.4% decrease). 

 A slight decrease in TLR2 expression was noted on the lymphocytes although most 

changes were not significant (Figure 4.19c). At 4 hours post-infection, the control group 

increased in TLR2 expression whereas the infected groups decreased (p = 0.1679). The 

control group increased to 3331 (0.9% increase), the RP62A-treated group decreased to 

2333 (0.8% decrease) and the K12-treated group decreased to 1865 (0.6%). At eight hours 

post-incubation, all groups except control showed a decrease in TLR2 expression. The 

control group increased to 3365 (1% increase), the RP62A-treated group decreased to 

1765 (0.8% decrease) and the K12-treated group decreased to 1350 (0.7% decrease; p = 

0.0036), although a Dunn’s multiple comparison test did not identify any sample as being 

significantly different. 
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Figure 4.19. Toll-like receptor 2 expression over the 8-hour infection on a) granulocytes, b) 
monocytes and c) lymphocytes (n = 3 donors). Error bars represent the mean ±SEM.  

4.3.5.2.2. TLR4 

Expression of TLR4 on granulocytes, monocytes and lymphocytes was measured (Figure 

4.20). Granulocyte TLR4 expression was found to decrease at 4 hours post-infection but 

increase again at 8 hours post-infection (Figure 4.20a). Expression at the beginning of the 

experiment was high (4189) but decreased at 4 hours post-infection to an average 

expression of 1785 (57% decrease). At 8 hours post-infection, all groups demonstrated 

an increase in TLR4 expression, which was much greater in the control sample (p = 

0.1321). The control increased to 3114 (43% increase), the RP62A-treated group 

increased to 1954 (9% increase) and the K12-treated group increased to 1865 (4% 

increase). Toll-like receptor 4 expression was also found to vary on monocytes (Figure 

4.20b). Expression was lower at the beginning of the experiment than was seen with the 

granulocytes (2320), and at 4 hours post-infection increased or remained the same in the 

infected groups and decreased in the control. The control group decreased to 1781 (23% 

decrease), the RP62A-treated group remained the same at 2315 and the K12-treated group 

increased to 3013 (23% increase). At 6 hours post-infection, the control group and the 

RP62A-treated group showed an increase in TLR4 expression whereas the K12-treated 

group showed a decrease. The control group increased to 1970 (10% increase), the 

RP62A-treated group increased to 2596 (11% increase) and the K12-treated group 
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decreased to 2239 (26% decrease). Toll-like receptor 4 expression was not found to vary 

significantly in the lymphocyte subpopulation of leukocytes (Figure 4.20c). 

 

Figure 4.20. Toll-like receptor 4 expression over the 8-hour infection on a) granulocytes, b) 
monocytes and c) lymphocytes (n = 3 donors). Error bars represent the mean ±SEM.  

4.4. Discussion 

Innate immune cells represent an effective and highly coordinated defence system against 

infection ( Iwasaki and Medzhitov, 2015; Gasteiger et al., 2017; Li and Tablin, 2018). 

Overstimulation and dysregulation of these cells occurs during severe inflammation and 

sepsis, representing a key factor in understanding and interpreting its causes (Cohen, 

2002). Phagocytosis is an essential process in the removal of pathogens from diseased 

tissues and preventing excessive inflammation (Li and Tablin, 2018). The professional 

phagocytic cells (neutrophils) and the antigen-presenting cells (monocytes/macrophages) 

are key in defending the host from infection and in promoting the development of sepsis 

and septic shock (Cohen, 2002; Gasteiger et al., 2017). However, during sepsis 

monocytes and neutrophils are unable to participate effectively in the clearance of 

bacterial invaders ( Rittirsch et al., 2008; Umlauf et al., 2013). Thus, measuring 

phagocytosis of pathogenic bacteria by neutrophils is a useful tool in understanding host-

pathogen interactions during the early stages of sepsis.  

The light microscopy results found that the neutrophils in all infected samples began to 

cluster together accompanied by other immune cells, particularly lymphocytes. This 

clustering reflects a cellular reaction to surround and contain any infected neutrophils and 
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chemotaxis of lymphocytes towards areas of infection (Sokol and Luster, 2015). This 

clustering also strongly suggests the formation of NETs, extracellular DNA fibres that 

serve to eliminate extracellular pathogens while protecting host cells from damage (Li 

and Tablin, 2018). To confirm this in the future, extracellular staining with a DNA stain 

(such as Propidium iodide) could highlight these NETs. In addition to this clustering 

effect, a loss of definition in the multi-lobed nuclei of infected neutrophils was also 

observed (Figure 4.2). This strongly indicates condensation of the nuclei in such 

neutrophils, suggesting that these cells are experiencing apoptosis, or infection specific 

cell death, pyroptosis (Bergsbaken et al., 2009).  

The most notable outcome of the phagocytosis investigation was that more neutrophils in 

the Staphylococci-treated blood contained intracellular bacteria than was observed in the 

E. coli-treated blood. This trend was evident for all strains tested within each genus and 

persisted throughout the course of the experiment. One possible explanation for this 

difference is the different virulence potential of strains used in this experiment. S 

.epidermidis RP62A and 1457, S. aureus VAP39 and SH1000 were all isolated from 

infections, whereas E. coli K12, B, ECOR26 and GMB10 were all non-pathogenic strains. 

However, as was seen in Chapter 3, the E. coli strains were responsible for an increased 

cytokine response compared to the pathogenic Staphylococcus strains; thus, the disease 

potential of the organism is not the reason for the difference in neutrophil uptake. 

A possible reason for E. coli not being taken up to the same extent as Staphylococci is 

that E. coli are capable of persisting within an iron-poor environment, such as human 

serum, by the production of siderophores to sequester free iron, and is able to avoid 

complement deposition and phagocyte ingestion via the production of a protective 

capsule and the synthesis of type 3 secretion systems (TTSSs; Celli and Finlay, 2002; 

Miajlovic and Smith, 2014; Martin et al., 2017). Escherichia coli is capable of 

synthesising up to four different siderophores: aerobactin, enterobactin, salmochelins and 

yersiniabactin (Martin et al., 2017). Staphylococcus aureus is very capable of surviving 

and replicating with professional phagocytes and are able to resist attempts at killing and 

limiting the infection ( Malachowa and DeLeo, 2011; Thammavongsa et al., 2015). This 

could perhaps be why there is a greater uptake in this case; the ability to survive within 

these cells would negate the production of anti-complement and anti-phagocytic 

mechanisms and therefore these bacteria would not resist uptake. The same is potentially 

true for S. epidermidis, especially as S. epidermidis is capable of producing antimicrobial 
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peptide-neutralising molecules such as sepA (Cheung et al., 2014), which would prevent 

intracellular killing.  

Flow Cytometry analysis of leukocytes from whole blood proved to be a useful and 

effective tool for monitoring changes in cell density, shape and certain marker expression. 

Currently, flow cytometric analysis is employed in numerous clinical diagnoses, 

including diagnosis of leukaemias, lymphomas and identification of infectious diseases 

such as HIV and sepsis (Umlauf et al., 2013; Mizrahi et al., 2018). In this study, flow 

cytometry analysis allowed for the monitoring of two specific leukocyte cellular 

subgroups; the granulocytes and the mononuclear cells. Initially, CD3, CD14, CD19 and 

CD45 were chosen to identify each subset and monitor progress. Using CD45-FITC, a 

clear identification of CD45-positive leukocytes was possible and identified 

approximately 7000 leukocytes per 3-10 μl of lysed and washed cell preparations. This 

represents approximately 50-60% of the total volume taken up by the cytometer, 

indicating good recovery of leukocytes and showed the efficacy of using CD45 as a 

marker for leukocytes. This work correlates well with previous studies (Figure 4.5; Brown 

and Wittwer, 2000; Cherian et al., 2010; Kahng et al., 2015). Specifically, the high 

granularity of the neutrophil subgroup and the high staining for CD45 allowed for 

effective gating of these cells, thus these cells were clearly well-defined from the other 

cell groups. CD14, the main differentiation marker of monocytes was a very good 

defining marker of monocytes, and exclusively separated the monocytes from neutrophils 

and lymphocytes (Zamani et al., 2013). Whilst the fact that both B and T cells have very 

similar population characteristics (small size and low granularity) it was impossible to 

separate them using CD45 expression but CD3 (the T cell receptor; Valle et al., 2015), 

and CD19, a transmembrane glycoprotein present on the cell surface of all B cells (Wang 

et al., 2012) were able to differentiate B and T cells effectively. Thus, the use of CD3, 

CD14 and CD19 staining in conjunction with CD45 staining allowed for the accurate 

separation of both these lymphocyte subtypes, and hence completed the separation of all 

main leukocytes involved in sepsis development. 
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Over the course of experimental infection (0-6 hours), there was very little variation in 

populations in uninfected control blood. This was important as it verified that 

experimental conditions (such as rotation, temperature, time etc.) had little to no effect 

on the results. Incubation with either S. epidermidis RP62A or E. coli K12 led to changes 

in flow plot characteristics over time. An increase in granularity and greater conformity 

of size in the granulocyte population of S. epidermidis RP62A-treated blood could 

possible reflect the increased uptake of bacteria by neutrophils, and increased clumping 

of leukocytes and formation of NETs as seen by microscopy. Fuchs et al. (2007) 

demonstrated that within 3 hours of stimulation neutrophils lose their characteristic 

lobular nucleus (as we observed), degranulating their membranes before dying. DNA 

fragmentation does not occur in this form of cell death, causing the chromatin to unfold 

into the extracellular space allowing neutrophils to continue their antimicrobial effects 

after death via the formation of NETs. This process correlates with increases in 

granularity at 2 hours (uptake of bacteria) and decrease by 6 hours (degranulation and cell 

death, NET formation). The use of Histopaque 1077 allowed us to avoid preservation 

with BD FACS lyse which compromised cell membranes. However, only the 

mononuclear cells could be recovered via this method. In order to confirm changes in 

neutrophils, an alternative method of cell isolation could be applied, such as using a 

Percoll-based density gradient with 33mM NaCl to lyse red blood cells (Kuhns et al., 

2015) or a Ficoll-Hypaque gradient (Haslett et al., 1985).  

Monocytes incubated with S. epidermidis RP62A and E. coli K12 rapidly lost population 

definition with subsequent loss of both CD45 and CD14 expression. However, 

Annexin/PI staining determined that at least 95% were viable. However, it is possible that 

the isolated monocyte populations do not contain any necrotic cells, as these cells often 

lose the definition and may sediment differently. Therefore, the entire mononuclear 

leukocyte cell population was examined to determine any cell death present in the 

samples. Even in these samples, cell death was very low, and the vast majority of cells 

were alive, and a very small proportion were apoptotic. This suggests that monocytes are 

unlikely experiencing cell death via apoptosis or pyroptosis but are more likely 

differentiating into APCs. In one study, PBMC infection with agonists of viral origin led 

to a substantial reduction in the number of CD14-positive monocytes within 6 hours of 

infection, and this trend was consistent with differentiation rather than cell death (Hou et 

al., 2012). This could have happened in this study, which could be confirmed as 
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differentiation by using fluorescent antibodies specific for the MHC-II receptors (Reuter 

and Lang, 2009). MHC-II is only expressed on monocytes and macrophages that have 

processed pathogenic antigens and presented them on their cell surface, hence becoming 

an APC (Reuter and Lang, 2009). 

Significant increases in CD45 expression were seen on monocytes and granulocytes 

treated with S. epidermidis RP62A and E. coli K12. CD45 is a leukocyte specific tyrosine 

phosphatase that is essential for proper leukocyte antigen receptor signal transduction 

(Tchilian and Beverley, 2006). All cells of the haemopoietic cell line express certain 

levels of CD45 on their cell surface (Tchilian and Beverley, 2006). It is particularly 

important when initiating antigen-specific responses in B and T lymphocytes, particularly 

cytokine-specific upregulation (Tchilian and Beverley, 2006). Increased expression of 

CD45 on monocytes and granulocytes could be related to antigen receptor transduction 

initiation of cytokine regulation, differentiation into APCs, phagocytosis and NETosis 

(Rosales, 2018). Additionally, increased expression of CD45 may also directly contribute 

to the prolonged survival of these cells, as CD45 negatively regulates apoptosis, 

preventing excessive apoptosis in inflammatory periods (Bergsbaken et al., 2009).  

CD14 expression decreased in monocytes treated with S. epidermidis RP62A and E. coli 

K12, resulting in a very low number of positive cells by 6 hours post-infection. CD14 is 

a co-receptor for TLR4 that detects and binds to LPS in the presence of LPS-binding 

protein (LBP; Mukherjee et al., 2015). It exists in two forms; membrane-bound (mCD14) 

and a soluble scavenger form (sCD14; Mukherjee et al., 2015). Changes in expression of 

CD14 are likely related to inflammation and infection dynamics – an increase in 

expression after initial detection of PAMPs would potentially lead to an increase in cell 

surface expression of mCD14 to promote pro-inflammatory processes such as cytokine 

secretion and phagocytosis. This gradual increase on neutrophils reflects the important 

function of this cell type in early host defence. The decrease in mCD14 expression on 

monocytes at the later experimental time points supports the switch from mCD14 to 

sCD14, as the monocytes have experienced initial stimulation with PAMPs and scavenge 

using sCD14 to detect further bacterial cells and to promote neutrophil activity. It is also 

possible that the decrease in monocytes and the increase in neutrophils reflects the release 

of mCD14 from monocytes and the binding of these sCD14 forms neutrophils, promoting 

efficient phagocytosis and cytokine production. Non-survivors of sepsis are noted as 

having reduced CD14 expression on monocytes harvested during ICU stay, although this 

association was not significant (Danikas et al., 2008). 
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Both TLR2 and TLR4 expression was evident on a range of leukocytes. Toll-like receptor 

2 was found to be more abundantly expressed on a wide range of leukocytes, and TLR4 

to a lesser extent. While both were abundant in their expression, there were disparities 

between the numbers of cells expressing them and the level of expression. Both of these 

TLRs have a restricted pattern of expression in leukocytes with different levels of 

regulation, and both are known to be present in monocytes, granulocytes, lymphocytes 

and dendritic cells (Muzio et al., 2000). Both are expressed maximally on CD14+ cells 

(monocytes), and a higher level of expression of TLR4 has been noted on granulocytes, 

which is reflected in the current results (Muzio et al., 2000). A possible explanation is 

that TLR2 is expressed at a higher level at resting state than TLR4, or less TLR4 

molecules were required to initiate a response, hence the lower levels of expression on a 

subset of leukocytes. 

The parameters investigated in the present study (cell count, expression of CD markers, 

viability and TLR expression) have successfully allowed for the development of whole 

blood model that can be applied to understand disease processes and infection dynamics. 

The innate immune system cells  offer a rich pool of biomarkers for infection and disease, 

and the use of an ex vivo system allows for these processes to be investigated without the 

need for animal models. All cells and markers behaved as predicted and were consistent 

with the literature. The cells also were able to survive outside of the body for up to six 

hours and showed very little sign of the experimental procedure interfering with their 

function and health. To conclude, this study has allowed for the development of a model 

that potentially has very important applications in the future. An example of its 

application to a potential novel biomarker is presented in chapter 5.  
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Chapter 5. Characterisation of Sterol Responses in a Whole Blood Sepsis Model  

5.1. Introduction 

5.1.1. Cholesterol  

Cholesterol is an abundant molecule found in all animal cells, and is essential for many 

cellular processes (Cyster et al., 2014). It constitutes approximately 25% of the total lipid 

content of cell plasma membranes, and is necessary for efficient membrane packing and 

fluidity. Packing of cholesterol in membranes also serves cell signalling roles by acting 

to anchor transmembrane receptors  and provide membrane integrity (Russell, 2003; 

Cyster et al., 2014). Excess cholesterol is broken down into constituent bile acids in the 

human liver, converting approximately 500mg of cholesterol per day (Russell, 2003). Bile 

acids are secreted into the small intestine and act as emulsifiers of dietary lipids and fat-

soluble vitamins, participating centrally in digestion (Russell, 2003). Cholesterol 

biosynthetic pathways are active in all nucleated mammal cells, and involve cholesterol 

metabolism and utilisation of its downstream products (Cyster et al., 2014). These include 

oxysterols, modified cholesterol that have undergone addition of one or two hydroxyl 

groups on either the 24th, 25th or 27th carbon (Figure 5.1; Russell, 2003). Previous studies 

showed that oxysterols, produced during bile acid synthesis, provide a negative feedback 

mechanism that prevents excessive breakdown of cholesterol (Russell, 2003). However, 

recent research indicates that oxysterols also play a pivotal role in inflammation and 

adaptive immunity, as well as critical roles in cholesterol metabolism in the brain (Hughes 

et al., 2013; Cyster et al., 2014; Tall and Yvan-Charvet, 2015; Ning et al., 2017; Testa et 

al., 2018).   
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Figure 5.1. Schematic diagram of the sterol biosynthetic pathway. Chemical names are shown 
below chemical structures and the biosynthetic enzyme is shown adjacent to the arrow indicating 
the reaction it catalyses (Adapted from Russell, 2003).  

5.1.2. 25-Hydroxycholesterol  

Cholesterol is hydroxylated by the enzyme cholesterol 25-hydroxylase (CH25H), or 

CYP27A1, which is expressed at relatively low levels in all mammalian tissues (Cyster 

et al., 2014; Ning et al., 2017). The product of this reaction, 25-hydroxycholesterol (25-

HC), is an oxysterol with an additional hydroxyl group (-OH) present on the 25th carbon 

of the molecule (Cyster et al., 2014). Expression of CH25H is induced in human 

macrophages upon exposure to Poly I:C, LPS and type I IFN signalling (Russell, 2003; 

McDonald and Russell, 2010; Cyster et al., 2014; Ning et al., 2017). In vitro, 25-HC has 

been shown to prevent viral replication and cell membrane fusion, which is linked to its 

upregulation through IFN signalling (Cyster et al., 2014; Ning et al., 2017). Interferons 

play a crucial role in dampening the immune response to infections therefore controlling 

excessive inflammation, particularly through regulating IL-1 expression and 

inflammasome suppression (Cyster et al., 2014). It follows that 25-HC production via 

IFN signalling may play a pivotal anti-inflammatory role both in vitro and in vivo (Cyster 

et al., 2014). Other functions of 25-HC described both in vitro and in vivo include 

regulation of IgA production and the promotion of macrophage foam cell differentiation 

and neutrophil chemotaxis (Koarai et al., 2012; Cyster et al., 2014). Pro-inflammatory 

properties have also been described through the upregulation of pro-inflammatory 

cytokines (Cyster et al., 2014). Relevant to sepsis, 25-HC has been shown to aid in 
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recovery of liver function after LPS exposure, and ch25h-deficient mice had elevated 

levels of IL-1β and IL-18 after LPS exposure (Cyster et al., 2014; Ning et al., 2017).  

Research on the role of 25-HC in immunity has been largely investigated using viruses 

(Amako et al., 2009; Anggakusuma et al., 2015; Li et al., 2017a; Wang et al., 2017; 

Shawli et al., 2019), while in comparison little research has looked at the role of bacteria 

and bacterial PAMPs on 25-HC induction (Zou et al., 2011). One in vitro study on 25-

HC production noted bacterial infection with Listeria monocytogenes promotes 

upregulation of CH25H in infected macrophages in vivo, and is one of the only 

investigations into the role that 25-HC plays in bacterial infection (Zou et al., 2011).  

5.1.3. Aims and Objectives 

The principal aim of this study is to assess the sterol response in whole blood to defined 

bacterial PAMPs and live bacteria. Following on from soluble mediators in Chapter 3, 

this chapter also investigates the potential of 25-HC as a host biomarker in bacterial sepsis 

using the ex vivo whole blood model. The chapter has the following objectives: 

 Analysis of concentrations of the oxysterols 24-HC, 25-HC, 27-HC, 7α-HC, 7α, 25-

diHC and 7α, 27-diHC and cholesterol via LC-MS in platelet poor plasma isolated 

from whole blood treated with;  

 The PAMPs LPS, PGN and Poly I:C. 

 The whole live bacteria E. coli K12 and S. epidermidis RP62A. 

 Blocking antibodies for TLR2 and TLR4, to investigate PRR activation by E. coli.  
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5.2. Materials and Methods 

5.2.1. Microbiology and Whole Blood 

Up to three colonies of E. coli K12 or S. epidermidis RP62A were inoculated for up to 24 

hours in either 5 ml TSB or LB at 37oC at 200 r.p.m. Bacterial cultures were standardised 

as described in Section 2.5.4 and were added to 1 ml of healthy volunteer whole blood as 

outlined in Section 2.5.6.2. Blood was incubated for 2 and 8 hours at 37oC and 10 r.p.m. 

Blood was removed and centrifuged at 7000 r.p.m for 5 minutes at room temperature 

before being frozen at -20oC. 

5.2.2. Solid-phase Extraction of Sterols 

To a 1.5 ml microcentrifuge tube, 1.05 ml of prepared standards in ethanol (Appendix A) 

was added and 100 µl PPP samples or quality control PPP or water was added drop-wise 

to the corresponding microcentrifuge tube. Samples were sonicated for 5 minutes before 

adding 350 µl of water and sonicating for a further 5 minutes. Tubes were centrifuged at 

17000 g for 30-60 minutes (section 2.9.1.1). During this time, a Vacuum Manifold 

Processing System was sterilised with 70% ethanol before being fitted with Sep-Pak Vac 

3cc (200 mg) tc18 cartridges. The cartridges were pre-conditioned with 100% then 70% 

ethanol before the PPP or water samples were added and allowed to drip through via 

gravity. The columns were then washed with 6 ml of 70% ethanol to elute the oxysterols. 

The sample was split equally between two tubes labelled Fr1A and Fr1B. Columns were 

washed again with 70% ethanol and cholesterol eluted using 2 ml of 100% ethanol. This 

sample was split equally between two tubes labelled Fr3A and Fr3B. All samples were 

dried overnight in a Scanvac scanspeed vacuum concentrator (section 2.9.1.2).  

5.2.3. Sterol Oxidation and Reverse-phase Extraction 

Samples from section 5.2.2 were reconstituted using 100 µl isopropanol and vortexed 

thoroughly before adding 1 ml KH2PO4. Samples were vortexed for 1 minute before 3 µl 

of cholesterol oxidase was added to tubes labelled Fr1A and  Fr3A, and incubated at 37oC 

for 1 hour. After this, the reaction was stopped with 100% methanol and 150 µl of glacial 

acetic acid. To tubes labelled Fr1A and Fr3A, 190 mg of D5 Girard P was added and to 

tubes labelled Fr1B and Fr3 150 mg of D0 Girard P was added. All tubes were vortexed 

until all the Girard reagent had dissolved and then incubated overnight in the dark at room 

temperature. The next day, a vacuum manifold was sterilised with 70% ethanol and fitted 

with Oasis HLB 3cc (60 mg) extraction cartridges and preconditioned with 100%, 10% 
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and 70% methanol, respectively. Each sample was added to its own column and allowed 

to drip via gravity. Columns were then washed with 35% methanol before the effluent 

was combined with H2O. The effluent was reapplied to the column, the column washed 

with 17% methanol and the resulting effluent combined with more H2O, vortexed and 

reapplied to the column. Th column was washed with 10% methanol and all effluent 

discarded. The bound sterols were eluted with 3x applications of 1 ml 100% methanol 

and one application of 1 ml 100% ethanol. Samples were stored at -20oC until analysis.  

5.2.4. Mass Spectrometry and Chromatogram Analysis 

For each sample, the first and second elutions of Fr1A, Fr1B, Fr3A and Fr3B samples 

were centrifuged at 17000 g for 30-60 minutes. During this, mobile phases A and B for 

LC-MS were prepared and placed in the LTQ-Orbitrap Velos. HPLC vials were prepared 

of 19-hydroxycholesterol (19-HC), 50% methanol/50% isopropanol and 95% methanol. 

Samples were combined using 22.5 µl from each microcentrifuge tube and 60 µl of water. 

Samples were analysed using the LTQ-Orbitrap Velos.  

Chromatogram outputs were processed using Thermo Xcalibur Roadmap. Layouts for 

each analyte of interest were established using their mass ranges and the scan filter FTMS 

and TIC/ITMS. Upon identification of each analyte, an area peak was exported from the 

FTMS chromatogram and the concentration of the internal standard used to calculate the 

concentration of the unknown analyte.   

5.2.5. Statistical Analysis 

Statistical analysis of sterol data was performed using GraphPad Prism version 7. N 

numbers refer to the number of donors analysed in the test. Data was assumed to not be 

normally distributed (n < 7) and Kruskal-Wallis tests with a Dunn’s multiple comparison 

test were applied. Two-way ANOVAs were performed for multivariate data. A p value 

of < 0.05 was considered significant. On graphs, error is represented by the SEM.   
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5.3. Results 

5.3.1. Cholesterol & Oxysterol Quantification 

Data obtained from LC-MS was analysed using Thermo Xcalibur Roadmap to identify 

and quantify sterol analytes in plasma samples taken at 2 and 8 hours post-infection. 

Included with all samples was a control plasma sample from the experimental donor, a 

QC plasma sample that always originated from the same donor (CRF 131) and a water 

blank to monitor contamination. The water blank in all extraction batches was found to 

contain no sterols, indicating no contamination. All QCs from each batch extraction were 

analysed for their 25-HC concentration (n = 8) and cholesterol concentration (n = 9; 

Figure 5.2). The CoV for 25-HC and cholesterol were 21.2% and 9.3% respectively, 

giving good reproducibility.  

 

Figure 5.2. 25-hydroxycholesterol (a, n= 8 replicates) and cholesterol (b, n = 9 replicates) 
concentration in the QC sample replicates. Error bars represent the mean ±SEM.  

Chromatograms for all sterols analysed were generated including ion chromatograms for 

cholesterol (Figure 5.3) and the 6 oxysterols (Figure 5.4) together with FTMS 

chromatograms (Figure 5.5). All analytes were found to elute from the column at roughly 

the same retention time, and this retention matched expected times of these analytes 

(Figure 5.5). The ion fragmentation pattern of cholesterol (Figure 5.4) is characterised by 

the abundant 411 mass fragment, as well as the 151 and 163 fragment that characterises 

most cholesterol derivatives. Cholesterol is further characterised by the less abundant 

peaks 367 and 396. 25-hydroxycholesterol is characterised by the 163 fragment, an 

abundant 437 peak coupled with a non-existant 394 fragment. Conversely, 24-HC, in both 

its S and R isomer form, contains this 394 fragment, allowing for resolution of these two 

analytes (Figure 5.4a and b). 27-hydroxycholesterol is characterised again by the 151 

fragment of oxysterols and an abundant 437 peak. In addition to these peaks, the 
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characteristic 327, 412 and a highly abundant 427 peak characterise this oxysterol (Figure 

5.4c). 7α-hydroxycholesterol is characterised by the oxysterol 151 peak and an abundant 

437 peak. In addition to these characteristic oxysterol fragmentation peaks, 7α-HC also 

fragments into the less abundant 394 and 409 peaks (Figure 5.4d). 7α,25-

dihydroxycholesterol is characterised by an abundant 453 peak and the less abundant 425 

and 435 peaks. 7α,27-dihydroxycholesterol is discriminated from 7α,25-diHC by the 

presence of low abundance 151 and 410 peaks as well as a highly abundant 443 peak 

(Figure 5.4e and f). The FTMS chromatograms used to quantify the sterols after they have 

been identified as described above are shown in Figure 5.5. The peaks highlighted are 

characteristic of all sterols described.  

 

Figure 5.3. Ion fragment chromatogram of cholesterol, highlighting the fragmentation pattern. 
Chromatogram represents the cholesterol fingerprint in the QC plasma sample.  
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Figure 5.4. Total ion fragment chromatograms (TIC) of the six oxysterols analysed, illustrating their fragmentation pattern; a) 25-hydroxycholesterol; b) 24(S)-
hydroxycholesterol; c) 27-hydroxycholesterol; d) 7α-hydroxycholesterol; e) 7α,25-dihydroxycholesterol; f) 7α,27-dihydroxycholesterol. Chromatograms represent the 
fingerprints in the QC plasma sample.
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Figure 5.5. Fourier transform mass spectrometry (FTMS) chromatograms used for quantification of the analytes investigated. Retention time in minutes is displayed 
above each highlighted peak area. Briefly, a) FTMS chromatogram of 24-HC, 25-HC and 27-HC; b) FTMS chromatogram of 7α-HC; c) FTMS chromatogram of 
7α,25-diHC and 7α,27-diHC; and d) FTMS chromatogram of cholesterol.
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5.3.2. Sterol responses to PAMPs and whole live bacteria in ex vivo whole blood  

5.3.2.1. 25-Hydroxycholesterol 

25-hydroxycholesterol was detected in all plasma samples tested, including the control 

samples (Figure 5.6). The average concentration of 25-HC detected was 1723.744 pg/ml 

(1.7 ng/ml), which was sufficently low to match expected concentrations of 25-HC in 

healthy subjects (Crick et al., 2018; Dias et al., 2018) . No significant effect was observed 

at 2 hours post-infection in any treatment groups (p = 0.8585). Similarly, at 8 hours post-

infection no significant effects were observed in any treatment groups despite small 

increases in E. coli K12-treated PPP and a significant difference indicated by a Kruskal-

Wallis test (p = 0.0061). Similarly, a two-way ANOVA determined that that there were 

no interactions between time and treatment, and that neither factor was significant 

(Treatment, p = 0.2976; Time, p = 0.2432; Figure 5.6; Table 5.1). 

 (p = 0.0061);  

25
-H

C
 C

on
ce

nt
ra

tio
n 

(p
g/

m
l)

 

Figure 5.6. The concentration of 25-HC (pg/ml) in response to whole bacteria and PAMPs (n = 3 
donors). Grey and black bars represent 2 and 4 hours post-infection respectively. Error bars 
represent the mean ±SEM. 

The relationship between whole live bacteria was analysed further (Figure 5.7). A 

Kruskal-Wallis test demonstrated that there was signficantly more 25-HC in the blood 

treated with E. coli K12 at this time point than was observed in the control (p = 0.0036). 

Despite 25-HC concentration on S. epidermidis RP62A-treated plasma being elevated, no 

significant association was found at this time point between the bacteria and 25-HC 

expression.  
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Figure 5.7. The concentration of 25-HC (pg/ml) at 8 hours post-infection in response to control 
and whole live bacteria-treated samples (n = 3 donors). Error bars represent standard error and 
the asterisk indicates significant difference between the E. coli K12-treated plasma and the control 
plasma (p < 0.05).  

5.3.2.2. Other Oxysterols  

All other oxysterols were investigated (Figure 5.8). The most abundant oxysterol in the 

uninfected blood was 24-HC (Figure 5.8a), and the least abundant was 7α,25-diHC 

(Figure 5.8d). Changes were dependent on the oxysterol and time. Specifically 24-HC, 

27-HC and 7α-HC demonstrated significant decreases between 2- and 8-hour time points 

independent of the stimulus (p = 0.0157). 27-hydroxycholesterol was the only oxysterol 

(other than 25-HC) to change significantly following stimulation or infection (Figure 

5.8b). Whilst the S. epidermidis RP62A- and E. coli K12-treated blood remained 

unchanged at 2 hours post-infection, blood treated with all three PAMPs significantly 

increased 27-HC concentration (p = 0.0450). At 8 hours post-infection this effect was lost 

and 27-HC was similar to control in all treatments.  
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Figure 5.8. Concentration of 24-HC (a), 27-HC (b), 7α-HC (c), 7α,25-diHC (d) and 7α,27-diHC 
(e) at two- and eight-hours post-incubation (n = 3 donors). Error bars represent the mean ±SEM.  
On graphs, asterisks represent the following significant values: * = p < 0.05, ** = p < 0.01. 

5.3.2.3. Cholesterol 

Cholesterol was found to be the most abundant sterol in uninfected blood samples 

investigated (Figure 5.9). Initially, small changes in cholesterol concentrations were 

noted in all treated samples at the 2-hour time point (not significant). At the 8-hour time-

point, there were further changes in cholesterol concentration noted in all treated groups, 

including the control, whilst the agonist-treated samples remained at the same 

concentration. No significant changes were found in any of the treatments tested (Table 

5.1). 
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Figure 5.9. The concentration of cholesterol in response to PAMPs and whole live bacteria. Grey 
and black bars represent 2- and 8-hours post-infection (n = 3 donors). Error bars represent the 
mean ±SEM.   

Table 5.1. Significance values (p < 0.05) of individual 2-way ANOVAs performed on each sterol 
investigated. Tukey’s multiple comparison tests were applied to analyse any significance between 
treatment groups. Treatment refers to the experimental PPP (Control vs RP62A vs K12 vs LPS 
vs PGN vs Poly I:C) and Time refers to 2 vs 8 hrs post-infection.  

Sterol Treatment 

 

Time 

2 hours vs. 8 

hours 

25-HC 0.2976 0.2432 

24-HC 0.3176 0.0157 (*) 

27-HC 0.0450 <0.0001 

(****) 

7α-HC 0.9928 0.0005 (***) 

7α,25-diHC 0.4478 0.4867 

7α,27-diHC 0.4657 0.5304 

Cholesterol 0.4141 0.2188 
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5.3.3. Influence of TLR2 and TLR4 on PAMP- and bacteria-induced sterols in 
whole blood 

To determine whether TLR pathways were involved in E. coli K12-induced sterols, whole 

blood pre-incubated with blocking antibodies against human TLR2 and TLR4 were added 

prior to infection with E. coli K12 for 8 hours (Figure 5.10). 25-hydroxycholesterol 

concentration (Figure 5.10a) increased non-significantly in blood treated with E. coli 

K12, an effect that was replicated following preincubation with control PAb or specific 

TLR2 and TLR4 receptor blocking antibodies. There was no significant decrease in 25-

HC between the E. coli K12 control and the TLR antibody-treated blood (p = 0.1140).  

The 24-HC concentrations (Figure 5.10b) remained relatively consistent with or without 

any treatment with the exception that one donor showed a large non-signficant increase 

in a sample pre-treated with the TLR2 blocking antibody. This result is considered an 

anomaly as the other donors did not replicate this response (p = 0.8771). Concentrations 

of 27-HC (Figure 5.10c) were variable across the different treatment groups, with the only 

change seen in the blood treated with the PAb control, where a decrease was observed, 

but not a significant one (p = 0.3056). 7α-hydroxycholesterol concentrations (Figure 

5.10d) were variable in samples taken from the plasma control and E. coli K12 control 

but were less variable when treated with either PAb or the TLR blocking antibodies, 

where concentrations appeared to be slightly lower, but not statistically significant (p = 

0.5985). 7α, 25-dihydroxycholesterol (Figure 5.10e) again showed variability in PPP 

concentration in the blood treated with RPMI control and E. coli K12 but seemed to 

normalise somewhat with preincubation with both PAb and the TLR blocking antibodies. 

Addition of E. coli K12 in all cases appeared to decrease the concentration of 7α, 25-

diHC, but this change was not significant (p = 0.1289). While overall the 7α, 27-diHC 

concentration (Figure 5.10f) remained relatively unchanged, and variability was observed 

between donors for each treatment group (p = 0.8878).  
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Figure 5.10. Oxysterol concentrations of a) 25-HC; b) 24-HC; c) 27-HC; d) 7α-HC; e) 7α,25-
diHC; and f) 7α,27-diHC in the TLR block experiment (n = 3 donors). Error bars represent the 
mean ±SEM.   

A Kruskal-Wallis test performed on the cholesterol concentrations (Figure 5.11) revealed 

that there were no significant differences between any of the treatment groups (p = 

0.6637). However, a 2-way ANOVA performed on all the TLR block data revealed that 

there was a significant trend associated with treatment (p = 0.0379) and a significant 

difference between the concentrations of the sterols (p < 0.0001). Evidently, there was 

substantially more cholesterol present in the PPP samples than any other sterol. As shown 

in Figure 5.11, addition of E. coli K12 to blood regardless of pre-incubation with blocking 

antibodies led to a reduction in cholesterol concentration, although this was not 

significant. The addition of control and blocking antibodies seemed to enhance this effect 

but did not significantly reduce cholesterol concentration (Figure 5.11).   
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Figure 5.11. Cholesterol concentration in the TLR block experiment (n = 3 donors). Error bars 
represent the standard error.  

As little difference was seen between E. coli K12 control and pre-treated TLR2 and TLR4 

inhibited blood, the same samples were also analysed by ELISA to determine IL-6 

concentration and any changes in response to TLR blocks. As can be seen in Figure 5.12, 

there was no IL-6 present in control PPP samples, but there was significantly higher 

concentrations of IL-6 present in blood treated with E. coli K12 only (p = 0.0117). 

Antibodies for TLR2 and TLR4 could not inhibit E. coli induced IL-6, despite a reduction 

in the TLR4 treated blood. Interestingly, both TLR2- and TLR4- blocked blood showed 

marginally decreased levels of IL-6 in PPP, which in the TLR4-blocked blood the average 

concentration was almost half that of the K12 control. Neither the PAb control, the TLR2-

blocked blood nor the TLR4-blocked blood was significantly different to the control.  
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Figure 5.12. Graph showing the concentration of IL-6 in the TLR inhibition experiment (n = 3 
donors). Error bars represent the mean ±SEM. Black asterisks indicate where there is significant 
difference between the control and the E. coli K12 control samples (p < 0.05). 

5.4. Discussion 

Sterols play a significant role in maintaining lipid homeostasis in mammals (Russell, 

2003). Increasingly, the role these molecules play in promoting, mediating and 

downregulating inflammatory responses is being recognised as key components of 

inflammatory research (Gold et al., 2014). These molecules may also represent important 

new biomarkers of inflammatory causes and disease severity (Zmysłowski and Szterk, 

2019). A body of research has highlighted several sterols that can be applied in 

inflammatory diagnostics (Zmysłowski and Szterk, 2019). Mass spectrometry is a widely 

used clinical technique for identifying and quantifying molecules involved in disease 

processes and has wide applications in the medical field (Jannetto and Fitzgerald, 2016). 

In this chapter, LC-MS was used to identify and quantify sterols of the bile acid synthetic 

pathway in the plasma of experimentally infected healthy blood in order to determine the 

potential for sterol biomarkers in the diagnosis of sepsis.  

25-hydroxycholesterol has received much attention recently over its numerous roles in 

virus-related inflammation  (Amako et al., 2009; Anggakusuma et al., 2015; Li., 2017a; 

Wang et al., 2017; Shawli et al., 2019), whilst one study has focused on the role bacteria 

play in 25-HC activity during an infection (Zou et al., 2011). The data in this chapter 

challenges the body of evidence that supports the idea that 25-HC induction during 

infection is virus specific by confirming that bacteria are also capable of promoting 25-

HC synthesis ex vivo. Statistical analysis of 8-hour data demonstrated that E. coli K12 

significantly upregulated 25-HC production in donor blood, whilst S. epidermidis RP62A 

did not. Whilst there was no significant difference in the 25-HC concentration between 
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the two different strains, the fact that only K12 induced a significantly higher 

concentration than the control supports that 25-HC is upregulated more specifically in 

response to Gram-negative E. coli activity. It is also possible that the lower 25-HC 

concentration induced by S. epidermidis RP62A may be due to a delayed or muted 

response as was seen with the cytokine data in Chapter 3. These results build on the 

hypothesis that 25-HC does play a role bacterial immunity.  

The results clearly indicate that E. coli K12 is capable of stimulating a 25-HC response 

in whole blood samples. E. coli K12 is a Gram-negative organism that possesses an 

abundant pool of LPS on its cell surface (Bachmann, 1972). Previous studies have found 

that 25-HC production is mediated through TLR4 engagement by LPS in vivo, therefore 

this work is consistent with  these previous findings (McDonald and Russell, 2010; Ning 

et al., 2017). However, when TLR blocking experiments were performed, only a small 

reduction (non-significant) in 25-HC was observed, thus it is possible that 25-HC 

production is mediated via a mechanism independent of TLR4. Gram-negative bacteria 

produce other PAMPs beside LPS such as extracellular DNA, that engage TLRs other 

than TLR4 (Heumann and Roger, 2002). In addition to this, E. coli is responsible for 

damage to host cells that leads to the generation of DAMPs, stimulating other TLRs and 

NLRs (Saïd-Sadier and Ojcius, 2012). Any of these PAMPs and DAMPs are capable of 

stimulating interferon signalling and hence 25-HC production. Therefore, it is likely that 

25-HC production is not specific to TLR4 signalling and that its upregulation is a 

universal feature of the inflammatory response. The increase in 25-HC at the 2-hour time-

point in samples treated with purified agonists confirmed to a degree that these PAMPs 

upregulate 25-HC production. The small volume of agonist used could perhaps explain 

why little response was seen at eight hours when it would be expected at high levels in 

normal cell line models of 25-HC production. The 1 µl (of 1 µg/ml) added at the 

beginning of the experiment was most likely ingested by phagocytes and destroyed very 

early in the experiment, and a more accurate representation of any interactions could have 

been achieved by using a higher concentration (Heumann and Roger, 2002).  

Surprisingly the experiments also showed the potential importance of 27-HC, as 

concentrations were found to increase over the first 2 hours in blood treated with PAMP 

agonists only. 27-hydroxycholesterol is a bile acid that has recently been linked with the 

development of breast cancer in patients with high dietary cholesterol (Baek et al., 2017), 

promoting proliferation of cancerous cells in an oestrogen receptor (ER)-dependent 

manner (Hughes et al., 2013; Baek et al., 2017). In addition to promoting breast tumours, 
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27-HC has also been linked to the development of Alzheimer’s, as high levels of 27-HC 

have been found in the blood of such patients (Testa et al., 2018). 27-hydroxycholesterol 

has also been associated with viral immunity, in part because the enzyme responsible for 

its synthesis, CYP27A1, is predominantly expressed in macrophages, much like CH25H 

(Civra et al., 2018). In addition, a recent study found that 27-HC has potent anti-viral 

activity, and modulation of host oxysterols may be a primary host strategy to combat a 

broad range of viral infections (Civra et al., 2018). Therefore, the upregulation of 27-HC 

in blood could be related to a broader host strategy of modulating oxysterols during 

bacterial infections as well as viral infections. However, it is important to note that only 

the purified agonists elicited such a response and only at the 2-hour time-point; thus, more 

work is required to further understand this interaction.  

The other oxysterols investigated did not show any response to PAMPs, E. coli K12 or S. 

epidermidis RP62A. This was not surprising in this model despite functions being 

reported in other body compartments and diseases ( Amako et al., 2009; Hughes et al., 

2013; Baek et al., 2017; Civra et al., 2018; Zmysłowski and Szterk, 2019). For instance, 

24-HC is almost exclusively formed in the brain, and circulating levels are low in healthy 

adults (Testa et al., 2018). The enzyme responsible for its synthesis (CYP46) is mainly 

located in neurons, and 24-HC readily crosses the blood-brain barrier to modulate 

cholesterol homeostasis in the brain (Lutjohann and von Bergmann, 2003). Crucially, 24-

HC has been linked to the development of Alzheimer’s and demyelinating diseases, 

suggesting that the major role of this oxysterol is in the nervous system (Testa et al., 

2018). This is perhaps one reason for the low levels in the current model as circulating 

24-HC is low to begin with and the enzyme required for its synthesis lies elsewhere in the 

body. With respect to 7α-HC, it is a product of cholesterol synthesis found to accumulate 

within atherosclerotic plaques and contribute significantly to inflammatory signalling in 

the inflamed artery (Cho et al., 2017). Indeed, 7α-HC is considered a biomarker for both 

lipid peroxidation and oxidative stress indicative of impaired glucose tolerance and 

diabetes (Ferderbar et al., 2007). Thus, one reason why levels of this oxysterol are low in 

our model may be due to its involvement only in localised arterial inflammation during 

atherosclerosis and not in any pathogenic immune response. While the levels of 7α,25-

diHC and 7α,27-diHC were barely detected in PPP, this can be explained by the fact that 

they have roles in bile acid synthesis, and do not appear to contribute to the inflammatory 

response (Russell, 2003).  
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Cholesterol has for a long time been acknowledged for its significant immune functions, 

both during resting state and during infection (Robertson and Ghazal, 2016). No 

significant changes in cholesterol were noted in response to stimulus or time. However, 

during the TLR blocking experiment, decreases were seen in plasma cholesterol 

concentration in all E. coli K12-treated blood (regardless of antibody type), although 

these changes were not significant. These results are consistent with the fact that during 

infection, concentrations of plasma cholesterol have been noted to decrease substantially, 

a reaction that promotes the inflammatory response and prevents excessive inflammation 

(Tall and Yvan-Charvet, 2015). In fact, sepsis patients have been found to have 

consistently low plasma cholesterol concentration during the inflammatory event 

(Feingold and Grunfeld, 2000). These findings are particularly interesting as they support 

the current literature which reports that cholesterol concentrations significantly decrease 

in the blood in response to infection ( Feingold and Grunfeld, 2000; Tall and Yvan-

Charvet, 2015).  

The extraction method used for this analysis was appropriate due to the high sensitivity 

and specificity of the LC-MS, as confirmed by the QC samples. The results confirmed 

the accuracy of the method and confirmed that operator error was low, thus variability in 

the experimental samples was due to donor variations and not to experimental error. 

Donor samples were found to vary significantly in certain cases, and one or two donors 

had oxysterol levels that were much higher or lower than in others, signifying that a 

certain degree of variability in sterol expression exists between different people. In some 

cases, this variability did not allow for an accurate measure of collective responses to 

certain stimuli. In future, more donors should be included to narrow this variation and 

truly represent population responses.  

The current method used required the extraction of sterols with different concentrations 

of ethanol (70-100%) followed by several days of oxidation of target molecules and their 

reverse-phase extraction with different concentrations of methanol (15-100%), as well as 

extended time in the LC-MS for analysis. While this method is highly accurate and 

sensitive, the length of time required to extract and analyse (5-7 days) is not applicable 

for the diagnosis of severely ill sepsis patients. Sepsis symptoms present within four hours 

of stimulation of PRRs in the blood, and progression to septic shock can be very rapid in 

many cases (Cohen, 2002; Bowmann et al., 2013; Conway Morris et al., 2018). Within 

24-48 hours, a patient could well be experiencing very severe septic shock. Therefore, the 

current method is not suitable for clinical diagnosis at this time, but is highly appropriate 
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for further research into the pathways and mechanisms governing oxysterol interactions 

during bacterial sepsis and promises for future applications in such research.  

To confirm the 25-HC-E. coli interactions observed in this study, it is clear that more 

work needs to be undertaken to elucidate the roles of 25-HC in bacterial immunity. 

Firstly, more donor samples are required to accurately assess the influence that E. coli 

K12 and perhaps other more pathogenic strains have on 25-HC production ex vivo. 

Secondly, more time-points should be analysed to track concentration changes in these 

systems. However, donated blood does not last very long outside the body, and after 4-8 

hours, blood cells and molecular components begin to degrade and do not represent the 

healthy, circulating system being investigated (Kuhns et al., 2015). Thirdly, using various 

mononuclear cell lines would aid in confirming interactions and signalling mechanisms.   

The current findings support the growing literature on the concept that certain sterols can 

act as immune modulators. In particular, a firm groundwork of research is already present 

to develop a potential new biomarker for discriminating bacterial infections based on 

genera, species or other phenotype. The findings also challenge the concept that 25-HC 

upregulation is not a virus-specific defence mechanism; rather, it is a more general 

response to infection. Further, there is evidence that accumulation of cholesterol intra-

cellularly is an infection-specific response to stimulation by pathogens. In conclusion, 25-

HC represents a potential novel biomarker of bacterial infection and, together with 

cholesterol, show promise for the development of new diagnostic techniques for sepsis.  
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Chapter 6. Characterisation of a collection of blood culture positive E. coli 
(bacterial sepsis) isolates from South West Wales 

6.1. Introduction 

6.1.1. Bacterial Sepsis in Wales 

Sepsis represents one of the biggest challenges faced by clinicians due to its multifactorial 

nature and difficulty in diagnosing the cause (Becker et al., 2009; Monneret and Venet, 

2016). In the UK, it is currently the major cause of death among critically ill patients and 

kills more people than both breast and bowel cancer combined (Charles et al., 2009; Chan 

and Gu, 2011; McPherson et al., 2013; Monneret and Venet, 2016). In England and 

Wales, up to 27% of all ICU admissions have been diagnosed with severe sepsis, and 

almost half of these patients will later die due to sepsis complications (McPherson et al., 

2013). Rapid diagnosis is needed but complicated by delayed time to test results and 

delays in conducting wellness assessments such as SOFA and APACHE, as well as a lack 

of specific biomarkers (Bouch and Thompson, 2008; Vincent, 2016). In Wales, 1800 

deaths occur annually and this equates to approximately £125 million being spent 

annually on sepsis treatment and care (Szakmany et al., 2016).  Treating patients in 

critical care wards in Wales results in approximately £1932 being spent per intensive care 

patient per night (NHS Wales, 2016). With over 9,500 patients treated in intensive care 

in Wales in 2015-2016, treating these patients places a significant financial as well as 

labour burden on the NHS (NHS Wales, 2016). These figures do not account however for 

patients who are treated on other wards, as sepsis patients are not restricted to ICU wards 

and for those with comorbidities recorded as cause of death in lieu of sepsis (Rudd et al., 

2020). 

Hywel Dda University Health Board (HDUHB) is a large cohort of NHS services 

providing health care for almost 25% of the land mass of Wales (Figure 6.1). Under its 

management, over 50 centres of health including major hospitals, community hospitals 

and general practices provide sufficient health care and monitoring for a population of 

384, 000 people. The HDUHB currently has four ICUs stationed at each of the 4 major 

hospitals. The total number of ICU beds for the whole of West Wales is 29, with the most 

being located at Glangwili General (Hardisty et al., 2019).  
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Figure 6.1. Hospital frequency and statistics associated with the Hywel Dda University Health Board (Hardisty et al., 2019). Counties that are part of the HDUHB are 
circled in green on the map of Wales, which are Carmarthenshire, Powys and Pembrokeshire. 
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6.1.2. E. coli Sepsis 

An important goal in the Clinical Microbiology of sepsis is the identification of the 

pathogen responsible for the excessive inflammation (Póvoa, 2002). Bacteria are 

responsible for most cases of sepsis, depending on geographical location and other 

determining factors such as age (Feezor et al., 2003; Becker et al., 2009; Abe et al., 2010; 

Schuetz et al., 2011; Ramachandran, 2014; Singer et al., 2016). In Wales, E. coli is the 

most common Gram-negative bacteria isolated from patients with bacteraemia (Public 

Health England, 2015). This bacterium asymptomatically colonises the mammalian colon 

and is present in nearly 100% of the population (Kaper et al., 2004). The bacterium 

usually benefits the host, contributing to good gut health by metabolising certain nutrients 

into usable host molecules (particularly molecules involved in glycolysis) and preventing 

colonisation by pathogenic Enterobacteriaceae (Kaper et al., 2004). Rarely do these 

strains cause disease outside the gut, and only cause mild to moderate enteritis in 

immunocompromised patients (Vila et al., 2016).  

6.1.3. ExPEC Infections 

Despite the benefits that colonising E. coli confer to the host, a group of E. coli exist that 

are capable of invading and colonising almost any sterile body tissues; these are known 

as extraintestinal E. coli (ExPEC). The most common site of ExPEC infection is the 

urinary tract, and such E. coli are known as uropathogenic E. coli (UPEC; Vila et al., 

2016). Approximately 150 million people worldwide develop at least one UTI annually, 

and over 40% of women will experience at least one UTI in their lifetime (Terlizzi et al., 

2017), with 80-90% of all sampled UTIs caused by UPEC (Terlizzi et al., 2017). Other 

sites that can be infected by ExPEC include any organ in the intra-abdominal region (liver, 

spleen, gallbladder, pancreas and kidneys), the bile ducts, the brain (meningitis) and bone 

tissue (Vila et al., 2016).  

The ability to colonise tissues outside the gut environment is important for ExPEC 

pathogenesis and arises from the possession of an armoury of VFs that confer 

considerable genomic plasticity for the pathogen (Emody et al., 2003). ExPEC strains 

share many characteristics with adherent invasive E. coli (AIEC; frequently associated 

with inflammatory conditions of the gut, including irritable bowel disease), including 

belonging to the pathogenic phylogenetic groups B2 and D and possessing VFs that 

enable them to invade and colonise surrounding organ tissues (Martinez-Medina & 

Garcia-Gil, 2014). Virulence factors are encoded by pathogenicity islands (PAIs) that are 
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acquired via horizontal gene transfer of plasmids, phages and conjugation. Approximately 

50% of the ExPEC genome is composed of PAIs, and unique combinations of these PAIs 

gives rise to a very genetically diverse strain population that are capable of producing 

numerous combinations of VFs. Important E. coli VFs include adhesins, iron-acquisition 

systems, invasins, toxins and polysaccharide capsules (Vila et al., 2016).  Traits that are 

expressed by production of these VFs include attachment to host tissue, competition 

against other bacteria, damage to host tissue, acquisition of nutrients and avoiding the 

host immune system (Vila et al., 2016). Common E. coli VFs and associated genes and 

function are well documented and these are outlined in Table 6.1. 
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Table 6.1. Genes encoding VFs and their function (Emody et al., 2003; Wiles et al., 2008; Kohler 
and Dobrindt, 2011; Vila et al., 2016; Terlizzi et al., 2017) .  

Virulence Factor Gene  Function 
Type 1 fimbriae fim, fimH Tissue colonisation, biofilm formation 

Dr fimbriae draBC, afa Epithelium binding, bacterial 
internalisation, RBC aggregation 

Haemagglutinin hra, tsh RBC aggregation 
P fimbriae papACEFG Stimulate cytokine production, 

colonisation 
S fimbriae sfa, sfaS Epithelium adhesion, tissue penetration 
M fimbriae bmaE Epithelial invasion 

E. coli common pilus ecpA Epithelial adhesion 
F1C fimbriae foc Epithelial adhesion 

Adhesion siderophore iha Adhesion 
Mat mat Adhesion, meningitis-related 
Curli crl, csg Biofilm formation, pathogenicity 

Antigen 43 agn43, flu Adhesion, biofilm formation 
Invasin ibeA,B,C Tissue invasion 

Aerobactin iuc, aer, iutA Siderophore, iron acquisition 
Iron repressible protein irp Synthesis of siderophore yersiniabactin 
Yersiniabactin receptor fyuA Siderophore receptor 

Salmochelin iroN Siderophore receptor 
Haemin Receptor chu, hma Iron acquisition from haemoglobin 

Iron Transport Protein sitA,B,C Iron transportation 
Siderophore Receptor ireA Iron acquisition 

Complement Resistance 
Protein 

traT Inhibition of classical complement 
pathway 

Capsule kpsMI-neuA, kpsMII, 
K1, K2, K5 

Capsule protection against complement 
and phagocytosis 

Outer membrane protein omp, ompT Intracellular survival, immune evasion 
Increased serum survival iss Phagocytosis resistance 

CoIV Plasmid coIV Colonisation 
Colicin cvaC Promotes colonisation by virulent strains 

Serine protease 
autotransporter  

pic Mucin degradation, epithelial 
colonisation, mammalian cell damage 

Secreted autotransporter 
toxin 

sat Proteolytic activity, mammalian 
cytotoxicity 

Vacuolating autotransporter 
toxin 

vat Proteolytic activity 

Haemolysin A hlyA Pore formation in host cells, cell lysis 
α-haemolysin hylD RBC lysis 

Cytotoxic necrotising factor cnf Cell necrosis 
Cytolethal distending toxin cdt Mammalian cell apoptosis 

Invasion of brain 
endothelium 

ibeA Invasion 

Β-glucuronidase uidA Serum survival 
Colibactin Synthesis clb dsDNA breakage 

Uropathogenic specific 
protein 

usp Genotoxin 
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6.1.4. Aims and Objectives 

The aim of this chapter was to characterise genomically and phenotypically clinical E. 

coli isolates obtained from E. coli bacteraemia patients, and to identify traits and VFs 

associated with origins of infection and bacteraemia. Specific aims were as follows: 

 Compare traits of clinical isolates with known traits of UPEC and ExPEC.  

 Identify E. coli phyla, sequence types and genes associated with origin of 

infection.  

 Identify E. coli phyla, sequence type and genes associated with sepsis, 

commensals or water samples.  

 Identify known VFs in clinical E. coli isolates.  

 Confirm whether a relationship exists between origin of infection and E. coli 

invasion phenotype in human epithelial cell lines.  

6.2. Methodology 

6.2.1. Microbiology 

Ninety-eight clinically relevant strains of blood culture positive E. coli were obtained 

from Public Health Wales on agar slopes (Appendix B). All isolates originated from the 

HDUHB (Simmons et al., 2019). Slopes were streaked and bacteria inoculated onto blood 

agar and incubated at 37oC for up to 24 hours (section 2.5.2.). Of the 98 original isolates, 

two were non-culturable (Figure 6.2). Glycerol stocks were created of the isolates that 

grew and were stored at -80oC (section 2.5.2.).  

6.2.2. DNA Extraction and Sequencing 

All DNA extractions were carried out using the QIAamp DNA mini kit according to 

manufacturer’s instructions (section 2.5.5). A single colony from each plate was 

inoculated in 5 ml of LB media and incubated at 37oC at 200 r.p.m for up to 24 hours. 

One millilitre of overnight culture was pipetted into a 1.5 ml microcentrifuge tube and 

centrifuged for 5 minutes before discarding the supernatant and adding a further 1 ml of 

culture and centrifuged as described above. The DNA (ng/ml) was quantified using the 

Nanodrop spectrophotometer and frozen at -20oC before being sequenced at the Swansea 

Genome Centre (Dr Matthew Hitchings).  
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6.2.3. Pan-genome Construction 

Of the 96 DNA extractions sent for sequencing, 73 were of sufficient quality and purity 

to be sequenced (Figure 6.2). Sequences were annotated using Prokka (Seemann, 2014) 

and the output used to construct the pan-genome using the Roary pan-genome pipeline 

(Page et al., 2015). Included in the pan-genome were the ECOR collection of sequences 

for reference (Ochman and Selander, 1984). The pan-genome was used to determine the 

core and accessory genome and to create maximum likelihood trees using iTOL v4 

(Letunic and Bork, 2007).  

 

Figure 6.2. Clinical E. coli isolates from HDUHB that were cultured, DNA extracted and 
sequenced from the original collection. Origin of infection is described in the lower tier.  

6.2.4. Genome-wide Association Study (GWAS) 

Scoary microbial pan-GWAS (Brynildsrud et al., 2016) was used to assess gene 

associations within the pan-genome associated with given traits. The traits analysed 

included “origin of infection” with isolates categorised based on original infection source 

(clinical decision) from the urinary tract (urinary), bile duct (biliary) intra-abdominal 

organs (intra-abdominal), undefined or unknown source (other) and environmental 

sources (water). Other traits analysed included whether isolates were causative of 

“bacteraemia” or originated elsewhere “non-bacteraemia”.  
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6.2.5. Gentamicin Protection Assay 

Epithelial cell invasiveness of 4 E. coli isolates from each origin of infection (Table 6.2) 

was assessed using a gentamicin protection assay (sections 2.5.2 and 2.6.5). Confluent 

UM-UC-3 and CACO-2 cells in 24-well plates were washed and supplemented with 

antibiotic-free cell culture media.  Bacterial cultures were standardised to 0.05 (600 nm) 

and 100 µl of each suspension added to the cell culture plates and incubated in a 5% CO2 

incubator at 37oC for 4 hours. The original bacterial inoculum was serially diluted and 

the bacterial dose determined. After incubation, cells were washed with PBS and 300 

µg/ml gentamicin in PBS added to each well. Plates were incubated for 90 minutes and 

checked for extracellular bacteria by plating 10 µl from each well. Wells were washed 

once with PBS and 10 µl plated once again. Plates were washed a further 2x with PBS 

and 2 ml of 0.1% Triton-100 in PBS added to each well for 10 minutes. Each well was 

serially diluted and plated onto blood agar and incubated for up to 24 hours. Counts were 

determined and used to calculate the percentage of the original inoculum invaded. The 

invasion index was then calculated using this value divided by the multiplicity of infection 

(MOI; number of bacteria added divided by the number of cells seeded). This experiment 

was repeated three times for each bacteria tested.  
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Table 6.2. Isolates used in the gentamicin protection assay.  

Isolate Origin of Infection 

K12 Reference 

17/122 Urinary 

B17E00 4409 Urinary 

17/106 Intra-abdominal 

3757 Intra-abdominal 

B17E00 4376 Biliary 

BHE00 4183 Biliary 

E18E500522 Water 

E18E500166 Water 

17/107 Urinary 

17/104 Urinary 

B4053 Biliary 

B4019 Biliary 

1124046916 Intra-abdominal 

1124046973 Intra-abdominal 

E17E505761 Water 

E17E505979 Water 

 

6.2.6. Statistical Analysis 

Statistical analysis of gene and invasion data was performed using GraphPad Prism 

version 7. Chi squared tests were performed on each gene in Table 6.9. Data was 

assumed to not be normally distributed (n < 7) and two-way ANOVAs were applied. 

A p value of < 0.05 was considered significant. 
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6.3. Results 

6.3.1. The E. coli Pangenome 

The pan-genome constructed by Roary contained a total of 29763 genes from 136 E. coli 

genomes (73 clinical isolates, 63 ECOR collection). The core genome (genes shared by 

all or most strains) was composed of 2184 genes and the accessory genome (genes not 

present in all strains) was composed of 27579 genes. The combined core and accessory 

genome represents the pangenome (Table 6.3).  

Table 6.3. Number of genes recovered by the pangenome in 136 clinical and ECOR isolates. Core 
and soft-core genes are shared by nearly all isolates, whilst shell and cloud genes are classed under 
the accessory genome. % represents the percentage of isolates that these genes are present in.  

Pangenome Genes Number 

Core 
Core Genes (99-100%) 32 

Soft-core Genes (95-99%) 2152 

Accessory 
Shell Genes (15-95%) 3816 

Cloud Genes (0-15%) 23763 

 Total Genes (0-100%) 29763 

 

Of these genes, 18862 were hypothetical proteins and 10901 were previously identified 

proteins. As expected, pangenome analysis confirmed that as the number of genomes 

increased, the number of conserved genes decreased and the number of total genes 

increased (Figure 6.3a). In addition, as the number of genomes increased the number of 

new genes decreased, and the number of unique genes increased (Figure 6.3b); this 

indicates that the pangenome was created successfully.  
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 Figure 6.3. Escherichia coli pangenome analysis. The total number of genes and the number of 
conserved genes against; a) the number of genomes included in the study; and b) the total number 
of new and unique genes against the number of genomes.   

As expected, pangenome analysis confirmed that as the number of genomes increased, 

the number of both new and conserved genes decreased (Figure 6.4a and b) while the 

number of genes in the pangenome increased (Figure 6.4c). The number of unique genes 

also increased as the number of genomes increased (Figure 6.4d). Genes with 97% blast 

identity were found to have the greatest number of blast results (Figure 6.4e). This 

indicates that the pangenome was created successfully.  
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Figure 6.4. Escherichia coli pangenome analysis. Numbers of a) new, b) conserved and d) unique genes as well as c) the number of genes in the pan-genome against 
the number of genomes. Also showing e) the number of  blastp hits with different percentage identity. 
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Roary analysis showed the presence and absence of genes in all isolates studied (Figure 

6.5). The Roary matrix confirmed the presence of genes (dark blue) is stronger in the core 

genome, which begins to the left of the matrix (Figure 6.5). As the core genome is shared 

by all or the majority of isolates, more dark blue was observed. As genes become less 

common, less presence was seen and more absence was noticed, as indicated by the 

increasing light blue colour as the matrix is read left to right.  Several isolates were found 

to contain a high proportion of absent genes (red dots in Figure 6.5) and were found to 

contain few annotated genes, indicating poor sequence quality (Table 6.4).  
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Figure 6.5. Presence (dark blue) and absence (light blue) of genes in both the core genome (left) and accessory genome (right). As genes become less common, light 
blue colouring becomes more frequent.  Red dots indicate isolates with poor sequencing.
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Table 6.4. Clinical isolates sequenced with low gene number.  

Isolate Number of Genes 

E18E500522 477 

E17E505024 726 

B17E008958 2336 

E17E50558 3349 

 

6.3.1.1. Phylogenetic Neighbour Joining Trees 

Phylogenetic analysis of the E. coli collection confirmed the diverse nature of the isolates 

(Figure 6.6). Escherichia coli with different origins of infection were found scattered 

throughout the tree, and no clustering was observed based on origin of infection in urinary 

tract, biliary tract or intra-abdominal region. Eight phylogroups were assigned to the 

clinical and ECOR isolates according to the Clermont method (Clermont et al., 2000; 

Clermont et al., 2015). Sixty four out of the 168 isolates belonged to phylogroup B2 

where the majority of pathogenic isolates belong (Clermont et al., 2000; Clermont et al., 

2015). The other pathogenic phylogroup identified was group D, which had 10 isolates. 

Of these, four were ECOR, three were urinary, two were intra-abdominal and one was a 

water isolate. The typically commensal group A was assigned to 23 isolates, and all but 

two belonged to the ECOR collection, and of the clinical isolates one was a water strain 

and the other a urinary isolate present in a patient with clinical pneumonia (other). Other 

phylogroups identified were F (7 isolates), B1 (16), C (5), E (5) and cryptic (6; Figure 

6.6).  
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Figure 6.6. Circular phylogenetic tree of the pan-genome constructed with 168 E. coli strains. Key refers to the origin of infection (inner circle) and the phylogroup 
(outer circle).
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Warwick MLST analysis based on six virulence genes identified sequence types (STs) 

for each isolate. Two clinical isolates were found to belong to ST10, a clonal complex 

that does not possess any virulence-associated genes but is associated with extended 

spectrum β-lactamase (ESBL) carriage in the gut of a diverse range of mammalian and 

avian hosts. These strains were isolated from the urine and the intra-abdominal region 

(Table 6.5).  Four STs found to be strongly associated with ExPEC infections (ST69, 

ST73, ST95 and ST131) were identified in the clinical collection. Of these, two belonged 

to ST69, nine belonged to ST73, three belonged to ST95 and six belonged to ST131. Of 

ST69, one isolate was isolated from the urine and the other from a water source, ST73 

isolates originated from the urine (four isolates), the intra-abdominal region (two 

isolates), and the biliary tract (three isolates); ST95 isolates originated from the biliary 

tract (two isolates) and the intra-abdominal region (one isolate) and ST131 isolates 

originated from the urine (four isolates), the biliary tract (one isolate) and from an 

unidentified source (one isolate; Table 6.5). The majority of  isolates did not belong to 

STs associated with ExPEC infections, and 14 isolates could not be assigned a known ST. 
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Table 6.5. Sequence types identified using the Warwick MLST scheme based on six virulence 
genes.  

Isolate Phylogroup Sequence Type 
17/104 B2 73 
17/106 B2 95 
17/107 F 62 
17/108 B2 131 
17/119 B2 95 
17/123 B1 2628 
3690 B2 131 
3693 D 62 
3697 B2 73 
3701 B2 None Assigned 
3708 D 550 
3710 B2 978 
3714 B2 88 
3717 B2 144 
3718 C 73 
3730 B2 131 
3731 B2 64 
3744 B2 350 
3752 B2 73 

B17E008763 B2 75 
B17E008876 A 12 
B17E008958 U/Cryptic 12 
B17E009042 B2 79 
B17E009451 B2 79 
B17E008980 B2 80 
B17E009003 B2 14 
B17E009046 B2 10 
1124046916 No match None Assigned 
1124046948 B2 429 
1124046825 B2 73 
1124046973 B2 131 
1124055539 B2 None Assigned 
112405550 B2 12 

1124055651 B2 127 
1124055426 B2 429 
1124055402 A 6318 
B17A002373 U/Cryptic None Assigned 
1123209048 B2 73 
B17A002400 B2 12 
B17A002504 B2 1838 
B17A002552 A 69 
B17A002624 D 127 
B18A000069 B2 38 
B18A000136 D 73 
B18A000099 B2 None Assigned 
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B18A000001 B2 127 
B18A000078 B2 10 
B18A000291 B2 88 
B18A000271 C 12 
B17E009423 B2 None Assigned 
B18E000859 F None Assigned 
B18E000850 B2 1064 
B18E000828 B2 12 
B18E000796 B2 404 
B18E000711 B2 404 
B18E000666 B2 10 
E17E505558 B1 4118 
E17E505761 D None Assigned 
E17E505979 A 1205 
E18E500166 B1 None Assigned 
E18E500522 Cryptic None Assigned 
E17E506268 U/Cryptic None Assigned 
E17E505024 U/Cryptic 43 
B17E004094 D 69 
B17E004216 B2 131 
B17E004224 B2 12 
B17E004376 B2 73 
B17E004409 B2 131 
B17E005844 B2 140 
B17E005868 B2 73 

B4019 B2 73 
B4053 B2 95 
B4060 E 118 
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6.3.1.2. Core Genome Analysis 

Core genes were present in 135/136 isolates, with four genes (rplP, rpmC, yigL, bioD1_2) 

shared by all isolates. All genes were involved in essential cellular processes, including: 

 Metabolism & Biosynthesis (yigL, bioD1_2, limB, argD, glpX, sfsA, dapF, yjfC). 

 Respiration (nadD, atpA, ypjD). 

 rRNA synthesis and mRNA translation (rplP, rpmC, rpmF, rpsQ, fis, rlmD, rhlB, 

yceD). 

 Antibiotic biosynthesis (cetB). 

 Biofilm persistence (bsmA). 

 tRNA function (dus). 

 DNA and protein repair (hupB, uvrA, degP). 

 DNA replication (udp, holA). 

 Membrane transport (metQ, tamB). 

 Cell signalling (dgkA, cpdA). 

Eight genes were found to be involved in rRNA synthesis and mRNA translation, and 

functions included coding for the 50S and 30S ribosomal subunits and for the translation 

of mRNA. Eight genes also coded for proteins involved in diverse metabolic and 

biosynthetic processes, such as cofactor biosynthesis, limonene metabolism, amino acid 

metabolism, carbohydrate metabolism and sugar metabolism. Fewer genes were found to 

code for proteins involved with damage and repair, as well as persistence and antibiotic 

production.  
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6.3.2. Antimicrobial Resistance (AMR) Genes 

Antimicrobial resistance genes were found in all but one clinical E. coli isolates, and the 

vast majority of isolates including water-sourced isolates were found to have resistance 

genes for at least one antibiotic (Table 6.6). There was only 1 isolate that was found to 

have no antibiotic resistance genes which was the urinary isolate B4060. Genes conferring 

resistance to β-lactams, polymyxin, bicyclomycin, macrolides, tetracyclines, 

aminoglycosides, fosfomycin and penicillin were identified in the majority of isolates 

(Table 6.6). The AMR genes found in abundance were those conferring resistance to 

various antimicrobials (49 total genes/alleles) and the least abundant were genes 

conferring resistance against fosfomycin (Table 6.6).  

Table 6.6.Antimicrobial resistance genes present in clinically relevant E. coli isolates.  

Antimicrobial Genes Present In (%) 
Various acrA, acrB, emrD, mdfA 

mdtE, mdtF, mdtG, mdtH, 
mdtK, mdtL, mdtM, mdtN, 
mdtO, emrE, acrZ, acrR, 

acrF, acrE, mexA 
50 total genes/alleles 

Urinary (97.44%) 
Biliary (100%) 

Intra-abdominal (100%) 
Other (100%) 
Water (100%) 

Cephalosporins 
Ampicillin 

ampC, bla 
11 total genes/alleles 

Urinary (94.87%) 
Biliary (100%) 

Intra-abdominal (90%) 
Other (100%) 
Water (62.5%) 

Polymyxin arnA 
1 gene/allele 

Urinary (94.87%) 
Biliary (100%) 

Intra-abdominal (100%)  
Other (100%) 
Water (62.5%) 

Bicyclomycin bcr 
4 total genes/alleles 

Urinary (97.44%) 
Biliary (100%) 

Intra-abdominal (100%) 
Other (100%) 
Water (75%) 

Aminoglycosides aacA, neo, yokD, aadB 
6 total genes/alleles 

Urinary (12.82%) 
Biliary (37.5%) 

Intra-abdominal (10%) 
Other (12.5%) 
Water (12.5%) 

Fosfomycin fosA 
1 gene/allele 

Urinary (2.56%) 
Biliary, Intra-abdominal, 

Other, Water (0%) 
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6.3.3. Genome-Wide Association Studies (GWAS) 

6.3.3.1. Origin of Infection 

Genes significantly associated with origin of infection of the clinical E. coli were 

identified using Scoary analysis (Brynildsrud et al., 2016). The analysis revealed that 

1084 genes were associated with an isolation source, with 531 of these genes identified 

as hypothetical proteins. Genes associated with sensitivity and specificity lower than 75% 

were removed from the analysis and genes that met the criteria can be seen in Table 6.7. 

No genes could be identified in the intra-abdominal and water groups that met this criteria.  

Table 6.7. Genes identified by Scoary analysis as being associated with origin of infection of the 
bacteria. Hypothetical proteins were filtered out and genes were chosen based on sensitivity and 
specificity >75%.  

Gene Annotation Origin of 

Infection 

Sensitivity Specificity Naïve P 

value 

Bonferonni 

P value 

tufA Elongation factor Tu 1 Biliary 100 79.6875 7.72E-

06 

0.229592 

tufB Elongation factor Tu 2 Urinary 82.05 79.38 <0.0000

1 

<0.00001 

folP_2 Dihydropteroate 

synthase 

Other 75 85.94 0.0004 1 

pemK Endoribonuclease 

PemK 

Other 75 82.03 0.0012 1 

pemI Antitoxin PemI Other  75 82.03 0.0012 1 

rusA_3 Crossover junction 

endodeoxyribonuclease 

RusA 

Other 75 75.78 0.0052 1 

aIIS HTH-type 

transcriptional activator 

AIIS 

Other 75 75.78 0.0052 1 
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6.3.3.1. Bacteraemia/Non-bacteraemia 

Genes significantly associated with E. coli from patients with bacteraemia or from non-

bacteraemia sources (water and ECOR) were identified using Scoary analysis. The 

analysis revealed that 2965 genes were associated with either bacteraemia or non-

bacteraemia, and 1140 genes were identified as hypothetical proteins. Genes associated 

with sensitivity and specificity lower than 75% were removed from the analysis and up 

to 10 genes that met the criteria can be seen in Table 6.8.  

One gene was found to have high sensitivity and specificity in both groups (oppA), 

suggesting that a large percentage of the E. coli isolates have this gene (Table 6.8).  

Table 6.8. Genes associated with bacteraemia or non-bacteraemia. Hypothetical proteins were 
filtered out and genes were chosen based on sensitivity and specificity >75%.  

Gene Annotation Bacteraemia 

vs Non- 
bacteraemia 

Sensitivity Specificity Naïve P 

Value 

Bonferroni 

P value 

group_15737 tRNA-Ala(tgc) Bacteraemia 98.48 95.71 <0.00001 <0.00001 

tufB Elongation 

factor Tu 2 

Bacteraemia 77.27 98.57 <0.00001 <0.00001 

dsbL Thiol:disulphide 

interchange 

protein DsbL 

Bacteraemia 86.36 70 <0.00001 <0.00001 

oppA Periplasmic 

oligopeptide-

binding protein 

Bacteraemia 77.27 78.57 <0.00001 <0.00001 

oppA Periplasmic 

oligopeptide-

binding protein 

Non-

bacteraemia 

75.71 78.79 <0.00001 <0.00001 

hyfA_1 Hydrogenase-4 

component A 

Non-

bacteraemia 

75.71 77.27 <0.00001 0.00002 
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6.3.4. Genes associated with Virulence 

The complete gene presence/absence file was searched for any genes identified as known 

VFs (Table 6.1; Emody et al., 2003; Dale & Woodford, 2015; Vila et al., 2016; Sarowska 

et al., 2019). A total of 63 VF genes were found that had previously been described as 

important VFs in ExPEC and UPEC strains. These genes were further subdivided; 26 

genes related to mammalian cell adhesion, 21 genes related to both invasion of host cells 

and bacterial cell protection, 5 genes related to iron acquisition, 10 genes related to toxin 

production and 1 gene related to other pathogenic processes (Table 6.9). Forty-one genes 

were found to present in >50% of isolates, with the most abundant genes shared between 

isolates (>95% presence) all related to curli formation (csgC, csgE, csgG) and the least 

abundant gene (<5% presence) was associated with production of α-haemolysin (hlyB; 

Table 6.9).  

Chi squared tests were applied to each gene to determine whether any origins of infection 

had significantly less or more strains positive for that gene. Five genes in total (ecpA [p 

= 0.0012],  flu [p = 0.0028], papA [p = 0.0496], ompC [p < 0.0001], ompG [p = 0.0008], 

fyuA [p = 0.0012]) were determined to be significantly less present in the water group 

than the other pathogenic groups. These genes are related to pilus formation (ecpA, papA), 

host cell adhesion and invasion (flu, ompC, ompG) and iron acquisition (fyuA).  
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Table 6.9. Genes associated with the production of VFs identified in the pan-genome. The percentage presence within each origin of infection is described. Fields 
denoted with asterisks indicate where the percentage presence for that origin of infection is significantly different from other origins of infection for that particular 
gene as determined by individual chi squared tests. Asterisks represent the following significant values: * = p < 0.05, ** = p < 0.01, *** = p < 0.001, **** = p < 
0.0001. 

Gene Annotation Virulence  
Group 

No. of 
Alleles 

% of Total 
Clinical 
Isolates 

% of 
Urinary % of Biliary % of IA % of Water % of Other 

afaE3 Afimbrial adhesin 
AFA-III Adhesins 3 5.8 7.7 0 10 0 0 

cdtB Cytolethal distending  
toxin subunit B Toxins 1 6.8 10.3 0 0 0 12.5 

crl Sigma factor-binding 
protein Crl Adhesins 2 91.8 92.3 100 100 62.5 100 

csgA Major curlin subunit Adhesins 1 93.6 92.3 100 100 62.5 100 
csgB Minor curlin subunit Adhesins 2 94.5 97.4 100 100 62.5 100 

csgC Curli assembly protein 
CsgC Adhesins 1 95.9 97.4 100 100 62.5 100 

csgD 
CsgBAC operon 
transcriptional 

regulatory protein 
Adhesins 3 93.2 94.9 100 100 62.5 100 

csgE 
Curli production 

assembly/transport 
component CsgE 

Adhesins 1 95.9 97.4 100 100 62.5 100 

csgG 
Curli production 

assembly/transport 
component CsgG 

Adhesins 1 95.9 97.4 100 100 62.5 100 

cvaA Colicin V secretion 
 protein CvaA 

Protectins  
& Invasins 3 31.5 33.3 50 20 12.5 37.5 
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cvaC Colicin-V Protectins  
& Invasins 1 13.7 12.8 12.5 10 25 12.5 

cvpA Colicin V  
production protein 

Protectins  
& Invasins 1 91.8 94.9 100 90 62.5 100 

ecpA Common pilus major  
fimbrillin subunit EcpA Adhesins 3 90.4 92.3 100 100 50 

** 100 

ecpB putative fimbrial  
chaperone EcpB Adhesins 1 93.2 94.9 100 100 62.5 100 

ecpD Fimbria adhesin EcpD Adhesins 4 93.2 94.9 100 100 62.5 100 

ecpE putative fimbrial  
chaperone EcpE Adhesins 4 93.2 94.9 100 100 62.5 100 

fimA Type-1 fimbrial  
protein, A chain Adhesins 14 93.2 97.4 100 100 62.5 87.5 

flu Antigen 43 Adhesins 22 75.3 84.6 100 70 25 
** 62.5 

focC Chaperone protein 
FocC Adhesins 6 82.2 84.6 100 90 62.5 62.5 

fyuA Pesticin receptor Toxins 2 79.4 87.2 100 80 25 
** 75 



202 
 

hemR Hemin receptor Iron  
Acquisition 7 75.3 74.4 87.5 80 50 87.5 

hlyA Hemolysin,  
chromosomal Toxins 6 35.6 41 37.5 20 12.5 50 

hlyB 

Alpha-hemolysin 
translocation  

ATP-binding protein 
HlyB 

Toxins 2 2.7 0 0 0 25 0 

hlyC 
Hemolysin-activating  
lysine-acyltransferase 

HlyC 
Toxins 2 30.1 33.3 37.5 10 12.5 50 

hlyD 
Hemolysin secretion 

protein  
D, chromosomal 

Toxins 2 31.5 38.5 37.5 10 0 50 

hlyE Hemolysin E,  
chromosomal Toxins 4 52.1 46.2 12.5 90 50 75 

iucA 
N(2)-citryl-N(6)-acetyl-

N(6)-hydroxylysine 
synthase 

Iron  
Acquisition 5 46.6 51.3 62.5 40 37.5 25 

iucC Aerobactin synthase Iron  
Acquisition 1 53.4 56.4 75 50 25 50 

iucD L-lysine N6-
monooxygenase 

Iron  
Acquisition 4 71.2 51.3 62.5 40 37.5 25 

iutA Ferric aerobactin  
receptor 

Iron  
Acquisition 2 53.4 59 75 50 25 37.5 

kpsD Polysialic acid transport 
protein KpsD 

Protectins  
& Invasins 4 93.1 94.9 100 100 62.5 100 

kpsF Arabinose 5-phosphate 
isomerase KpsF 

Protectins  
& Invasins 1 63 28.2 37.5 50 62.5 37.5 
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kpsM Polysialic acid transport 
protein KpsM 

Protectins  
& Invasins 5 68.5 74.4 62.5 60 50 75 

kpsT 
Polysialic acid transport 

ATP-binding protein 
KpsT 

Protectins  
& Invasins 9 64.4 66.7 62.5 50 25 75 

kpsU 
3-deoxy-manno-

octulosonate 
cytidylyltransferase 

Protectins  
& Invasins 1 63 71.8 62.5 50 37.5 62.5 

omp38 Outer membrane  
protein Omp38 

Protectins  
& Invasins 1 94.5 97.4 100 100 62.5 100 

ompA Outer membrane 
 protein A 

Protectins  
& Invasins 3 93.2 100 100 90 50 100 

ompC Outer membrane 
 protein C 

Protectins  
& Invasins 8 91.8 97.4 100 100 37.5 

**** 100 

ompD Outer membrane porin  
protein OmpD 

Protectins  
& Invasins 12 82.2 87.2 100 70 62.5 75 

ompF Outer membrane 
 protein F 

Protectins  
& Invasins 4 93.2 94.9 100 100 62.5 100 

ompG Outer membrane  
protein G 

Protectins  
& Invasins 1 79.5 82.1 100 80 25 

*** 100 
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ompL Porin OmpL Protectins  
& Invasins 1 6.8 7.7 0 10 12.5 0 

papA Pap fimbrial major  
pilin protein Adhesins 24 63 76.9 62.5 50 25 

* 50 

papE Fimbrial protein PapE Adhesins 10 53.4 64.1 50 30 25 62.5 

papG Fimbrial adhesin PapG Adhesins 6 52.1 64.1 37.5 30 25 62.5 

papG Fimbrial adhesin PapG Adhesins 6 2.7 2.6 0 10 0 0 

papH PAP fimbrial minor  
pilin protein Adhesins 4 63 69.2 50 40 25 75 

papK Fimbrial adapter PapK Adhesins 4 50.7 61.5 50 20 25 62.5 

pic Serine protease pic 
autotransporter 

Adhesins 
Protectins 
& Invasins 

4 27.4 30.8 25 30 12.5 25 

sat Serine protease sat 
autotransporter Toxins 2 32.9 28.2 37.5 20 25 12.5 

sfaA S-fimbrial protein  
subunit SfaA Adhesins 7 21.9 30.8 37.5 0 0 12.5 

sfaG S-fimbrial protein  
subunit SfaG Adhesins 5 94.5 97.4 100 100 62.5 100 

sfaH S-fimbrial protein  
subunit SfaH Adhesins 5 95.9 100 100 100 62.5 100 
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sfaS S-fimbrial adhesin  
protein SfaS Adhesins 9 94.5 97.4 100 100 62.5 100 

tsh 
Temperature-sensitive 

hemagglutinin tsh 
autotransporter 

Toxins 9 19.2 17.9 25 30 25 0 

uidA Beta-glucuronidase Other 4 93.2 97.4 100 100 50 100 
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6.3.5. Invasion of Gut and Urinary Epithelial Cells 

The invasion index of four E. coli strains from each origin of infection (16 isolates) was 

investigated using the gentamicin protection assay on CACO-2 (gut) and UM-UC-3 

(bladder) human epithelial cells (Figure 6.7). There was a trend towards higher invasion 

for all bacteria (including the E. coli K12 control) with bladder UM-UC-3 cells compared 

with gut CACO-2 cells (p < 0.0001). No significant difference (p > 0.05) was found 

between the invasion of isolates within each origin of between bladder and gut epithelial 

cells (Figure 6.7).   

Escherichia coli isolates from water sources were found to be most invasive in CACO-2 

cells and intra-abdominal isolates were found to be most invasive in UM-UC-3 cells (did 

not reach significance). Least invasive of the clinical isolates were intra-abdominal E. coli 

in CACO-2 cells and urinary E. coli in UM-UC-3 cells (Figure 6.7).  

Escherichia coli K12 invasion into CACO-2 was found to be significantly lower than 

intra-abdominal, biliary and water E. coli into UM-UC-3. In addition, invasion of E. coli 

urinary isolates into CACO-2 cells were found to be significantly less than invasion of 

intra-abdominal isolates into UM-UC-3 cells.  

 

Figure 6.7. Invasion Index of ExPEC in gut (CACO-2) and bladder (UM-UC-3) epithelial cells. 
Error bars represent the SEM. Black asterisks indicate where the data is significantly different to 
the CACO-2 E. coli K12 control and the blue asterisk indicates where the data is significantly 
different to the CACO-2 E. coli urinary data. Asterisks represent the following significant values: 
* = p < 0.05, *** = p < 0.001.  
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6.4. Discussion 

The emergence of next generation sequencing (NGS) technologies and software analysis 

pipelines has allowed for the genomic composition of pathogenic bacteria to be more fully 

characterised. The microbial pangenome describes the full complement of genes that are 

shared within a bacterial species (Page et al., 2015). In this chapter, the E. coli pangenome 

constructed using the pan-genome pipeline Roary (Page et al., 2015) describes the full 

complement of genes shared by 136 different E. coli genomes, 71 of which were new 

blood culture positive E. coli from the HDUHB. Roary is capable of generating a 

pangenome in a reasonable amount of time (overnight in this case) while reducing the 

RAM usage, allowing for large datasets to be analysed on a desktop PC in a relatively 

short amount of time (Page et al., 2015). Genes are annotated using Prokka (Seemann, 

2014), which is extremely fast and is fully compatible with Roary. Outputs from Roary 

include summary statistics of the coding sequences as well as a gene presence/absence 

file with information on genes and their presence within any isolate of interest. Further 

analysis can be done to determine any genes that are significantly associated with a given 

“trait”, such as origin of infection or high/low invasiveness, by employing a GWAS using 

Scoary (Brynildsrud et al., 2016).  

The clinical isolates used in this chapter came from three major origins of infection; the 

urinary tract, the biliary duct and the abdomen, as well as others that were unspecified. 

What was immediately evident was that more urinary E. coli were isolated compared to 

the other groups. This was not surprising as urosepsis is one of the most common 

presentations of E. coli sepsis in hospitals, and this is the case for HDUHB, especially 

where ExPEC are concerned (Kaper et al., 2004; Hardisty et al., 2019). Approximately 

80-90% of all UTIs are caused by UPEC strains, and 150 million people annually develop 

a UTI (Terlizzi et al., 2017). These factors coupled together would help explain why the 

urinary tract was the most common origin of infection of ExPEC in this collection.  

As demonstrated in Figures 6.5 and 6.6, the isolates were phylogenetically diverse, and 

origin of infection was not associated with a defined ST. The clinical isolates were found 

to be principally separate from the ECOR collection, which perhaps reflects the 

pathogenicity of the HDUHB isolates and the lack of pathogenicity in the ECOR 

collection. Sequence types that have been strongly associated with ExPEC infection 

(ST69, 73, 95 and 131; Doumith et al., 2015) were all found in the present study. 

However, only ~30% (20 of 73) of the isolates were found to belong to these STs, and 

these were not closely associated, suggesting that the isolates are not closely related. 
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Further, the genetic diversity of these isolates suggests that the origin of the infections 

was likely from the community as opposed to the hospitals, as hospital outbreaks tend to 

be due to one or two defined clones (Hacek et al., 2004; Domenech de Cellès et al., 2012; 

Ruppe et al., 2017). One water isolate was found to belong to ST69, which is worrying 

as this environmental isolate can possible cause serious infection if it is able to invade 

sterile body tissues. Of the remaining 51 isolates, 15 were unable to be assigned a ST, 

suggesting that perhaps further STs exist that are associated with sepsis. It is also possible 

that the Warwick MLST scheme used to determine the STs in this study was unable to 

assign a ST that it did not recognise (Clermont et al., 2000; Clermont et al., 2015).  

All but one of the isolates were found to contain at least one antibiotic resistance gene, 

and the majority were found to contain genes conferring multi-drug resistance. This result 

is troubling. To have all ExPEC and even some isolates from a water source possessing 

at least one or more genes conferring resistance to more than one antibiotic poses a 

significant public health risk. First-line antibiotics such as cephalosporins, 

fluoroquinolones and trimethoprim-sulfamethoxazole are commonly used to treat both 

community- and hospital-acquired ExPEC infections (Pitout, 2012). Several studies 

across Europe and the American continent observed that between 20-45% of ExPEC were 

resistant to these first line antibiotics (Foxman, 2010). The fact that, in all of the isolates 

(except one), there were genes conferring resistance to cephalosporins, which are so 

widely used, is very troubling. Susceptibility testing will be performed in the future to 

confirm if the strains are resistant to any of the antibiotics discussed.  Further, the presence 

of arnA, a gene conferring resistance to polymyxin, in the vast majority of the isolates is 

of particular concern. Polymyxin is a last resort antibiotic treatment for multi-drug 

resistant Gram-negative infections, particularly by K. pneumoniae and E. coli (Velkov et 

al., 2013). The isolates in the present study, while being genetically resistant to common 

first-line antibiotics, also carry genes that potentially confer resistance to last-resort 

antibiotics; this poses a significant problem for treating multi-drug resistant ExPEC not 

only in the HDUHB hospitals but in the rest of Wales and beyond.  

Two genes that were found to be strongly associated with UPEC, biliary infections and 

sepsis in this study were tufA and tufB. These genes encode for the bacterial elongation 

factors thermo-unstable 1 and 2 (EF-tu 1 and 2), which are important components of the 

ribosomal decoding pathway that ensures rapid and accurate translation (Yikilmaz et al., 

2014). Whilst this process is central to translation, these genes were not present in the 

core genome and have not previously been described as VFs in ExPEC. However, a recent 
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study by Widjaja et al. (2017) found that pathogenic strains of S. aureus, Mycoplasma 

pneumoniae and M. hyopneumoniae produced EF-tu that bound to plasminogen. This 

binding promoted the conversion of plasminogen to plasmin in the presence of 

plasminogen activators (Widjaja et al., 2017), a key step in fibrinolysis, the process that 

prevents the formation of excessive blood clots (Chapin and Hajjar, 2015). The ability of 

EF-tu to promote this conversion suggests that it may have serine protease activity 

(Chapin and Hajjar, 2015). In addition, work on S. pneumoniae has associated EF-tu 

production with binding to complement factors, which facilitates immune evasion and 

invasion of host tissue (Sarkar et al., 2013). Thus, EF-tu is a potential VF that has been 

previously unexplored and may confer an advantage on ExPEC in supporting survival in 

the blood stream and prevent their subsequent elimination by leukocytes. This may also 

confer upon ExPEC further ability to disseminate within the host and invade tissue. That 

tufA and tufB were both found to be strongly associated not only with biliary and urinary 

isolates but also with sepsis suggests that these two genes could potentially be excellent 

biomarkers of ExPEC in the future.  

VFs could be identified in most isolates, which is to be expected within the ExPEC 

pathotype. The extent of their presence in water isolates is a cause for concern. Hospital 

environments are ideal for the persistence of pathogenic water-borne pathogens, such as 

Legionella and Pseudomonas,  capable of survival in large, complex systems that are 

vulnerable to areas of stagnation and biofilm growth. This, coupled with the elevated 

presence of vulnerable individuals, puts many patients at risk of developing severe water-

borne infections (Decker and Palmore, 2013). Further checks on the origin of these 

isolates are required to determine if this is a potential public health risk and a possible 

vehicle for ExPEC infection.  

Bacterial invasion into human epithelial cells has been explored previously using the 

gentamicin protection assay (Hamrick et al., 2003; John et al., 2017; VanCleave et al., 

2017). Here, a subset of the E. coli strains were tested for their ability to invade urinary 

(UM-UC-3) and colon (CACO-2) epithelial cells to determine whether there were 

differences in the invasiveness of  E. coli from each origin of infection (urinary, intra-

abdominal, biliary, water) in relevant tissues. While the findings of this study are  

preliminary, it is evident that the invasiveness of each group of isolates in each cell line 

is different (Figure 6.7). First, E. coli invaded more readily into urinary epithelial cells 

than colon epithelial cells, and the most invasive group of isolates were the water isolates. 

While it is not unusual that isolates would readily invade urinary epithelial cells (ExPEC 
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possess invasins and adhesins that facilitate invasion of mammalian cells), it is unusual 

that of all the isolates the ones sampled from water were the most invasive (similar to 

intra-abdominal isolates). Again, the fact that the water isolates were highly invasive is 

of great concern for the acquisition of ExPEC via drinking sources. Other infective E. 

coli, such as enterotoxigenic E. coli, are both highly invasive and are acquired via the 

ingestion of contaminated food or water (Nataro and Kaper, 1998), which would perhaps 

explain the highly invasive nature of our isolates. Compared to the urinary epithelial cells, 

the most invasive in this group were the intra-abdominal isolates, which did possess in 

abundance genes associated with invasion.  

Whilst the preliminary results of the gentamicin protection assay are interesting, the assay 

itself had some limitation (Friis et al., 2005). The epithelial cells while confluent at the 

beginning of the experiment, were easily lifted from the base of the wells when gently 

washed, suggesting poor adhesion or E. coli induced toxicity. Cell detachment was only 

noted after  4-hour incubation with E. coli, and it is possible that the activity of these 

ExPEC were responsible for the loss in adherence and viability of these cells. Twelve of 

the isolates tested contained at least one toxin that is toxic to mammalian cells, making it 

possible for epithelial cell killing to occur. Furthermore, the high concentration of 

gentamicin used (300 µg/ml), whilst well above the MIC for E. coli (2 µg/ml, determined 

by EUCAST, 2019), did not always kill all strains in the collection when plating the 

clinical strain at wash stage. This was not noted in control and E. coli K12 wells. 

Therefore, perhaps gentamicin is not an appropriate antibiotic to use with these isolates. 

Gentamicin is typically used for antibiotic protection assays due to its broad-spectrum 

activity and its high molecular weight preventing it from crossing mammalian cell 

membranes (Kaneko et al., 2016). Alternatively, kanamycin could be used, which also 

has high molecular weight and broad-spectrum activity, although susceptibility profiles 

would need to be determined. Whilst no gentamicin resistance was found in the genome 

of the isolates, it is still possible that a novel gene is present that confers resistance to this 

antibiotic, although this is very unlikely.  

In conclusion, E. coli blood culture positive isolates from patients with sepsis in west 

Wales hospitals present on a diverse phylogenetic background with a variety of STs and 

possess an armoury of virulence genes that confer upon them the ability to establish 

ExPEC infections derived from diverse body tissues. Widespread multi-drug resistance 

and the presence of VFs in water isolates may represent a significant future risk for the 

treatment and the acquisition of the most common bacteria causing sepsis in Wales.  
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Chapter 7. Final Discussion 

7.1. Sepsis 

Sepsis is one of the largest challenges facing healthcare professionals today (Monneret 

and Venet, 2016). Symptoms are often non-specific and are present in a wide range of 

inflammatory diseases, and include fever, confusion, extreme shivering, muscle pain and 

severe breathlessness (Cohen, 2002; UK Sepsis Trust, 2019). The high number of cases 

and deaths is also heavily influenced by complications associated with diagnosis and 

treatment, as well as the increase in antibiotic resistance (Charles et al., 2009; Singer et 

al., 2016). The most commonly isolated bacteria associated with sepsis in England and 

Wales is E. coli (Public Health England, 2015), which can originate from infections of 

the lung, intra-abdominal region, urinary tract, skin and soft tissue as well as from 

indwelling medical devices (Calandra and Cohen, 2005). Defining the cause of sepsis is 

critical to diagnosis and treatment and identifying the organism responsible for the septic 

episode is critical to guiding empirical antibiotic therapy (Vincent, 2016), but this can 

take up to 48 hours (Jin and Khan, 2010). The ideal molecular biomarker of sepsis would 

not only be rapid but would also discriminate between bacterial, viral or fungal infections, 

as well as informing on correct treatment (Vincent, 2016). The discovery of potential 

biomarkers of sepsis is constantly evolving, and blood samples from patients with 

different stages of sepsis have informed on both new and old molecular markers that could 

be applied in the clinic (Di Gaudio et al., 2018; Mangioni et al., 2019).  

7.2. Thesis Aims 

The major aim of this thesis was to investigate host molecular and cellular biomarkers of 

sepsis and determine bacterial genomic biomarkers of septic E. coli, with the following 

objectives:  

 Characterisation of the host innate immune response towards model and 

pathogenic strains of Staphylococcus and E. coli in healthy whole blood in order 

to identify novel biomarkers of bacterial infection. These biomarkers were 

characterised using ELISAs.  

 Characterisation of the host cellular response towards S. epidermidis RP62A and 

E. coli K12 in healthy whole blood in order to determine the efficacy of the whole 

blood model for understanding bacteria – host cell interactions. This was 

characterised using microscopy and flow cytometry.  
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 Characterisation of the sterol response towards S. epidermidis RP62A and E. coli 

K12 in healthy whole blood in order to determine any associations between 

bacterial infection and sterol regulation. This was characterised using LC-MS.  

 Genomic analysis of sepsis-causing E. coli strains from Welsh hospitals in order 

to understand the occurrence and virulence of certain strains. A GWAS was used 

to determine genes associated with origins of infection and sepsis.  

 Characterisation of the invasiveness of certain sepsis-causing E. coli using the 

gentamicin protection assay in bladder UM-UC-3 and colon CACO-2 epithelial 

cells.  

7.3. The Whole Blood Sepsis Model: A Promising Alternative? 

Part of the work in this thesis further developed an ex vivo whole blood model previously 

used within the Microbiology and Infectious Disease group (Al-Ishaq et al., 2015). The 

ex vivo whole blood sepsis model allows for analysis of systemic inflammation using a 

diverse range of stimuli (such as PAMPs) and whole bacterial species whilst minimising 

risk to donors. Further advantages allow for the manipulation of different sepsis 

environments, such as promoting senescence of immune cells to mimic conditions in 

older or immunocompromised patients. In Chapter 3, the model was used in conjunction 

with  bacterial strains relevant to sepsis, namely E. coli, S. epidermidis and S. aureus to 

measure early biomarker responses. Interleukin-6, MIP-1α, MIP-3α and resistin were 

shown to be reproducible between tests and absent in the control. Furthermore in Chapter 

4, flow cytometry confirmed that control cells that undergo the same experimental 

conditions to the infected groups remain unchanged throughout the course of the 

experiments. Overall, this model represents a robust and ethical means of measuring early 

sepsis interactions and determining potential future biomarkers of infection prior to 

clinical validation. Similar models have been used to study systemic infection (Nolte et 

al., 2002; Hunniger et al., 2014; Vivas-Alegre et al., 2015; do Nascimento et al., 2018; 

Prausse et al., 2018; Strobel and Johswich, 2018) in response to numerous pathogens. 

The application of whole blood modelling to sepsis diagnosis by measuring E. coli and 

Staphylococcus responses represents a novel application for this model.  
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7.4. Molecular Biomarkers of Sepsis 

A biomarker is a medical characteristic that can be measured and interpreted to identify 

a normal or pathogenic process. The test for this biomarker should also be accurate and 

reproducible, allowing a clinician to accurately identify the pathological process taking 

place (Strimbu and Tavel, 2010). The molecular biomarkers investigated in Chapter 3 

demonstrated a clear distinction in cytokine profiling between whole blood infected with 

E. coli and Staphylococcus, thus agreeing with previous findings (Abe et al., 2010), and 

revealed the potential of several new biomarkers of E. coli and Staphylococcus sepsis 

(Figure 7.1). In E. coli infected blood, high expression of IL-6, MIP-1α, MIP-3α and C5a 

directly contrasted with significantly lower expression in whole blood infected with 

Staphylococcus.  

Results in this thesis support the importance of E. coli-induced IL-6 as a biomarker for 

sepsis. This correlates with Celik et al. (2015), who found that blood samples from 

neonatal sepsis patients contained significantly higher concentrations of IL-6 if the patient 

was infected with  Gram-negative bacteria, compared to Gram-positive and fungal 

infections. A study by Skovbjerg et al. (2010) found that whilst Gram-positive bacteria 

induced greater expression of IL-12, IFN-γ and TNF, Gram-negative bacteria induced 

substantially more IL-6, IL-8 and IL-10. Several other studies have also found IL-6 

preferentially highly expressed in patients with Gram-negative infections than with 

Gram-positive infections (Kragsbjerg et al., 1998; Abe et al., 2010; Ye et al., 2014; 

Surbatovic et al., 2015; Shao et al., 2018).  

This thesis found that high levels of MIP-1α are preferentially expressed in whole blood 

in response to E. coli and represents a potential biomarker of E. coli sepsis. Macrophage 

inflammatory proteins have previously been investigated as biomarkers in sepsis 

diagnosis (Fujishima et al., 1996; O'Grady et al., 1999). These studies found that MIP-1α 

was elevated in patients within 24 hours of sepsis and correlated with levels of TNF-α 

and IL-6 (O’Grady et al., 1999), and that in the blood of 38 septic patients the levels of 

MIP-1α strongly correlated with those of CRP, IL-6 and TNF-α, all of which are 

substantially elevated during sepsis, and was also found to be a predictor of high mortality 

(Fujiishima et al., 1996). In the current study, MIP-1α could also be correlated with IL-6 

levels. Vermont et al. (2006) found that high levels of MIP-1α correlated with juvenile 

nonsurvivors of meningococcal sepsis and was a better predictor of mortality than early 

alarm cytokines like TNF-α and IL-6. Despite these findings, to our knowledge no studies 

have investigated the discriminatory power of MIP-1α as a biomarker of bacterial sepsis. 
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With regard to MIP-3α, there is a paucity of data investigating its role in sepsis. Tsai et 

al. (2013) found that MIP-3α was elevated in patients with sepsis and was significantly 

higher in nonsurvivors. Other studies have also had similar findings (Akahoshi et al., 

2003; Kitagawa et al., 2013; Klaus et al., 2016; Warford et al., 2017). To the best of our 

knowledge, this thesis presents the first evidence that MIP-3α is preferentially 

overexpressed in blood treated with E. coli compared with blood treated with 

Staphylococcus. 

The measurement of MIP proteins and IL-6 in healthcare settings would be relatively easy 

and rapid to perform. They are easy to detect using blood tests, and here we found that 

they were easily tested by a specific sandwich ELISA. However, ELISAs can take up to 

7 hours to perform, and plates must be pre-coated the night before. In the clinic, a robust 

and rapid method of determining concentration of analyte in a blood sample is to perform 

a Luminex assay (R & D Systems, 2019). A Luminex assay consists of mixing the analyte 

source (blood, urine, etc.) with a solution of coloured beads that have been pre-coated 

with capture antibodies specific to the analyte of interest. This is a rapid (12,800 

tests/hour) and cost-effective assay as it can be performed in a multi-well plate, allowing 

for multiple samples to be tested at once, and as multiplexing is possible with the assay, 

up to 100 analytes can be tested using a very small sample, minimising the amount of 

blood drawn required from severely ill people. Thus Luminex could offer a rapid cost-

effective means of measuring IL-6, MIP-1α, MIP-3α and perhaps resistin in a healthcare 

setting.   
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Figure 7.1. Biomarkers of E. coli and Staphylococcus infection. 
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7.5. Cellular Biomarkers of Sepsis 

In addition to identifying molecular biomarkers of infection, Chapter 4 investigated and 

identified cellular biomarkers (Figure 7.1). Elevated CD45 expression on granulocytes 

and monocytes and low phagocytosis were found to all be markers of E. coli K12 

infection. In contrast, high phagocytosis was found to be markers of S. epidermidis 

RP62A infection. 

Changes in CD45 expression has been poorly investigated in bacterial sepsis but is 

nevertheless used as a means to identify leukocytes in blood and other fluids. However,  

one study has identified significant increases in CD45 mRNA expression in the brains of 

endotoxaemic mice (Jacob et al., 2007). CD45 has also been found to be critical to the S. 

aureus infection response by playing essential roles in neutrophil and B cell chemotaxis 

and differentiation of T cells (Zhu et al., 2011). Despite few advances in using CD45 as 

a biomarker, this thesis found good evidence of increased CD45 expression in response 

to infection, and temporal changes in CD45 expression on leukocyte subsets allowed for 

E. coli and S. epidermidis infection to be distinguished. E. coli infections lead to an 

increase in CD45 expression on both monocytes and granulocytes (specifically 

neutrophils), whilst S. epidermidis infections lead to an increase on monocytes. Dual 

monitoring of CD45 expression patterns on both these cell types by flow cytometry may 

allow for discrimination between these two infections.  

In a healthcare setting CD45 expression could be measured relatively easily using flow 

cytometry as it has long been used clinically to diagnose infections such as HIV (CD4+ T 

cell counts Brown and Wittwer, 2000; Clift, 2015) and a variety of blood cancers 

(SSC/CD45; Orfao et al., 1999). Assessing cell surface CD45 could be processed and 

analysed within 2 hours of blood being drawn, allowing for rapid disease diagnosis. 

Antibodies for these markers are relatively inexpensive, and inclusion in routine flow 

cytometry blood testing would not negatively impact routine testing in clinics. Further to 

this, relatively little blood (100 µl) is required for testing, minimising impact on the 

patient. Phagocytosis, despite being measured using microscopy here, can also be 

determined using flow cytometry (Lehmann et al., 2000), where the ability to tag and 

monitor internalisation of bacteria by neutrophils was investigated (Lehmann et al., 

2000), and this can be achieved with live bacteria. It is possible to maintain a library of 

fluorochrome-bound antibodies that can be easily applied to a blood sample, processed 

and measured in less than 2 hours. Different bacterial species can be targeted using 

species-specific antigens, such as the O antigen of pathogenic E. coli (Stenutz et al., 2006) 
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or the immunodominant surface antigen B of S. aureus (Mackey-Lawrence et al., 2009). 

Once internalised, fluorescently-tagged bacteria can be tracked using flow cytometry or 

visualised using ImageStream technology, which allow users to visualise individual cells. 

Thus, high throughput monitoring of phagocytosis could easily be performed in the clinic.  

It was suggested by Linder et al. (2019) that it was the individual microorganism that 

determined the extent of the immune response rather than the Gram type. They found that 

the blood of patients with septic shock had the highest levels of cytokines when infected 

with Neisseria meningitidis (Gram-negative) or S. pneumoniae (Gram-positive) and the 

lowest when infected with Enterococcus faecalis (Gram-positive). Hence, it is possible 

that the same effect was seen in this current study; despite using only one species of 

Gram-negative (E. coli) and two of Gram-positive bacteria from the same genus (S. 

aureus and S. epidermidis). Thus, more species and bacteria genera need to be tested to 

confirm if the responses are truly due to Gram type or to individual microorganisms.  

7.6. Oxysterols and their role in diagnosis 

There is limited research into the role that 25-HC plays in bacterial infection, but there is 

an abundance of research into the role that it plays in viral infections (Bauman et al., 

2009; Blanc et al., 2013; Li et al., 2013; Anggakasuma et al., 2015; Shawli et al., 2019). 

This thesis extended the whole blood model to provide the first evidence that 25-HC  is 

preferentially synthesised in response to E. coli K12 infection. The work also potentially 

provides the first evidence that 25-HC can be produced in immune cells other than tissue 

macrophages, but the mechanism underlying this induction was only partly investigated. 

Roles during infection that have been identified to date include regulating IgA production 

(immune function of mucous membranes), promote formation of macrophage foam cells 

(important in atherosclerosis), amplify inflammatory cytokines, promote neutrophil 

chemotaxis and suppress the activity of the inflammasome. These roles are clearly 

established in bacterial infections, and in this model it is likely that similar roles are being 

carried out.   

Whilst the original hypothesis suggested that 25-HC may be a good biomarker to predict 

sepsis, its application in a healthcare setting may be more difficult. Despite being a 

potential new biomarker for E. coli infection, there are numerous issues that suggest 

proceeding with caution. The mass spectrometry method used in this study was extremely 

sensitive and allowed for an accurate means of identifying and quantifying oxysterols 

present in samples (Crick et al., 2015). However, one major drawback with the method 
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was the extended period of time required to extract and analyse the molecules. 

Progression to severe sepsis and septic shock can take place in as little as 48 hours after 

sepsis symptoms first present, and the total extraction and analysis time for this current 

method was up to 7 days. Currently one dedicated technician would be needed to 

complete this technique, and this does not make financial sense. However, testing blood 

lipid levels with a simple blood test is routine in general practice, and the rapid testing of 

total cholesterol can be achieved using the Hitachi 704 analyser spectrophotometer 

(Lentjes et al., 1987). This machine is also used for routine testing of triglycerides and 

other lipid measurements, as well as numerous other biological parameters. Hence, if 

these can be tested routinely in a diagnostic laboratory, it stands to reason that 25-HC and 

other oxysterols could also be incorporated into routine lipid testing in the future.  

7.7. Genomic Biomarkers: The future of Identifying Sepsis Pathogens 

Genome-wide expression studies have been previously used to investigate bacterial 

factors that predict and lead to infection (Tettelin et al., 2005; Nourdin-Galindo et al., 

2017; Griesenauer et al., 2019). One particular study by Dix et al. (2015) investigated the 

transcriptional profile of E. coli, S. aureus, C. albicans and A. fumigatis when inoculated 

in a whole blood model. Using this method, they identified 38 biomarker genes that had 

previously been associated with sepsis and showed potential applications in the future in 

anti-pathogen strategies. Studies such as this are essential for identifying novel means of 

diagnosing sepsis, and the central theme in these studies is the genome or expression 

profile of the pathogen of interest.  

Advances in sequencing technology and statistical analysis of whole genomes have 

allowed for investigations into collections of pathogens to determine genes that are 

associated with certain traits. Hence, this study is not the first to investigate genetic links 

between sepsis and E. coli, and several studies have analysed genomic factors such as 

phylogenetic group and antibiotic resistance profiles (Moradigavarand et al., 2018; 

Paniagua-Contreras et al., 2019; Salinas et al., 2019; Zhang et al., 2019). Daga et al. 

(2019) found that the gene afa was associated with sepsis mortality during E. coli 

infections, and that the VFs found in abundance among sepsis isolates included traT, 

kpsMT II, the K5 capsule and the yersiniabactin fyuA. In the current work, the majority 

(42.5%) of the sepsis isolates belonged to phylogenetic group B2, which was also the 

group that the majority of VFs and PIs were found. Out of the isolates, 16.7% were found 

to be genetically resistant to 3rd generation cephalosporins. These results reveal key 
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molecular and epidemiological characteristics of E. coli bacteraemias that can aid in 

recognising and treating difficult infections. 

This study used E. coli blood culture positive isolates from South-West Wales and the 

HDUHB, and analysis revealed two novel genes that could be applied to identify sepsis 

pathogens; tufA and tufB. As discussed in Chapter 6, tufA and tufB are elongation factors 

that have been previously associated with Mycoplasma virulence by functioning as 

adhesins (Balasubramanian et al., 2008). No such association with E. coli has been found 

to the best of our knowledge. The implications here suggest a pathway of adhesion in E. 

coli which potentially represents a novel method of identifying ExPEC in blood cultures. 

Both presence of tufA and tufB in E. coli can be easily analysed in the clinic using a PCR 

method, particularly aimed at the genomic level rather than the expression level. This 

would confirm the presence of these genes quickly (less than 2 hours) and allow a 

diagnostic technician to identify ExPEC strains in the clinic. These two genes as well as 

the others identified could be applied to rapid PCR detection methods and would aid 

greatly in identifying ExPEC in vulnerable patients.  

To conclude, this study has identified several molecular and cellular biomarkers of 

bacterial sepsis that have wide-ranging applications in healthcare settings. Genomic 

analysis revealed two key genes (tufA and tufB) that can accurately distinguish between 

ExPEC and non-ExPEC strains of E. coli. New and easily detectable markers of bacterial 

sepsis (IL-6, MIP-1α, MIP-3α) that have been discovered show great promise for the 

future of sepsis diagnosis and improvements in patient care. 
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Future Perspectives 

This study has revealed may lines of enquiry for future work and expansion into other 

research areas. The whole blood model has multiple applications, and in the future there 

is the potential to analyse interactions with multiple species of bacteria, not just E. coli 

and Staphylococcus. There are other pathogens that are also associated with sepsis in the 

ICU, including P. aeruginosa, Klebsiella spp. and S. pneumoniae, to name but a few 

(Opota et al., 2015). It is very likely that our findings are bacterial species dependent, and 

there is untapped potential for discovering other markers for different pathogens.  

Other future work would include investigating interactions at longer time intervals, going 

beyond 6 hours post-infection and aiming towards monitoring interactions at 24 hours 

and further. Although whole blood often begins to lyse beyond 6 hours ex vivo, it is worth 

gradually extending the incubation time, especially as 8 hours post-infection flow 

cytometry results suggest that the uninfected control blood remains unchanged 

throughout the incubation period. As severe sepsis and septic shock can take up to 24 

hours to develop, extending this model to include this time point would be beneficial. 

Further, performing immunosuppressed modelling using dexamethasone in whole blood 

would mimic more accurately the condition of patients that typically develop sepsis 

clinically (Al-Ishaq et al., 2015).  

The current collection of E. coli obtained from the Hywel Dda University Health Board 

represents a significant collection to be explored further. Expanding the current collection 

would be of great benefit, as it would allow for more isolates from each isolation source 

to be collected, particularly isolates that are not UPEC (intra-abdominal, biliary etc.). This 

would significantly increase the power of the data set and would allow for more robust 

testing. Obtaining specific patient information would also be beneficial, as traits such as 

age, gender and comorbidities could be assessed with the genomic data to determine if 

any E. coli genes are associated with these traits. Ethical approval for this is currently 

under application (IRAS 262334). None of the isolates were applied to the whole blood 

model in the current study, this would also be important to complete in the future, as 

would completing further GWAS based on, for example, high/low expression of IL-6, 

MIP proteins and Resistin, as well as other factors such as invasion, phagocytosis and 

mammalian cell killing. Such work would allow for further genes to be discovered that 

confer these traits on ExPEC. Refining the invasion model as well as building a more 

robust one would be advantageous in the future. Currently, we hope to build a 3D model 

of infection based on the UM-UC-3 cells, which would involve layers of a collagen matrix 
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as well as dosing adherent cells with differentiated macrophages. 3D models are currently 

being used in clinical research to understand pathological interactions, although few focus 

on bacterial invasion (Ferraretto et al., 2018, Horsley et al., 2018). This would allow us 

to mimic conditions during UPEC infections and improve our understanding of  the 

interactions and genetic factors that influence invasion and proliferation in these tissues. 

Multiple parameters could be tested, which include expression of cytokines, rate of 

invasion into UM-UC-3 and migration across collagen matrices, and expression of genes 

associated with ExPEC infections assessed using PCR-based methods. Further testing of 

ExPEC-related pathogenicity should also be performed, including assessing motility of 

isolates, measuring transcription of tuf genes in ExPEC grown in serum and using 

knockout E. coli K12 mutants of target genes (the Keio knockout collection; Baba et al., 

2006) to determine role in ExPEC virulence.  
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Limitations 

Whilst the current study has identified numerous candidates for clinical validation in 

sepsis diagnosis and understanding genetic influence on ExPEC infections, there are 

limitations that need to be addressed in future studies. The whole blood model is an 

efficient and ethical way of measuring systemic responses to infection and has numerous 

advantages over animal models and human endotoxaemia models. However, there are 

several drawbacks to working with the whole blood model. The largest limitation was 

finding suitable donors, as many donors did not turn up despite being compensated for 

their time, and those that did give had to wait three months between donations. This is a 

limitation that cannot be overcome in future studies but should be considered. Despite 

this, we were able to obtain a sufficient number of donors for our study and therefore a 

suitable sample amount, which provided interesting results.  

Another limitation was the realistic time frame needed for blood to be incubated and 

sampled. Blood is not viable outside the body for extended periods of time, and with 

constant agitation from the rotator and repeated centrifugations of the plasma, this can 

limit time course experiments. Attempts were made to incubate blood with bacteria for 

up to 24 hours. This was not ideal as certain strains (specifically S. aureus SH1000) 

induced erythrocyte lysis, making separation of plasma from erythrocytes impossible, 

thus such strains could not be included in prolonged incubation experiments. However, 

in the future it would be beneficial to test such samples in order to determine the extent 

of cytokine production via ELISA and any damage to the cells via flow cytometry. We 

found that no damage was evident in control samples taken at 6 hours, therefore it is likely 

that we may see no damage at 8 and 10 hours, respectively.  

Another important limitation experienced during the course of this study was the length 

of time required to extract, process and analyse oxysterols in experimentally infected 

blood. As mentioned, 7 days to completely process and analyse the samples is 

unacceptable for the diagnosis of critically ill patients. This major drawback meant that 

only 10 samples could be processed at a time. The length of time to analysis and the 

limited space on the vacuum manifold meant that only two bacteria, E. coli K12 and S. 

epidermidis RP62A could be assessed. This scenario was similar for the flow cytometry 

work, as expanding the number of samples resulted in poor staining and inappropriate 

cell lysis, ultimately resulting in poor scatter plots. However, the results obtained using 

only these two bacteria were still very interesting and invaluable in determining changes 

in response to infection.  
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One major flaw with the apoptosis assay in Chapter 4 was the inability to include 

polymorphonuclear immune cells in the test. This was due to leukocyte permeabilisation 

by the use of BD FACS lyse as a means of removing erythrocytes from the samples but 

resulted in overstaining with PI. The alternative used was to remove the erythrocytes 

using Histopaque 1077 which did not allow for granulocyte isolation. This method also 

took an additional hour and a half to completely isolate mononuclear cells, and then the 

assay was incomplete without the granulocytes. This can be investigated using a 

phosphatidylserine specific antibody, such as the Annexin we used and with BD FACS 

lyse.   

Finally, an important limitation in Chapter 6 was the cell culture work. Whilst the cells 

used were relatively easy to culture, when incubated with bacteria the cells were found to 

slough away easily when washed with warm PBS. This was concerning as any bacteria 

that had invaded these cells were also potentially washed away. Possible reasons for the 

detachment of the cells include cell senescence or the direct effect of the pathogenic E. 

coli i.e. toxicity. An alternative that could be applied here would be to centrifuge and 

isolate the infected cells before washing to prevent their removal. Lysis could then be 

performed on the remaining cells to give an accurate representation of the final colony 

counts. Despite the washing away of a significant amount of the cells, high colony counts 

were determined at the end of the experiment. This was also problematic, as it could not 

be determined if this was directly from the lysed cells (and hence invaded bacteria) or if 

the cells were derived from those that had adhered to the base of the plates after cells had 

been washed away. Both UPEC and ExPEC are known for their possession of adhesion 

VFs that enable them to adhere to multiple surfaces (Emody et al., 2003; Vila et al., 2016). 

Further to this, after incubation with 300 µg/ml gentamicin colonies were noted in plates 

derived from both the sterile control gentamicin solution and the wash solution. This is 

either means that the gentamicin concentration used was too low (MIC for gentamicin is 

2 µg/ml) or that there was gentamicin resistance in certain strains. It should be noted that 

E. coli K12 was the only strain that was killed by gentamicin incubation. A further 

limitation here concerns the FBS used in the cell culture work.  The batch number of FBS 

used in this study was not noted before 5 ml aliquots were made and frozen; subsequently, 

no batch testing was performed on the FBS to ensure that there was little impact on 

cellular growth. As molecular composition and quality can vary between FBS batches 

this could have had an impact on the growth of the CACO-2 and UM-UC-3 cell lines. To 

test and prevent this in the future, testing the new batch against the old by testing cellular 
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viability with a tetrazolium reduction assay would confirm any impact on growth and 

viability. Further, these cells grown in a new batch of FBS should be allowed to grow for 

a further length of time than usual (up to two weeks) to allow the cells to adapt to the 

change. 
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Appendices 

Appendix A 

Specifications of the standards used in the extraction of oxysterols from plasma samples.  

Sterol Name 

Stock 

Solution 

Concentration Stock Date 

Working 

Solution 

Concentration 

Working 

Solution 

Date 

ng of ISTD 

required per 

sample 

Volume taken for 

HMC per sample 

(μl) 

x80 

(μl) 

24R/S-OHC-D7 100 ng/μl 

16/09-2013-

JA 4 ng/μl 

04/12/2017-

EY 20 5 400 

7α-OHC-D7 48.74 ng/μl 

31/08/2017-

EY 4 ng/μl 

31/08/2017-

EY 20 5 400 

22R-3-oxo-

OHC-D7 5 ng/μl 

20/01/2017-

JA 5 ng/μl 

22/05/2017-

AD 20 4 320 

7α,25-DiHC-D6 100 ng/μl 

16/09/2013-

JA 4 ng/μl 

31/08/2017-

EY 2 0.5 40 

25OH-VitD3-

D6 100 ng/μl 

20/08/2013-

JA 4 ng/μl 

31/08/2017-

EY 2 0.5 40 

Cholesterol-D7 1 μg/μl 

22/05/2017-

EY 1 μg/μl 

22/05/2017-

EY 20000 20 1600 

EtOH 
     

15 1200 

     
Total 50 4000 

     

On day of use, add 

EtOH 1000 
 

     
Total Volume (μl) 1050 
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Appendix B 

E. coli clinical isolates used in phenotypic studies.  

Strain Clinical Identified Source 

ATCC 35218 Canine Reference Strain 

ATCC 25922 

FDA Clinical Isolate 

Reference Strain 

B5934 Urine 

B5946 Intra-abdominal 

B4076 Other 

Hepatorenal failure 

B4019 Biliary 

B4060 Urine 

B4053 Biliary 

B/7E00 4082 Other 

Recent Chemotherapy 

B/7500 4141 Biliary 

BHE00 4183 Biliary 

B.17E00 9094 Intra-abdominal 

B.4297 Urine 

B.4298 Intra-abdominal 

B17E00 4376 Biliary 

B17E00 5844 Urine 

B17E00 5868 Biliary 

B17E00 4216 Other  
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Unknown 

B17E00 4224 Other 

Unknown 

B17E00 4409 Urine 

17/119 Biliary 

17/123 Other 

Clinical Pneumonia 

E. coli in urine 

17/122 Urine 

17/124 Urine 

17/127 Urine 

17/128 Unknown 

17/129 Urine 

17/131 Urine 

3729 Urine 

3736 Urine 

3737 Urine 

3743 Urine 

3747 Biliary 

3757 Intra-abdominal 

17/104 Urine 

17/106 Intra-abdominal 

17/107 Urine 

17/108 Biliary 
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3710 Urine 

3697 Intra-abdominal 

3701 Biliary 

3693 Urine 

3714 Urine 

3718 Urine 

3717 Biliary 

3708 Urine 

3690 Urine 

3730 Urine 

3731 Urine 

3744 Urine 

3745 Biliary 

3756 Unknown 

Other 

3752 Urine 

B17E00 8857 Urine 

B17E00 8763 Urine 

B17E00 8876 Intra-abdominal 

B17E00 8958 Urine 

B17E00 9042 Urine 

B17E00 9451 Intra-abdominal 

B17E00 8980 Other 

Unknown 
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B17E00 9003 Urine 

B17E00 9046 Urine 

1124046916 Intra-abdominal 

1124046948 Intra-abdominal 

1124046825 Urine 

1124046973 Urine 

1124055539 Intra-abdominal 

112405550 Urine 

1124055651 Intra-abdominal 

1124055426 Urine 

1124055402 Other 

Unknown 

B17A002373 Urine 

1123209048 Intra-abdominal  

B17A002400 Urine 

B17A002624 Urine 

B18A000069 Urine 

B18A000136 Abdominal 

B18A000099 Urine 

B18A000001 Urine 

B18A000078 Urine 

B18A000291 Urine 

B18A000271 Urine 

B18A000271 Other 
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B17E009423 Urine 

B18E000859 Urine 

B18E000850 Urine 

B18E000828 Other 

B18E000796 Urine 

B18E000711 Urine 

B18E000666 Urine 

B18E000643 Respiratory 

E17E505558 Water 

E17E505761 Water 

E17E505979 Water 

E18E500166 Water 

E18E500522 Water 

E17E506268 Water 

E17E505024 Water 
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Appendix C 

ECOR isolates used as reference genomes in Chapter 6.  

Isolate Host Country of Isolation Pathogenesis 
ECOR10 Human Sweden Coloniser 
ECOR11 Human Sweden UTI and Acute Cystitis 
ECOR12 Human Sweden Coloniser 
ECOR13 Human Sweden Coloniser 
ECOR14 Human Sweden UTI and Acute Pyelonephritis 
ECOR15 Human Sweden Coloniser 
ECOR16 Leopard U.S.A. Coloniser 
ECOR17 Pig Indonesia Coloniser 
ECOR18 Celebese Ape U.S.A. Coloniser 
ECOR19 Celebese Ape U.S.A. Coloniser 
ECOR2 Human U.S.A. Coloniser 
ECOR21 Steer Bali Coloniser 
ECOR22 Steer Bali Coloniser 
ECOR23 Elephant U.S.A. Coloniser 
ECOR24 Human Sweden Coloniser 
ECOR25 Dog U.S.A. Coloniser 
ECOR26 Human Infant U.S.A. Coloniser 
ECOR27 Giraffe U.S.A. Coloniser 
ECOR28 Human Child U.S.A. Coloniser 
ECOR29 Kangaroo Rat U.S.A. Coloniser 
ECOR3 Dog U.S.A. Coloniser 
ECOR30 Bison Canada Coloniser 
ECOR31 Leopard U.S.A. Coloniser 
ECOR32 Giraffe U.S.A. Coloniser 
ECOR33 Sheep U.S.A. Coloniser 
ECOR34 Dog U.S.A. Coloniser 
ECOR35 Human U.S.A. Coloniser 
ECOR36 Human U.S.A. Coloniser 
ECOR37 Marmoset U.S.A. Coloniser 
ECOR38 Human U.S.A. Coloniser 
ECOR39 Human Sweden Coloniser 
ECOR4 Human Child U.S.A. Coloniser 
ECOR40 Human Sweden UTI and Acute Pyelonephritis 
ECOR41 Human Tonga Coloniser 
ECOR42 Human U.S.A. Coloniser 
ECOR43 Human Sweden Coloniser 
ECOR45 Pig Indonesia Coloniser 
ECOR46 Ape U.S.A. Coloniser 
ECOR47 Sheep New Guinea Coloniser 
ECOR48 Human Sweden UTI and Acute Cystitis 
ECOR49 Human Sweden Coloniser 
ECOR5 Human U.S.A. Coloniser 
ECOR50 Human Sweden UTI and Acute Pyelonephritis 
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ECOR51 Human Infant U.S.A. Coloniser 
ECOR52 Orangutan U.S.A. Coloniser 
ECOR53 Human Child U.S.A. Coloniser 
ECOR54 Human U.S.A. Coloniser 
ECOR55 Human Sweden Coloniser 
ECOR56 Human Sweden Coloniser 
ECOR57 Gorilla U.S.A. Coloniser 
ECOR58 Lion U.S.A. Coloniser 
ECOR59 Human U.S.A. Coloniser 
ECOR60 Human Sweden UTI and Acute Cystitis 
ECOR61 Human Sweden Coloniser 
ECOR62 Human Sweden UTI and Acute Pyelonephritis 
ECOR63 Human Sweden Coloniser 
ECOR64 Human Sweden UTI and Acute Cystitis 
ECOR65 Celebese Ape U.S.A. Coloniser 
ECOR66 Celebese Ape U.S.A. Coloniser 
ECOR67 Goat Indonesia Coloniser 
ECOR7 Orangutan U.S.A. Coloniser 
ECOR8 Human U.S.A. Coloniser 
ECOR9 Human Sweden Coloniser 

 




