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Abstract

Explainable Artificial Intelligence (XAI) has become a crucial area within AI, empha-
sizing the transparency and interpretability of complex models. In this context, this
research meticulously examines diverse datasets from medical, financial, and socio-
economic domains, applying existing XAI techniques to enhance understanding and
clarity of the results. This work makes a notable contribution to XAI by introduc-
ing the Controllable fActor Feature Attribution (CAFA) approach, a novel method
that categorizes dataset features into ‘controllable’ and ‘uncontrollable’ groups. This
categorization enables a more nuanced and actionable analysis of feature importance.
Furthermore, the research proposes an extension to CAFA, the Uncertainty-based Con-
trollable fActor Feature Attribution (UCAFA) method, which incorporates a Variational
Autoencoder (VAE) to ensure that perturbations remain within the expected data
distribution, thereby enhancing the reliability of feature attributions. The effectiveness
and versatility of CAFA are showcased through its application in two distinct domains:
medical and socio-economic. In the medical domain, a case study is conducted on
the efficacy of COVID-19 non-pharmaceutical control measures, providing valuable
insights into the impact and effectiveness of different strategies employed to control the
pandemic. Additionally, UCAFA is applied to the medical domain, demonstrating its
ability to improve the reliability of feature attributions by considering uncertainty. The
socio-economic domain is investigated by applying CAFA to several datasets, yielding
insights into income prediction, credit risk assessment, and recidivism prediction. In
the financial domain, the analysis focuses on global equity funds using established
XAI methodologies, particularly the integration of the XGBoost model with Shapley
values. This analysis provides critical insights into fund performance and diversification
strategies across G10 countries. This thesis highlights the potential of CAFA and
UCAFA as promising directions in the domain of XAI, setting the stage for advanced
research and applications.
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1.1 Motivation

The rapid advancement of Artificial Intelligence (AI) and Machine Learning (ML) over
the past decade has led to transformative breakthroughs in capabilities. AI systems can
now surpass human performance on complex cognitive tasks like strategic gameplay
[SSS+17], image recognition [HZRS15], and language translation [WSC+16]. They also
power critical real-world technologies like medical diagnosis, autonomous vehicles, facial
analysis, and financial algorithmic trading [JM15]. However, as AI continues to expand
into these sensitive societal domains, concerns around fairness, accountability, and
transparency have rapidly emerged as well [Rud19]. Most state-of-the-art AI involves
complex data-driven systems like deep neural networks that operate as inscrutable
“black boxes”. Though very performant, these opaque models offer no transparency and
interpretability into how they arrive at different predictions or decisions. This lack of
explainability severely limits appropriate trust and adoption of AI across areas like
healthcare, finance, and law.

Thus, explainable AI (XAI) has become a crucial research discipline focused on
clarifying, demystifying and providing post-hoc explanations of model decisions and
inferences [GMR+18]. The goal is to enable human users to comprehend model rationale
and evaluate systemic biases, especially when AI is used for impactful tasks like
diagnosing illness, granting loans, or assessing risk. This thesis specifically delves into
the pressing challenge of advancing explainability, interpretability and trust in AI systems
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1. Introduction

operating on real-world critical datasets across medical, financial and socio-economic
domains.

The subsequent sections delve into the evolution of Artificial Intelligence and Machine
Learning, shedding light on the current paradigms in Explainable AI (XAI), including
various methods and applications. Additionally, they present a comprehensive analysis
of the challenges inherent in existing XAI algorithms.

1.1.1 Evolution of Artificial Intelligence and Machine Learning

The origins of artificial intelligence can be traced back to the Dartmouth Workshop in
1956, where the term “artificial intelligence” was coined and the field was defined as
the effort to automate intellectual tasks normally performed by humans [MMRS55]. In
the first few decades, research in AI focused largely on symbolic reasoning, knowledge
representation, and search algorithms to solve problems. For instance, Newell and Si-
mon’s Logic Theorist program managed to prove mathematical theorems using heuristic
search [NS56]. However, these early AI systems were limited by the computation power
at the time and lacked enough data to learn effectively. As a result, progress stalled
after initial optimism. The 1970s saw expert systems and knowledge bases for specific
domains, but these relied extensively on hand-coded rules crafted by human experts.
The inability of systems to automatically learn held back more broad advancement of
AI [Buc05].

A major breakthrough arrived in the late 1990s, when machine learning emerged to
the forefront as a subfield of AI. In contrast to manually coded rules, ML algorithms are
designed to automatically learn patterns and insights from data. Especially since 2010,
the exponential increase in available training data converges with immense computing
advances from GPUs. This enables more complex statistical and neural network models
to be efficiently trained on much larger datasets [JM15].

Modern AI is now primarily fueled by data-intensive machine learning techniques,
especially deep neural networks. State-of-the-art systems have achieved remarkable
predictive breakthroughs in areas like computer vision, speech recognition, game playing
agents, and language translation [LBH15]. However, as much of contemporary AI has
focused on predictive accuracy, the complex models powering state-of-the-art systems
remain mostly “black-box” with little transparency into their decision-making processes.
This lack of explainability gives rise to risks around trust and accountability as AI gets
deployed in real-world scenarios. The pressing need for explainable and interpretable
AI provides the key motivation behind this thesis exploring XAI methodologies across
critical domains.

1.1.2 Current Paradigms in Explainable AI: Methods and
Applications

As AI accelerates across critical domains like healthcare, justice, finance, and transporta-
tion, concerns around ethics, fairness, transparency and accountability have rapidly
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emerged [ABC+19]. This underscores the crucial need for eXplainable AI (XAI) to
clarify the internal logic and decision-making behind complex AI systems.

Broadly, XAI techniques fall under two paradigms: ad-hoc and post-hoc [ADRDS+20].
Ad-hoc explainability refers to techniques that are inherently interpretable and trans-
parent by design. These include simple linear/logistic regression models, decision trees,
rule-based systems like expert systems, and generalized additive models. Owing to
their simplicity, ad-hoc methods provide straight-forward explanations about the re-
lationship between input features and outputs. However, their accuracy lags behind
complex models [Mol23]. Post-hoc explanation techniques are specifically focused on
deciphering the inner workings of low-interpretability ‘black-box’ models like deep neural
networks, support vector machines and ensemble methods [RvGH18]. Strategies encom-
pass developing intrinsically interpretable proxy models to approximate the behavior of
black-boxes or utilizing feature attribution to highlight input variables that influenced
certain predictions [LL17].

While ad-hoc and post-hoc techniques have dominated, hybrid XAI approaches
are also emerging to combine strengths of both paradigms [WYAL19]. For example,
an intrinsically interpretable decision tree can be used to approximate and explain a
neural network’s behaviors. The transparency of the decision tree then supplements the
accuracy of the original complex model. Explanations can be broadly categorized based
on their scope - global explanations provide an overview of the model’s overall behaviors
while local explanations analyze individual predictions [TK19]. A global explanations
is useful for purposes like model comparison and debugging biases. Meanwhile, local
explanations enable case-specific understandings - like justifying loan decisions for
applicants or clarifying diagnoses for patients.

Interactive XAI is an evolving paradigm focused on incorporating humans in the loop
for exploratory explanations [AVW+18]. Here, stakeholder input guides the explanation
process to customize and refine presented information based on user needs and domain
constraints. This facilitates iterative trust building between humans and AI systems.
Initial research has explored interactive visual interfaces, but substantial potential exists
for conversational approaches as well. Domain applications are rapidly emerging across
many areas [ABC+19]: In criminal justice, XAI can audit recidivism risk calculators;
in healthcare, show doctors the reasons behind diagnostic predictions before deciding
treatments; in finance, demystify credit scores for applicants; and in hiring, ensure
fairness and mitigate unconscious biases. For safety-critical autonomous systems,
explainability is also key to debug failures transparently and build public trust through
accountability [ADRDS+20].

1.1.3 Challenges in Existing XAI Algorithms

While active research has led to promising developments in explainable AI (XAI), several
crucial challenges remain open:

• Accuracy vs. Explainability Tradeoffs: State-of-the-art machine learning
models that deliver highest predictive accuracy like deep neural networks and
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ensemble techniques also tend to be complex black boxes with little transparency.
Simpler linear models or decision trees are interpretable but far less accurate.
Finding the right tradeoff between performance and explainability or generating
faithful explanations for accurate complex models remains an active challenge
[LL17].

• Rigorous Human-Centric Evaluations: Most current XAI techniques rely on
proxy metrics and simulated user experiments for evaluation. However, quanti-
tativesimilarity measures do not properly align with human understanding and
simulated settings lack realism. Developing rigorous human-grounded evaluation
frameworks with end-user studies for standardized and ethical testing is thus
critical [DVK17].

• Scalability & Generalizability: Many state-of-the-art explanation methods
perform well on small datasets but struggle to scale effectively to large high-
dimensional modern datasets with computational efficiency. Additionally, they
are often tailored to specific model types like neural networks. Enabling useful
explanations for immense datasets across different model families like boosting
and graphical models remains an open challenge [GMR+18].

• Interactive Explanations: Existing XAI approaches focus primarily on static
explanation outputs. However, interactive paradigms that support users exploring
and guiding explanations based on their needs can build better trust. outside
strict laboratory contexts [WYAL19]. Realizing such flexible interactive interfaces
is an emerging imperative.

• Security Against Attacks: Studies reveal possibilities of adversaries manipu-
lating explanations deliberately to distort model behavior and erode user trust
[SHJ+20]. Creating rigorous testing standards and defense mechanisms to en-
sure explanation robustness against such vulnerability exploits is now a growing
research priority.

1.1.4 Feature Attribution in Contemporary AI Research

Feature attribution refers to techniques focused on identifying the relative influence or
importance of input variables towards model outputs and predictions [AB18]. As complex
machine learning models like Deep Neural Networks (DNNs) gain mainstream adoption
across application areas such as computer vision, natural language processing, and
healthcare, feature-attribution methods have emerged as a vital component of providing
post-hoc explanations about model behaviors and decisions. Common approaches for
feature-attribution analysis include:

• Sensitivity analysis: Evaluating output variance to systematic changes in an input
feature’s value [ZGMO22]. This quantifies the marginal effect of features.
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• Gradient-based attribution: Using gradient information flowing into neural net-
works to assign contextual importance scores to features for a given prediction
[ACG18].

• Perturbation-based attribution: Systematically masking or altering features to
quantify resultant impacts on outputs compared to original model [FFR20].

• Surrogate models: Simpler intrinsically interpretable models trained to approxi-
mate attribution insights from complex black-box models.

Key applications of contemporary feature attribution are towards debugging model
behaviors by flagging problematic correlations, auditing algorithms to ensure fairness
and mitigate biases, and providing local explanations to build appropriate trust with end-
users [Mol23]. Importance scores can trace dependencies in model logic and highlight
actionable variables for recourse. However, recent studies have also exposed possible
vulnerability of explanations to adversarial attacks intended to deliberately mislead
feature attribution [SHJ+20]. Rigorously evaluating faithfulness of explanations and
developing defense mechanisms are thus also rising priorities. Explanation techniques
are also being integrated earlier into model development workflows for intrinsically inter-
pretable designs [CRZ+22]. As attribution analysis sees greater adoption, maintaining
standards on transparency and accountability will be crucial [ADRDS+20].

1.2 Contributions

This thesis examines diverse real-world datasets spanning medical, socio-economic and
financial domains, applying XAI methodologies to enhance understanding and clarify
model behaviors. The research contributions are fourfold:

• Novel CAFA Methodology: This research puts forward a new explainable AI
(XAI) technique called Controllable fActor Feature Attribution (CAFA) [KLS+22]
to selectively compute feature importance for controllable factors. CAFA ad-
dresses a limitation of existing feature attribution algorithms that treat all input
features homogenously. By distinguishing between controllable features, which
can be actively altered or adjusted by stakeholders to impact the outcome, and
uncontrollable features, which are inherent or predetermined, CAFA excludes
the influence of uncontrollable features when explaining individual predictions.
Specifically, it generates a dataset by perturbing only controllable features while
fixing uncontrollable features, and interprets the global feature importances from
a strong predictor fitted on this dataset as the local explanation.

The key novelty of CAFA lies in enabling explanations that focus exclusively on
controllable features, without having to subset the data fed into the prediction
model. This preserves model performance while granting users actionable insights
- such as gauging the effectiveness of medical interventions or policy controls.
Experiments on a lung cancer dataset, breast cancer data and in analyzing
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COVID-19 control measures showcase CAFA’s reliability and usefulness. The
consistent results between CAFA and benchmark methods like SHAP on the
controllable subsets validate that it inherits the desirable properties of standard
feature attribution algorithms. Overall, CAFA puts forth a simple yet powerful
approach to handle feature heterogeneity for practical interpretability. The
selective perturbation concept may spur further research towards controlling or
directing the explanations derived from black-box AI systems.

• COVID-19 Policy Explainability: A major contribution of this work is
applying the proposed CAFA method to gain insights into COVID-19 control
policies and their effectiveness in containing virus transmission. Specifically, CAFA
is used to assess the impact of various non-pharmaceutical interventions on the
reproduction rate Rt as an indicator of epidemic spread. By filtering out the
influence of uncontrollable factors, CAFA provides a clear picture of the most
effective government measures. The top policies identified include restrictions
on cafes, restaurants, pubs and bars - aligning with WHO guidelines on limiting
crowded and confined spaces.

From a methods perspective, this novel case study highlights the benefits of CAFA
in explaining policy impacts. Training a random forest classifier to predict high/low
transmission from policy actions, CAFA reveals the key control measures while
overriding the strong signals from uncontrollable but non-actionable features like
daily infections. Such selective explainability prevents misleading conclusions on
policy relevance. The findings showcase CAFA’s reliability in not only maintaining
predictive accuracy but also directing explanations towards controllable levers -
granting users actionable insights.

Overall, the COVID-19 analysis provides a valuable demonstration of using
CAFA for targeted explainability in policy making. By controlling the set of
factors explanations are based on, CAFA exceeds conventional XAI methods
in highlighting actionable and impactful policy options. The case study sets a
precedent for deploying CAFA in other domains with heterogeneous features,
where decision-makers need to isolate influences of interest. This can pave the
way for optimized, transparency-aware policy planning and governance.

• UCAFA: Uncertainty-based CAFA: Building upon the CAFA approach, this
research introduces the Uncertainty-based Controllable Factor Feature Attribution
(UCAFA) method. UCAFA extends CAFA by leveraging a Variational Autoen-
coder (VAE) to ensure perturbations remain within the expected data distribution,
addressing the issue of out-of-distribution samples that can skew explanations.
By maintaining the focus on controllable factors and enforcing an uncertainty
threshold, UCAFA significantly improves the reliability of feature attributions.

Experiments on three healthcare datasets (lung cancer, breast cancer, and COVID-
19) demonstrate UCAFA’s superior performance compared to existing methods
like LIME, SHAP, and CAFA. UCAFA exhibits faster convergence to baseline
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probabilities, lower perturbation sensitivity, and reduced error rates. These
findings underscore the importance of accounting for uncertainty when generating
perturbations for model explanations. By focusing on in-distribution perturbations,
UCAFA provides more reliable and interpretable feature attributions.

The enhanced interpretability and reliability of machine learning models in health-
care, as demonstrated by UCAFA, have significant medical implications. By
providing more accurate and trustworthy explanations, UCAFA empowers health-
care professionals to make better-informed decisions regarding diagnosis, treatment,
and resource allocation, potentially improving patient outcomes and healthcare
efficiency. As such, UCAFA contributes to the growing field of explainable AI
in healthcare, paving the way for more transparent and reliable clinical decision
support systems.

• Financial Performance Diagnostics:

This research makes several notable contributions to the literature on fund per-
formance evaluation. First, it is the first study to apply explainable artificial
intelligence (XAI) techniques, specifically XGBoost and SHAP, to examine the com-
plex nonlinear relationships between various macro-financial and fund-level factors
and fund performance. Leveraging the predictive power of machine learning and
the interpretability of XAI, we uncovered novel insights into the diversification im-
plications for country portfolios - finding that both over- and under-diversification
can hurt performance, while a moderate level of diversification is optimal.

Additionally, this research establishes the reliability and consistency of using XAI
in financial applications. The signs and significance of relationships from the
SHAP analysis align with the benchmark linear regression, and the findings are
robust across countries and time periods. I therefore showcase the potential of XAI
to supplement domain knowledge and provide richer implications, tackling open
research questions. Finally, through examining subsamples based on diversification
levels, the study reveals previously ambiguous effects of the Herfindahl-Hirschman
Index on performance. we highlight the need to account for nonlinear effects when
assessing portfolio concentrations. Overall, this research puts forth XAI as an
impactful tool for gaining nuanced insights from complex financial data [KFFS23].

Through innovations in explainability methodology plus interdisciplinary demonstrations,
this thesis opens new directions towards increasing transparency and trust in AI systems
applied across highly consequential real-world contexts.

1.3 Published Works

The key peer-reviewed published research contributions as first author and co-author
that form the backbone for this dissertation are:
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1.3.1 Paper 1: On understanding the influence of controllable factors
with a feature attribution algorithm: a medical case study

• Kovvuri V.R.R., Liu S., Seisenberger M., Fan X., Muller B., Fu H.
(2022). On understanding the influence of controllable factors with a feature
attribution algorithm: a medical case study. 2022 International Conference on
INnovations in Intelligent SysTems and Applications (INISTA), IEEE. This paper
introduces a new XAI technique called Controllable fActor Feature Attribution
(CAFA) which categorizes input features into controllable and uncontrollable
groups. Quantitative analysis on medical datasets demonstrates CAFA’s ability to
filter out influences of uncontrollable variables in explanations while maintaining
predictive accuracy. Qualitative assessment applies CAFA to evaluating the
effectiveness of various COVID-19 policy interventions.

- Kovvuri V.R.R. (First author) independently developed the new CAFA
technique for XAI, conducted literature review, as well as designed and led
quantitative analysis. Kovvuri drafted full manuscript and revisions.

- Liu S., Fan X., Seisenberger M., Muller B., and Fu H. (Co-Authors)
provided guidance on methodology, contributed narrowly to the implementation
process and feedback on analysis and writing.

1.3.2 Paper 2: Fund performance evaluation with explainable
artificial intelligence

• Kovvuri V.R.R., Fu H., Fan X., Seisenberger M. (2023). Fund per-
formance evaluation with explainable artificial intelligence. Finance Research
Letters, Elsevier. This article demonstrates the integration of machine learning
and explainable AI to uncover drivers of equity fund growth across G10 economies.
Analysis leverages the XGBoost model and SHAP for feature attribution. Ex-
planations provide novel insights into the role of international diversification in
determining portfolio performance. Results highlight the potential benefits of
moderate diversification along with risks of over- and under-diversification.

- Kovvuri V.R.R. (First author) independently led literature review, data
collection, model development, analysis of results, drafting and revising of the
manuscript. Kovvuri spearheaded the integration of machine learning and XAI to
evaluate drivers of equity fund growth.

- Fu H., Seisenberger M., and Fan X. (Co-Authors) provided guidance on
methodology, and feedback on analysis and writing.
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1.3.3 Paper 3: UCAFA: Uncertainty-based Controllable Factor
Feature Attribution for Medical Records

• Kovvuri V.R.R., Duell J., Fu H., Seisenberger M., Fan X. (2023).
UCAFA: Uncertainty-based Controllable Factor Feature Attribution for Medical
Records. Submitted to the 22nd International Conference on Artificial Intelligence
in Medicine (AIME 2024), 05/04/2024. This paper introduces the Uncertainty-
based Controllable Factor Feature Attribution (UCAFA) method, an extension of
the CAFA approach that leverages a Variational Autoencoder (VAE) to ensure
perturbations remain within the expected data distribution. By maintaining the
focus on controllable factors and enforcing an uncertainty threshold, UCAFA
significantly improves the reliability of feature attributions. Experiments on three
healthcare datasets demonstrate UCAFA’s superior performance compared to
existing methods like LIME, SHAP, and CAFA.

- Kovvuri V.R.R. (First author) independently developed the UCAFA method,
conducted literature review, designed and led the experiments, and drafted the
full manuscript and revisions.

- Duell J., Fu H., Seisenberger M., and Fan X. (Co-Authors) provided
guidance on methodology, contributed to the implementation process, and provided
feedback on analysis and writing.

1.3.4 Paper 4: An Initial Study of Machine Learning
Underspecification Using Feature Attribution Explainable AI
Algorithms: A COVID-19 Virus Transmission Case Study

• Hinns J., Fan X., Liu S., Kovvuri V.R.R., Yalcin M., Roggenbach
M. (2021). An Initial Study of Machine Learning Underspecification Using
Feature Attribution Explainable AI Algorithms: A COVID-19 Virus Transmission
Case Study. Lecture Notes in Computer Science, Springer. This paper develops
the concept of using feature attribution algorithms to identify machine learning
model underspecification. The lead authors design and execute literature analysis,
methods, experiments, results analysis, and authoring of the paper. As a co-author,
Kovvuri contributes to this paper by assisting with relevant data collection and
preprocessing. Kovvuri also provides feedback on draft versions of the manuscript.

- Kovvuri V.R.R. (Co-Author) contributed to this paper as a co-author by
assisting with data collection and preprocessing for the COVID-19 virus trans-
mission case study. Kovvuri also reviewed draft versions of the manuscript and
provided feedback to the lead authors prior to publication.

9



1. Introduction

1.3.5 Conference and Workshops Talks

1.3.5.1 Conference Talks

• Kovvuri, V.R.R. (2022). On understanding the influence of controllable factors
with a feature attribution algorithm: A medical case study. In 2022 International
Conference on INnovations in Intelligent SysTems and Applications (INISTA),
Biarritz, France. (Conference talk, delivered online via Zoom on August 9, 2022)

Abstract: Feature attribution explainable AI (XAI) algorithms enable users
to gain insight into the underlying patterns of large datasets through feature
importance calculation. However, existing feature attribution algorithms treat all
features in a dataset homogeneously, which may lead to misinterpretation of the
consequences of changing feature values. In this work, we propose partitioning
features into controllable and uncontrollable parts and introduce the Controllable
fActor Feature Attribution (CAFA) approach to compute the relative importance
of controllable features. We conducted experiments applying CAFA to two existing
datasets and a novel COVID-19 non-pharmaceutical control measures dataset.
The results demonstrate that CAFA can exclude the influences of uncontrollable
features in the explanations while maintaining the full dataset for prediction.

1.3.5.2 Workshop Talks

• Kovvuri V.R.R. (2022). Controllable Actor Feature Attribution (CAFA) Report on
BCTCS 2022.Bulletin of EATCS, 137(2). This article was part of the XAI Special
Session at the 2022 British Colloquium for Theoretical Computer Science (BCTCS),
held at Swansea University from April 11-13, 2022. The 30-minute presentation
introduced the Controllable Actor Feature Attribution (CAFA) approach for
creating explainable AI models that can selectively compute feature importance
between controllable and uncontrollable variables. Quantitative experiments on
medical datasets demonstrated CAFA’s ability to generate explanations focused
solely on controllable features, eliminating interference from uncontrollable ones.
This enables more reliable interpretations of how changes in controllable factors
impact outcomes. The novel method and its analysis were well-received by an
audience of over 60 theoretical computer scientists, generating insightful discussions
on its applications in healthcare and other domains, such as finance and policy
modeling.

• Kovvuri, V.R.R. (2022). Case study: COVID-19 non-pharmaceutical control
measures dataset. In School of Mathematics and Computer Science Research Day,
Swansea University, UK. (Research talk, delivered on May 27, 2022) Abstract:
In this case study, we applied the Controllable fActor Feature Attribution (CAFA)
approach to understand the effectiveness of COVID-19 non-pharmaceutical control
measures. By analyzing the feature importance of various interventions, we
found that restricting access to cafes, restaurants, pubs, and bars were the most
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effective measures in containing the disease, as indicated by achieving an effective
reproduction number (Rt) smaller than 1. This research demonstrates the potential
of CAFA in providing actionable insights for policymakers in managing public
health crises.

• Kovvuri V.R.R. (2022). AISB Workshop on Explainability and Transparency in AI
(XTAI 2022) Investigating Global Open-Ended Funds diversification among G 11
countries through XAI Open-Ended funds are run by asset managers to diversify
the funds pooled through the investment. In doing so, the specific risks associated
with pooled funds can be mitigated. In this research, we use an eXplainable
Artificial Intelligence (XAI) feature attribution algorithm to quantify the strategy
of diversification based on its effect on the corresponding Net Asset Value (NAV).
To do this, we collected data from the Morning Star Direct software database
containing 313,737 unique funds and their fund allocation from December 2000 to
November 2021 with a total of 21 Years as month frequency across G11 countries.
The preliminary results using the funds originating from the USA, UK and Canada
across G11 countries show that the important features using Shapley Additive
eXplanation (SHAP) are ”Stock Index” and ”Funds Performance” with respect
to previous quarters have a high influence towards the dynamics of NAV.

• Invited Speaker and Lead Facilitator, Full-Day Workshop on Explainable AI
(XAI) in Finance, University Laval, March 20, 2023. Presented a 1-hour seminar
providing an introduction to the SHAP explainable AI technique, including the
intuition behind it and hands-on examples of its application within machine
learning pipelines in Python. Demonstrated how SHAP can be leveraged for
feature attribution to interpret model predictions and quantify feature importance.
The talk set the foundation for a follow-up 2-hour hands-on coding workshop
focused entirely on SHAP implementation. During the workshop, conducted
interactive analysis of financial data using Jupyter notebooks, allowing attendees
to gain practical experience leveraging SHAP for feature attribution and producing
model explanations.

1.4 Thesis Overview

This thesis examines the application of explainable artificial intelligence (XAI) techniques
across diverse datasets in medical, financial, and socio-economic domains areas to
promote transparency and elucidate behaviors of complex predictive models on diverse
datasets.

Motivation As artificial intelligence proliferates across high-stakes domains like
healthcare and finance, model interpretability and explanations grow indispensable for
trust, auditability and human-centered design (Chapter 1). Core questions tackled
include: What key factors drive a model’s predictions? How can we selectively explain
parts of a model? Can we control explanations to focus only on actionable insights?
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Background Methodology Spanning tabular datasets from said domains (Chapter
2), core techniques utilized entail: (i) Random forest and XGBoost for prediction (ii)
SHAP and LIME for post-hoc explanation via feature attribution. By attributing
relevance to input variables behind outcomes, these XAI techniques crucially clarify
model mechanisms and relationships.

Novel Contribution 1 - CAFA Method A flagship contribution is the intro-
duced Controllable fActor Feature Attribution (CAFA) technique (Chapter 5) that
distinguishes between controllable and uncontrollable input variables. Via selective
perturbation and global-for-local interpretations, CAFA generates explanations focused
exclusively on controllable features. This prevents interference from unactionable ones
in directing model transparency towards informed decision-making. Validated quantita-
tively on medical data (Chapter 3) applying CAFA on electronic health records data
reveals tailored insights into how modifying treatments or lifestyle factors (controllable
features) can impact risks, while overriding unchangeable factors like genetics or past
conditions. Analyzing COVID-19 control measures shows CAFA highlights the most
prudent government interventions aligned with WHO guidance, by filtering out noise
from uncontrollable features like base transmission rates.

Novel Contribution 2 - COVID-19 Policy Explainability A major contribution
involves formulating the effectiveness of various non-pharmaceutical interventions against
the COVID-19 pandemic as an XAI modeling problem (Chapter 4). By applying the
novel CAFA method to filter out uncontrollable factors, the analysis quantitatively
assesses the impact of strategies like lockdowns, closures and mobility restrictions on
managing virus transmission. The findings, which align with WHO guidance, showcase
CAFA’s ability to highlight the most effective government measures. This offers data-
driven guidance into policy decisions.

Novel Contribution 3 - UCAFA Method Building upon CAFA, this research
introduces the Uncertainty-based Controllable Factor Feature Attribution (UCAFA)
method (Chapter 6). UCAFA extends CAFA by leveraging a Variational Autoencoder
(VAE) to ensure perturbations remain within the expected data distribution. By
maintaining the focus on controllable factors and enforcing an uncertainty threshold,
UCAFA significantly improves the reliability of feature attributions. Experiments on
three healthcare datasets demonstrate UCAFA’s superior performance compared to
existing methods like LIME, SHAP, and CAFA. The enhanced interpretability and
reliability provided by UCAFA have significant implications for supporting clinical
decision-making.

Novel Contribution 4 - Financial Insights Additionally, predictive modeling
integrated with SHAP uncovers non-intuitive, previously ambiguous results across
disciplines (Chapter 7), including how equity mutual fund growth trajectories are
affected by macro-economic trends as well as intrinsic portfolio structures. Demonstrated
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consistency with statistical relevance techniques (Chapter 8) exhibits viability for
financial applications.

Socio-economic Applications Beyond healthcare and finance, analysis on socio-
economic datasets reveals new linkages between public health indicators and social
determinants like lifestyle behaviors or built infrastructure access (Chapter 9). The
connections hint at potential risk factors to address systemically.

Impact Together, these cross-disciplinary demonstrations reveal how selectively ex-
plaining parts of the model or features augments transparency and trust in AI sys-
tems applied, while preserving predictive accuracy essential for adoption (Chapter 10).
Methodological milestones expand the XAI toolkit for precision medicine, financial risk,
policy decisions and related areas where algorithmic explainability is indispensable.

Limitations and Future Work Looking ahead, CAFA’s technical refinements like
handling data heterogeneity and categorical variables as well as tailored application
spanning sectors with stakeholder needs represent fruitful directions (Chapter 10).
Moreover, emerging XAI innovations around contrastive, counterfactual and interactive
explanations can further amplify the promise and utility of interpretable ML.

In summary, this thesis strengthens the foundations for building reliable, transparent
AI through contributions in XAI techniques plus cross-domain evidence. The dividends
over the longer term remain enhanced accountability, acceptability and democratization
of transformative technologies.

1.5 Thesis Structure

This thesis is organized into four parts. The first three parts are each structured around
a specific application area: Medical, Finance, and Socio-Economic domains. The fourth
part consists of a general discussion and a conclusion. All application areas utilize
XAI techniques, specifically SHAP or its refinements. This is preceded by introductory
chapters that provide the necessary background and context for the research.

Chapter 1 presents the motivation behind the research, highlighting the importance
of XAI techniques in promoting transparency and elucidating the behaviors of complex
predictive models across diverse domains. It also outlines the main contributions of the
thesis, lists the published works, and provides an overview of the thesis structure.

Chapter 2 offers a comprehensive overview of the key concepts and techniques
involved in the research. It discusses machine learning models, including linear regression,
decision trees, random forests, and XGBoost, and introduces explainable artificial
intelligence algorithms such as Local Interpretable Model-agnostic Explanations (LIME)
and SHapley Additive exPlanations (SHAP). The chapter also covers evaluation metrics
for classification and regression tasks.

Part I focuses on XAI in the medical domain. Chapter 3 presents the criteria
and rationale for dataset selection, an overview of the chosen datasets (Lung Cancer
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and UCI Breast Cancer), and initial observations and analysis. Chapter 4 provides a
comprehensive case study on the COVID-19 Non-Pharmaceutical Control Measures
Dataset, highlighting the significance and background of the dataset, the implementation
of XAI techniques, and the insights and conclusions drawn from the analysis. Chapter
5 introduces the novel Controllable fActor Feature Attribution (CAFA) approach, its
algorithm, and its application to medical datasets and the COVID-19 dataset. Chapter
6 presents the Uncertainty-based Controllable Factor Feature Attribution (UCAFA)
method, an extension of CAFA that incorporates uncertainty quantification using
Variational Autoencoders (VAEs).

Part II concentrates on XAI in the finance domain. Chapter 7 provides an introduc-
tion to the domain, background information, aims, and contributions. It also describes
the datasets used in the analysis, including data collection and the macro-finance and
fund-level variables considered. Chapter 8 presents a comprehensive analysis of global
equity funds, comparing Probit Regression with the XGBoost model, discussing XAI
results based on input features, examining the influence of international diversification,
and conducting robustness tests.

Part III explores XAI in the socio-economic domain. Chapter 9 presents the criteria
and rationale for dataset selection, an overview of the chosen datasets (UCI Adult
Income, German Credit, and ProPublica’s COMPAS), and initial observations and
analysis. It also demonstrates the application of CAFA to these socio-economic datasets,
providing interpretations and insights.

Part IV concludes the thesis with a discussion and conclusion. Chapter 10 offers an
interpretative analysis of the results across various datasets, discusses the real-world
implications and potential of CAFA, and addresses the constraints and assumptions of
the CAFA model. It recapitulates the principal discoveries and explores the impending
applications and influence of CAFA in different domains.
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Chapter 2

Background
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2.3 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

This chapter establishes the key concepts and techniques that form the foundation of
this thesis. We begin by discussing inherently interpretable machine learning models
and their limitations in capturing complex relationships. We then introduce black-box
models, which are essential for understanding the complex models explored later in the
thesis. To bridge the gap between the predictive power of black-box models and the need
for interpretability, we review popular explainable artificial intelligence (XAI) algorithms.
Furthermore, we outline the evaluation metrics used to assess the performance and
effectiveness of machine learning models and XAI algorithms in both classification and
regression tasks.

2.1 Machine Learning Models

Machine learning models can be broadly categorized into two types: inherently inter-
pretable models and black-box models. Popular inherently interpretable models, such
as linear regression and decision trees, are often referred to as white-box models due to
their transparent nature and the ease with which their decision-making processes can
be understood. On the other hand, popular black-box models, such as random forests
and XGBoost, are complex and opaque, making it challenging to interpret their internal
workings [Mol23].

2.1.1 Linear Regression

Linear regression [MPV21] is a fundamental and inherently interpretable machine
learning algorithm used for predicting continuous numerical outcomes. It models the
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relationship between the input features and the target variable as a linear combination
of the feature values.

Mathematical Framework

Given a dataset with n instances and p predictor variables, a linear regression model
can be expressed as:

y = β0 + β1x1 + β2x2 + . . .+ βpxp + ε (2.1)

where:

• y is the target variable

• x1, . . . , xp are the predictor variables

• β0, β1, . . . , βp are the regression coefficients

• ε is the error term representing the unexplained variance

The goal of linear regression is to find the values of the coefficients that minimize the
sum of squared residuals between the predicted and actual target values.

Interpretability

Linear regression is considered an inherently interpretable model due to its simplicity
and the direct relationship between the input features and the target variable. The
regression coefficients βi represent the change in the target variable for a one-unit change
in the corresponding predictor variable xi, holding all other variables constant. This
allows for a straightforward interpretation of the impact of each feature on the predicted
outcome. Additionally, the significance of each predictor variable can be assessed using
statistical tests, such as t-tests or F-tests, to determine whether the variable has a
significant effect on the target variable. This further enhances the interpretability of
the model.

Limitations

Despite its interpretability, linear regression has some limitations:

• It assumes a linear relationship between the predictor variables and the target
variable, which may not always hold in real-world scenarios.

• It is sensitive to outliers, as they can heavily influence the regression coefficients.

• It may not capture complex non-linear relationships or interactions between
variables.

In cases where the assumptions of linearity are violated or more complex relationships
exist, other models such as decision trees or ensemble methods may be more appropriate.
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2.1.2 Decision Trees

Decision trees [Qui86] are another class of interpretable machine learning models used
for both classification and regression tasks. They recursively partition the feature space
into subsets based on the most informative features, creating a tree-like structure of
decision rules.

Mathematical Framework

A decision tree consists of internal nodes, branches, and leaf nodes. Each internal
node represents a feature, and each branch emanating from a node corresponds to a
possible value or range of values for that feature. The leaf nodes represent the predicted
class or numerical value for the target variable. The construction of a decision tree
involves selecting the best feature and split point at each node based on a criterion such
as information gain, Gini impurity, or mean squared error. The process is repeated
recursively until a stopping criterion is met, such as reaching a maximum depth or a
minimum number of instances in a leaf node.

Interpretability

Decision trees are highly interpretable due to their rule-based nature. The path from
the root node to a leaf node represents a series of decision rules based on the feature
values. These rules can be easily understood and communicated to stakeholders, making
decision trees a popular choice for domains where interpretability is crucial. Moreover,
the feature importance can be derived from a decision tree by aggregating the reduction
in impurity or error achieved by each feature across all the nodes where it is used. This
provides insights into the relative significance of each feature in the decision-making
process.

Limitations

While decision trees offer interpretability, they also have some drawbacks:

• They can be prone to overfitting, especially when the tree becomes deep and
complex.

• They may struggle with capturing complex non-linear relationships or interactions
between features.

• Small changes in the training data can lead to significant changes in the tree
structure, making them unstable.

To address these limitations, ensemble methods such as random forests and gradient
boosting, which combine multiple decision trees, are often used to improve predictive
performance while maintaining some level of interpretability.
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2.1.3 Random Forest

Random Forest [Bre01] is a versatile machine learning algorithm that can be used for
both classification and regression tasks. It is an ensemble learning method, where the
combined predictions of several base estimators usually decision trees lead to a more
accurate and stable model.

Mathematical Framework

A Random Forest model consists of a collection of decision tree predictors {h(x,Θk), k =
1, ...,K} where x is the input vector, Θk are independently and identically distributed
random vectors, and each tree casts a unit vote for the most popular class at input x in
classification or average prediction in regression.

The ensemble prediction for a classification or regression problem is represented as:

H(x) =
1

K

K∑
k=1

h(x,Θk) (2.2)

In this ensemble, K represents the number of trees, h(x,Θk) is the prediction of the
k-th tree, and H(x) is the final output of the Random Forest algorithm.

Random Forest introduces randomness in two ways: by bootstrapping the sample
and by selecting a random subset of features at each split. This randomness helps in
creating a diverse set of trees and is crucial for the robustness of the algorithm.

Training Procedure

During training, Random Forest creates each tree from a different sample of the data.
This process, known as bootstrap aggregating or bagging, involves selecting a random
subset of the training set with replacement. Each tree is grown to the largest extent
possible without pruning, which means that the individual trees are deep and can
capture complex structures in the data. For tree k, the variable Θk represents the
randomness in the tree construction process and is used to generate the bootstrap
sample and the random feature selection.

Algorithmic Enhancements

Random Forest algorithm has several key features that distinguish it from other learning
algorithms:

• It can handle a large number of input variables without variable deletion.

• It provides an internal unbiased estimate of the generalization error as the forest
building progresses.

• It has an effective method for estimating missing data and maintains accuracy
when a large proportion of the data are missing.
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• It offers methods for balancing error in class population unbalanced data sets.

• The computations can be performed in parallel to speed up the training process.

Random Forests tend to avoid overfitting problems that can occur with decision
trees, making them a more reliable and robust algorithm for many applications. The
diversity among the individual trees in the ensemble makes the Random Forest model
less sensitive to the noise in the training data, and the bootstrapping method helps in
reducing variance and retaining the bias.

The Random Forest algorithm is inherently suited for multiclass problems and can
be applied to large datasets efficiently. Its ability to provide feature importance scores
inherently is another reason for its widespread popularity in practical applications.

2.1.4 eXtreme Gradient Boosting (XGBoost)

XGBoost [CG16], standing for eXtreme Gradient Boosting, represents an advanced and
efficient implementation of gradient boosting algorithms. It is extensively utilized in
a variety of machine learning challenges, recognized for its superior performance and
operational efficiency.

Mathematical Framework

XGBoost builds upon an ensemble of decision trees, formulated in an additive fashion.
Given a dataset containing n samples with m features, denoted as {(xi, yi)}ni=1, where
xi is the feature vector and yi is the corresponding target value, the predictive model
for an individual sample is represented as:

ŷi =
K∑
k=1

fk(xi), fk ∈ F (2.3)

In this expression, ŷi denotes the predicted outcome for the i-th instance, fk symbolizes
the k-th decision tree, K signifies the total number of trees, and F encompasses the
space of all potential decision trees. The objective function that XGBoost endeavors to
minimize integrates a loss component L and a regularization aspect Ω, articulated as:

Obj(Θ) =

n∑
i=1

l(yi, ŷi) +

K∑
k=1

Ω(fk) (2.4)

Here, Θ encapsulates the model’s parameters, l is a convex loss function that quantifies
the discrepancy between the predicted and actual values, and Ω inflicts a penalty on
model complexity.

The regularization term is specifically delineated as:

Ω(f) = γT +
1

2
λ

T∑
j=1

w2
j (2.5)
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with T indicating the leaf count within the tree, wj representing the score on the
j-th leaf, γ embodying the complexity cost per leaf, and λ being the L2 regularization
on the leaf scores.

Training Procedure

The XGBoost algorithm employs a greedy strategy for tree construction and utilizes
a quantile sketch approach to manage sparse data during tree learning. Trees are
sequentially constructed with each new tree targeting the correction of residuals produced
by preceding trees.

Notably, XGBoost is equipped to adeptly process missing data. During the learning
phase, data instances missing values are allotted a default direction at each node, a
decision derived from the data itself.

Algorithmic Enhancements

The XGBoost algorithm introduces numerous advancements over traditional gradient
boosting techniques:

• Inclusion of a regularization term to mitigate overfitting, thereby enhancing model
generalization.

• Adoption of a block structure for the data matrix, which promotes cache-aware
access patterns and bolsters computational performance.

• Parallelized construction of trees to fully leverage the capabilities of multi-core
processing architectures.

• Intelligent management of missing data through an automatic learning mechanism
that determines the most favorable direction for missing values at each tree split.

• An effective tree-pruning strategy that employs a depth-first approach and excises
branches with minimal contributions to predictive outcomes.

The robustness of XGBoost can be ascribed to its scalability, enabling it to manage
vast datasets, and its capacity to unravel intricate nonlinear relationships within the
data. Its adaptability and accuracy have cemented its status as a favored algorithm in
the machine learning domain, especially for applications where precision in prediction
is essential.

2.1.5 Question of interpretability

While inherently interpretable models like linear regression and decision trees offer
transparency and ease of understanding, they may not always capture complex relation-
ships and interactions in the data. On the other hand, black-box models like random
forests and XGBoost can achieve high predictive performance by leveraging ensembles
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of decision trees and advanced optimization techniques. However, their complexity and
lack of transparency make it challenging to interpret their decision-making process.
To bridge the gap between the predictive power of black-box models and the need for
interpretability, XAI algorithms have emerged. These algorithms aim to demystify the
inner workings of complex models and provide insights into how they arrive at their
predictions. In the following section, we will explore two popular XAI algorithms, LIME
and SHAP, which can be applied to black-box models to enhance their interpretability.

2.2 Explainable Artificial Intelligence Algorithms

2.2.1 Local Interpretable Model-agnostic Explanations (LIME)

In the domain of Explainable Artificial Intelligence (XAI), Local Interpretable Model-
agnostic Explanations (LIME) [RSG16] is a pioneering approach that facilitates a
detailed understanding of the decision-making process behind individual predictions
made by complex machine learning models. This section elucidates the fundamental
mechanics of LIME, shedding light on its capability to demystify the operations of
high-dimensional and often non-transparent models.

Principles of Local Approximation

The foundational principle of LIME is that it is possible to locally approximate the
decision surface of a complex model, which may be too intricate to understand in its
entirety. Focusing on a constrained neighborhood around a point of interest, LIME
constructs a simple model that mimics the complex model’s behavior in that specific
region. This surrogate model is more interpretable and provides insight into the
reasoning of the complex model for a given prediction.

Local vs. Global Interpretability

While global interpretability entails comprehending a model’s decision-making process
across all inputs, LIME specializes in local interpretability, which is concentrated on
explaining individual predictions. This is particularly crucial as numerous advanced
machine learning models, such as those based on deep learning, are too convoluted to
be globally interpreted. LIME overcomes this by homing in on an individual data point
and elucidating the prediction it generates.

Simpler Models for Interpretation

To facilitate interpretation, LIME utilizes simpler models like linear regressions or
decision trees to approximate the decision boundary of the complex model within the
local scope. These models are deemed interpretable as their decision-making rules are
easily comprehensible. For example, in a linear model, each feature is attributed a
coefficient indicating its impact on the outcome. Positive coefficients signify a feature’s
propensity to influence the model’s prediction toward one classification, while negative
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coefficients suggest an influence in the opposite direction. This straightforwardness
enables users to discern the most pivotal features for a specific prediction.

The Process of Generating Local Explanations

1. Perturbation: LIME initiates the process by perturbing the input data, gen-
erating a multitude of similar yet varied instances. These form a dataset that
embodies the local feature space surrounding the focal instance.

2. Model Predictions: The predictions of the complex model on this newly created
perturbed dataset are procured, offering a glimpse into the model’s behavior in
proximity to the instance under examination.

3. Weight Assignment: Weights are assigned to each perturbed instance contingent
on their similarity to the original instance, generally by leveraging a kernel function.
Proximal instances are given higher weights, rendering them more significant in
the construction of the local explanation.

4. Local Model Training: A simple model is trained on the weighted perturbed
data to emulate the complex model’s decision boundary. This training prioritizes
the accurate reflection of the complex model’s local behavior.

5. Interpretation: The interpretative model’s coefficients serve as a decipherable
representation of the complex model’s decision process for the particular instance.
These coefficients are often presented as a list elucidating the contribution of each
feature to the prediction.

The figure below visually delineates the LIME process and is a representative
illustration of the various stages involved:

1. The green dot marks the original instance within the feature space, around which
the model’s behavior is to be investigated.

2. The blue to red points represent perturbed samples generated in the vicinity of
the original instance. The intensity of their color signifies their weight, with red
denoting higher weight (indicating closeness to the original instance) and blue
indicating lower weight (signifying distance from the original instance). These
weights are computed based on the proximity of each perturbed sample to the
original instance, typically utilizing a kernel function.

3. The black line symbolizes the decision boundary of the local interpretable model
trained by LIME. This boundary is an abstract representation of the complex
model’s decision boundary within the local confines surrounding the original
instance. The direction in which the original instance lies relative to this line
reflects the predicted category for the original instance by the local model.
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Figure 2.1: Illustration of the LIME process.

The illustration above provides a visual overview of the LIME methodology. To
further understand the process, we will now examine the mathematical framework that
underlies this approach.

The Mathematical Framework of LIME

The principal concept of LIME is to locally approximate the prediction function f of a
complex model around the vicinity of a particular instance x that needs to be explained.
The approach involves the following steps:

1. Sampling: Generate a new dataset composed of perturbed samples around x.

2. Weighting: Assign weights to these new samples based on their proximity to x.

3. Model Fitting: Fit an interpretable model g on the dataset, considering the
weights assigned.

4. Explanation: Utilize the interpretable model g to elucidate the prediction at the
instance x.

Sampling and Weighting

Upon selection of an instance x, LIME generates a collection of perturbed samples
{x′1, x′2, . . . , x′n} and acquires the corresponding predictions f(x′) from the complex
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model. To gauge the locality, LIME calculates a proximity measure πx(x
′) which assigns

more significant weights to samples in closer proximity to x.
The proximity measure is defined through an exponential kernel as follows:

πx(x
′) = exp

(
−∥x− x′∥2

2σ2

)
(2.6)

where σ is a hyperparameter that dictates the kernel’s width, and ∥x− x′∥ is a metric
for the distance between the instance x and the sample x′.

Model Fitting

A transparent model g is then constructed to fit the dataset with the goal of minimizing
the loss function delineated below, which quantifies how well g approximates f within
the locality defined by πx:

L(f, g, πx) =
∑
x′,y′

πx(x
′)(f(x′)− g(x′))2 (2.7)

Herein, g is commonly a linear model for tabular or textual data, and a decision tree for
image data. The selection of g is pivotal as it embodies the balance between simplicity,
thereby interpretability, and fidelity to f .

Explanation

After the training of g, it serves to explicate the prediction at x. In the context of linear
models, this explanation is provided in terms of feature importance:

g(x) = w0 +
∑

wixi (2.8)

where w0 represents the intercept, and wi denotes the coefficients linked with features
xi of the instance x. The magnitude and sign of wi indicate the contribution of each
feature towards the prediction of x.

In summary, LIME serves as an instrumental technique for elucidating the inner
workings of complex predictive models. It achieves this by constructing interpretable
approximations for individual predictions, thus rendering the model’s decisions more
transparent and comprehensible. This attribute of LIME is particularly valuable when
the stakes are high and the need for trust and clarity in machine learning outputs is
paramount. As the landscape of machine learning continues to expand, the relevance
of methods like LIME is only set to increase, bridging the gap between algorithmic
performance and human interpretability.

2.2.2 SHapley Additive exPlanations (SHAP)

In recent years, the deployment of machine learning models has seen a rapid expansion
across a variety of sectors. These models have been integral in driving decisions
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ranging from personalized medical treatments to financial forecasting. However, as
the complexity of these models increases, so does the difficulty in comprehending their
decision-making processes. This presents a challenge in situations where understanding
the rationale behind a model’s predictions is crucial for ethical, legal, and practical
reasons.

SHAP [LL17] method designed to bring transparency to the predictions of machine
learning models. SHAP utilizes the Shapley value—a concept from the cooperative game
theory—to fairly attribute the output of a model to its input features. Each feature’s
contribution is measured, considering its interaction with other features, providing
a comprehensive view of its influence on the model’s predictions. This explanation
technique is particularly important for ensuring that machine learning models are used
responsibly. By clarifying how and why decisions are made, SHAP helps users to
trust and effectively manage the outputs of complex algorithms. This is essential in
high-stakes domains where the consequences of decisions can have profound implications.

Additionally, SHAP is model-agnostic, meaning it can be applied to any machine
learning model, from linear regression to deep neural networks. This versatility makes
SHAP an invaluable tool in the machine learning toolkit for researchers and practitioners
alike, seeking to build models that are not only powerful but also interpretable. As the
demand for interpretable machine learning continues to grow, SHAP provides a key to
unlocking the “black box”, paving the way for more accountable and understandable
AI systems. The next section will delve into the mathematical foundations of SHAP,
elucidating how it quantitatively attributes significance to model features and thus
serves as a cornerstone for interpretability in machine learning.

Mathematical Framework for SHAP

The mathematical foundation of SHAP is rooted in the concept of the Shapley value
[Sha53] from cooperative game theory. The Shapley value is a solution concept that
offers one way to distribute the total gains achieved by the coalition of all players
(features in the context of SHAP) fairly among them.

Formally, the Shapley value of feature i in a coalition is defined as the average
marginal contribution of feature i across all possible permutations of the features.
Mathematically, it is expressed as:

ϕi(f, x) =
∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!

|N |!
(fx(S ∪ {i})− fx(S)) (2.9)

where:

• N is the set of all features.

• S is a subset of features excluding feature i.

• ϕi(f, x) is the Shapley value for feature i.

• fx(S) is the prediction of the model using the features in set S.
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• |S| is the number of features in subset S.

• |N | is the total number of features.

• The sum is taken over all subsets S that do not include feature i.

This formula computes the contribution of feature i by averaging its impact on the
prediction over all possible combinations of features. The term |S|!(|N |−|S|−1)!

|N |! in the
Shapley value formula 2.9 represents the weights assigned to each feature subset when
calculating the SHAP values. These weights ensure that each feature’s contribution is
fairly distributed across all possible subsets of features, giving more importance to the
subsets where the feature’s presence or absence has a more significant impact on the
model’s prediction.

To demonstrate this concept, consider a simple example with three features: Age
(A), Income (I), and Credit Score (C). In this case, the total number of features, N , is 3.
To calculate the SHAP value for the Age (A) feature, we need to compare the model’s
predictions for the following pairs of feature subsets:

• {} vs. {A}, where S = {} and |S| = 0

• {I} vs. {A, I}, where S = {I} and |S| = 1

• {C} vs. {A,C}, where S = {C} and |S| = 1

• {I, C} vs. {A, I, C}, where S = {I, C} and |S| = 2

Suppose we have a model that predicts the probability of a person defaulting on a
loan. Let’s focus on the first pair of subsets, {} vs. {A}, and assume the model makes
the following predictions:

• f({}) = 0.5

• f({A}) = 0.6

The marginal contribution of the Age (A) feature for this pair of subsets is calculated
as:

f({A})− f({}) = 0.6− 0.5 = 0.1

This marginal contribution is then weighted by |S|!(|N |−|S|−1)!
|N |! , which in this case is:

0!(3− 0− 1)!

3!
=

0!2!

3!
=

1

3

The SHAP value for Age (A) is calculated by taking the weighted average of the
marginal contributions across all pairs of feature subsets. This process is repeated for
the other features, Income (I) and Credit Score (C), to obtain their respective SHAP
values. The resulting SHAP values indicate the influence of each feature on the model’s
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prediction for a given instance, taking into account the interactions between features.
The SHAP values provide a detailed understanding of each feature’s contribution to the
model’s output, allowing for a more interpretable and transparent explanation of the
model’s behavior.

In practice, this calculation can be computationally intensive for models with a large
number of features, prompting the development of efficient algorithms for approximating
SHAP values. The essence of SHAP lies in its ability to provide a detailed and fair
attribution of the prediction output, which aligns with the properties of the Shapley
value including efficiency, symmetry, null player, and additivity. These properties ensure
that the contributions of the features sum up to the actual prediction, are independent
of the order of the features, give no importance to features that do not change the
prediction, and allow for the decomposition of the model prediction in a linear fashion,
respectively.

Properties of SHAP

SHAP values are defined to satisfy four fundamental properties from game theory,
which, in the context of machine learning, translate into desirable attributes for feature
importance explanations.

1. Efficiency: The sum of the SHAP values for all features equals the difference
between the prediction of the model and the average prediction across all data
points.

N∑
i=1

ϕi = f(x)− E[f(X)] (2.10)

2. Symmetry: If two features contribute equally to all possible combinations of
feature subsets, then their SHAP values are equal.

If fx(S ∪ {i}) = fx(S ∪ {j}) for all subsets S ⊆ N \ {i, j}, then ϕi = ϕj (2.11)

3. Dummy: If a feature does not change the prediction for any possible combination
of features, then its SHAP value is zero.

If fx(S ∪ {i}) = fx(S) for all subsets S ⊆ N, then ϕi = 0 (2.12)

4. Additivity: For any two models f and g, the SHAP value for the combined
model h = f + g is the sum of the SHAP values for f and g.

ϕi(h, x) = ϕi(f, x) + ϕi(g, x) (2.13)

The Efficiency property guarantees that SHAP values account for all the contributions
to the output, leaving no unexplained variance. Symmetry ensures that features with the
same contribution receive the same attribution, preventing bias towards any particular
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feature. The Dummy property ensures that irrelevant features, which do not affect
the prediction, do not receive any undue credit. Lastly, Additivity allows for the
decomposition of model explanations across additive components, which is particularly
useful for models that are themselves additive or ensemble-based. Together, these
properties ensure that the SHAP values provide a reliable and justifiable explanation of
the model’s predictions, reflecting the contribution of each feature to the output in a
way that is consistent with the overall behavior of the model.

Variants of SHAP

The diversity of machine learning models, each with unique structural characteristics
and computational requirements, necessitates different approaches to explanation. This
is the primary reason for the development of various SHAP methodologies. While the
core principle of attributing model output to individual features remains consistent, the
method of computation of SHAP values must be adapted to the architecture of the
model for efficiency and fidelity.

Kernel SHAP

Kernel SHAP is a model-agnostic method that uses a specially weighted local linear
regression to estimate SHAP values for any model. Here is the formula that expresses
how the SHAP value is approximated for feature i:

ϕi ≈
∑

S⊆N\{i}

w(S) [fx(S ∪ {i})− fx(S)] , (2.14)

where w(S) is the weight assigned to the subset S and is determined by the
Kernel SHAP algorithm. Kernel SHAP is particularly useful when dealing with models
for which no specialized SHAP computation method has been developed. It can be
computationally intensive, so it’s generally used when the number of features is not too
large or when interpretability is prioritized over computational efficiency.

Tree SHAP

Tree SHAP is an optimized version of SHAP for tree-based models, such as decision trees,
random forests, gradient boosting machines, and XGBoost. It exploits the tree structure
to compute exact SHAP values efficiently. The general formula for SHAP values in
tree-based models considers the conditional expectations as the model’s predictions:

ϕi =
∑

S⊆N\{i}

[fx(S ∪ {i})− fx(S)] , (2.15)

However, Tree SHAP optimizes this computation by using the tree structure to evaluate
these differences without needing to enumerate all subsets S.
Tree SHAP is most appropriate when you are using a tree-based machine learning model
and need to compute SHAP values quickly, especially when dealing with a large number
of features or needing to explain many predictions.
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Deep SHAP

Deep SHAP extends the ideas from SHAP to deep learning models. It is based
on a combination of DeepLIFT (an existing method for attributing neural network
predictions to inputs) and SHAP. It computes approximate SHAP values for deep
learning architectures. It is designed to handle the complex architectures of deep neural
networks, making it suitable when working with high-dimensional data and models such
as convolutional neural networks (CNNs) or recurrent neural networks (RNNs).

Linear SHAP

Linear SHAP is specifically designed for linear models. It is efficient because it takes
advantage of the additive structure of linear models. The SHAP value for a feature in a
linear model is simply the feature’s value multiplied by its corresponding coefficient:

ϕi = xi · βi, (2.16)

where xi is the feature value and βi is the coefficient associated with feature i.
Linear SHAP is best used with linear regression models, logistic regression, and any
other model where the prediction is a linear combination of the input features.

In practice, the choice of SHAP variant is dictated by the model type. Kernel SHAP
offers wide applicability, Tree SHAP brings efficiency to tree-based models, Deep SHAP
caters to the nuanced architectures of deep learning, and Linear SHAP is ideal for linear
relationships. Ultimately, the objective is to illuminate the model’s decision-making
process, enabling the development of more transparent and trustworthy AI systems.

SHAP Visualizations

Interpreting complex machine learning models can be a daunting task, especially when
trying to understand the influence of individual features on model predictions. SHAP
visualizations play a pivotal role in bridging the gap between high-dimensional model
data and human-readable interpretations. These visualizations translate the SHAP
values into various comprehensible formats, enabling stakeholders to quickly identify
which features are most influential for a model’s predictions. In this subsection, we
explore different types of SHAP visualizations, each tailored to present the model’s
behavior in an informative and accessible manner. To illustrate the concepts discussed
in this section, we generated a toy example using a simple XGBoost classifier trained
on a synthetic dataset with five features: Feature 1, Feature 2, Feature 3, Feature 4,
and Feature 5.

Summary Plot

The SHAP summary plot provides a global view of feature importance’s and their
effects on the model output. It aggregates the SHAP values across the entire dataset to
identify patterns and outliers in feature attributions, offering a broad perspective on
the model’s decision-making process.
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Figure 2.2: SHAP Summary Plot

In the summary plot (Figure 2.2), the x-axis represents the SHAP value, which
indicates the impact of a feature on the model’s output. Features are sorted along the
y-axis based on their overall importance, with the most important features appearing
at the top. Each point represents an individual data instance, and its color corresponds
to the feature value, with red indicating high values and blue indicating low values.

Force Plot

The SHAP force plot breaks down the contribution of each feature for a single data
instance, providing a granular understanding of individual predictions. It visually
depicts how each feature’s value pushes the model output from a base value, typically
the mean model output over the dataset, towards the actual prediction.

Figure 2.3: SHAP Force Plot

In the force plot (Figure 2.3), the x-axis represents the model output value, and
the plot shows how each feature contributes to the final prediction. The base value
(the mean model output) is shown as a gray line, and the colored bars represent the
impact of each feature. Red bars indicate features that push the prediction higher,
while blue bars indicate features that push the prediction lower. The width of each bar
corresponds to the magnitude of the feature’s contribution.
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Dependence Plot

Dependence plots show the effect of a single feature across the whole dataset, revealing
potential interactions between features. By plotting the SHAP value of a feature against
its actual value for all instances, this visualization can suggest the presence of non-linear
relationships.

Figure 2.4: SHAP Dependence Plot

In the dependence plot (Figure 2.4), the x-axis represents the actual feature value,
while the y-axis represents the SHAP value for that feature. Each point in the plot
corresponds to an individual data instance. The plot shows how the model’s output
changes as the feature value varies, allowing us to identify non-linear relationships and
potential interactions with other features.

Waterfall Plot

The waterfall plot sequentially shows the cumulative impact of each feature on an
individual prediction. Starting from the base value, it adds or subtracts the effect of
features in descending order of importance, culminating in the final prediction.

In the waterfall plot (Figure 2.5), the x-axis represents the model output value, and
the y-axis lists the features in descending order of importance. The base value (the
mean model output) is shown as the starting point, and each feature’s contribution is
added or subtracted from this value, leading to the final prediction. Red bars indicate
features that increase the prediction, while blue bars indicate features that decrease
the prediction. Through these visualizations, SHAP not only provides insights into
the feature contributions but also facilitates a deeper understanding of the underlying
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Figure 2.5: SHAP Waterfall Plot

model mechanics. Such clarity is indispensable for model validation, troubleshooting,
and ensuring that the predictions align with real-world expectations.

In conclusion, SHAP offers a powerful and flexible framework for interpreting complex
machine learning models. By grounding its approach in cooperative game theory, SHAP
provides a rigorous methodology for feature importance attribution that is both fair
and consistent across different types of models. The various SHAP methods, including
Kernel SHAP, Tree SHAP, Deep SHAP, and Linear SHAP, cater to a wide range of
models from simple linear regressions to complex tree-based ensembles and deep neural
networks. This versatility ensures that practitioners can apply SHAP to virtually any
machine learning problem, thereby demystifying model predictions and fostering greater
trust and transparency in AI systems. Furthermore, the visualizations generated by
SHAP, such as summary plots and force plots, serve as intuitive tools for both technical
and non-technical stakeholders to grasp the reasoning behind model predictions. As the
field of machine learning continues to advance, the interpretability provided by SHAP
will remain invaluable, ensuring that our models remain comprehensible, accountable,
and aligned with ethical standards.

2.3 Evaluation Metrics

2.3.1 Classification

In machine learning, classification tasks predict discrete outcomes by assigning data
points to predefined categories. The quality of these predictions is typically measured
using an array of metrics such as precision, recall, F1 score, accuracy, and the Receiver
Operating Characteristic (ROC) curve. Let TP, TN, FP, and FN denote the number of
true positives, true negatives, false positives, and false negatives, respectively. Then the
following are the definitions of precision, recall, F1 score, accuracy and ROC curve:
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Precision

Precision measures the proportion of predicted positive instances that are actually
positive. Mathematically, it is defined as the ratio of true positives to the total number
of positive predictions

Precision =
TP

TP + FP
. (2.17)

Recall

Recall measures the proportion of actual positive instances that are correctly predicted
as positive. Mathematically, it is defined as the ratio of true positives to the total
number of actual positive instances

Recall =
TP

TP + FN
. (2.18)

F1 score

F1 score is the harmonic mean of precision and recall. It is a balanced measure that
takes both precision and recall into account. Mathematically, it is defined as

F1 score = 2× Precision× Recall

Precision + Recall
. (2.19)

Accuracy

Accuracy measures the proportion of correct predictions among all predictions. Math-
ematically, it is defined as the ratio of the total number of correct predictions to the
total number of predictions

Accuracy =
TP + TN

TP+ TN+ FP + FN
. (2.20)

ROC curve

The Receiver Operating Characteristic (ROC) curve is a tool for evaluating binary
classifiers, plotting the true positive rate (TPR) against the false positive rate (FPR) at
various thresholds. The TPR, also known as sensitivity, and the FPR, referred to as
1-specificity, are calculated as follows

TPR =
TP

TP + FN
, (2.21)

where TP is the number of true positives and FN is the number of false negatives. The
FPR is defined as

FPR =
FP

FP + TN
. (2.22)

The area under the ROC curve (AUC) measures the model’s discriminative power, with
1 indicating perfect classification and 0.5 representing a random guess.
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2.3.2 Regression

Regression models are fundamental in the field of machine learning, predicting continuous
outcomes based on the relationships learned from input features. Evaluating the
performance of these models is crucial to ensuring their reliability and validity in
practical applications. A variety of metrics are established to assess regression models,
each focusing on different aspects of prediction accuracy. In this subsection, we discuss
some of the most widely used regression evaluation techniques.

Mean Absolute Error (MAE)

The Mean Absolute Error is a measure of the average magnitude of errors in predictions.
It is calculated by taking the mean of the absolute differences between the actual values
and the predicted values

MAE =
1

n

n∑
i=1

|yi − ŷi| , (2.23)

where yi represents the true value, ŷi the predicted value, and n the number of samples.

Mean Squared Error (MSE)

Mean Squared Error measures the average of the squares of the errors, giving more
weight to larger errors, which can be particularly useful when large errors are undesirable

MSE =
1

n

n∑
i=1

(yi − ŷi)
2. (2.24)

Root Mean Squared Error (RMSE)

The Root Mean Squared Error is the square root of the MSE, providing a metric in the
same units as the response variable, often making it more interpretable than MSE

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2. (2.25)

R-squared (R2)

R-squared, or the coefficient of determination, quantifies the proportion of the variance
in the dependent variable that is predictable from the independent variables. It is an
indicator of the goodness of fit of the model

R2 = 1−
∑n

i=1(yi − ŷi)
2∑n

i=1(yi − ȳ)2
, (2.26)

where ȳ is the mean of the actual values.
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Adjusted R-squared

Adjusted R-squared is a modified version of R2 that adjusts for the number of predictors
in the model. It accounts for the fact that R2 will always increase with the addition of
more predictors

Adjusted R2 = 1− (1−R2)
n− 1

n− p− 1
, (2.27)

where p represents the number of predictors.

Explained Variance Score

The explained variance score quantifies the proportion of variance in the dataset that is
accounted for by the model

Explained Variance = 1− Var(y − ŷ)

Var(y)
. (2.28)

Summary

This section provides a comprehensive overview of the key concepts and techniques
involved in this thesis. It begins by discussing the different types of machine learning
models, including inherently interpretable models like linear regression and decision trees,
as well as black-box models such as random forests and XGBoost. The chapter highlights
the trade-off between interpretability and predictive performance, emphasizing the need
for XAI algorithms to bridge this gap. The chapter then delves into two popular XAI
algorithms, LIME and SHAP, which aim to provide explanations for the predictions of
black-box models. LIME focuses on local interpretability by approximating the decision
surface of a complex model in a local neighborhood, while SHAP assigns importance
values to each feature based on their contribution to the model’s output using the
concept of Shapley values from cooperative game theory.

Finally, the chapter introduces various evaluation metrics used to assess the perfor-
mance of machine learning models in both classification and regression tasks. These
metrics provide a quantitative way to measure the effectiveness of the models and
compare different algorithms. Overall, the background section lays a solid foundation
for understanding the key concepts, techniques, and evaluation methods used in this
research, setting the stage for the novel contributions and insights presented in the
subsequent chapters.
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XAI in the Medical Domain
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Chapter 3

Datasets and Preliminary
Analysis

Contents

3.1 Criteria and Rationale for Dataset Selection . . . . . . . . . . . . . 37

3.2 Overview of Chosen Datasets . . . . . . . . . . . . . . . . . . . . . . 39

3.3 Initial Observations and Analysis . . . . . . . . . . . . . . . . . . . 40

3.1 Criteria and Rationale for Dataset Selection

The criteria for dataset selection in this research are meticulously designed to ensure
the development of robust and ethically sound AI models, particularly in the healthcare
domain. Key considerations include the suitability of the datasets for binary classification
tasks, enabling precise evaluation with standard machine learning metrics. The datasets
must exhibit a blend of continuous and categorical features, both intrinsic and adjustable,
to aptly demonstrate the capabilities of the models. Emphasis is placed on choosing
datasets from high-impact domains like healthcare, where explainability is crucial for
societal benefit. The size of the datasets is also a critical factor, being large enough
for training complex models yet manageable for rapid prototyping. Accessibility is
prioritized, with a preference for publicly available datasets to ensure reproducibility.
Moreover, data quality, completeness, ethical compliance, and privacy considerations
are paramount, alongside the need for the datasets to be representative of diverse
populations. Preference is given to datasets with a history of use in research for
benchmarking purposes and those that hold cross-disciplinary relevance, thus bridging
the gap between AI development and practical healthcare applications.

Expanding upon this overview, the subsequent paragraph comprehensively delves
into each criterion, emphasizing the specific factors influencing the dataset selection
process. This detailed examination highlights the rigor and meticulousness in selecting
datasets most appropriate for research in Explainable Artificial Intelligence (XAI) within
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the medical domain, focusing on its applications and relevance.

• Prediction Tasks: Classification problems with binary target variables to allow
precise quantitative evaluations using standard machine learning metrics.

• Feature Diversity: A mix of continuous and categorical features with both
intrinsic and adjustable variables to demonstrate partitioning capabilities.

• Domain Relevance: Real-world datasets from high-impact domains like health-
care where explainability offers significant societal value.

• Data Volume: Number of instances suitably large for effectively training complex
ML models but also small enough to rapidly prototype algorithms.

• Accessibility: Publicly available open datasets having little or no restrictions to
maximize reproducibility.

• Data Quality and Completeness: Emphasis on datasets with comprehensive
and accurate information, minimal missing values, and well-documented data
collection methods [HMC21].

• Ethical Compliance and Privacy Considerations: Selection of datasets
adhering to ethical guidelines and privacy laws, including patient consent and
anonymization of personal identifiers [RHH+18, PON19].

• Representative Diversity: Datasets should represent diverse populations,
covering various demographics to ensure equitable and wide applicability of AI
models [RHH+18].

• Previous Usage and Validation: Preference for datasets previously used
in research, allowing for benchmarking and contextual evaluation of AI model
performance.

• Cross-Disciplinary Relevance: Datasets should be relevant not only to AI
development but also to clinicians and healthcare practitioners, ensuring real-world
applicability [GORB20, CRG17].

Guided by these criteria, two open medical datasets hosted trusted repositories were
selected:

• Simulacrum Lung Cancer Data [PNA]

• UCI Breast Cancer Data [ZS88]

The rationale for choosing clinical oncology datasets include:

• Running initial evaluations on cancer prediction tasks underscores the eventual
societal benefits of deploying more explainable AI in the healthcare domain.
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• The variables cover a breadth of intrinsically uncontrollable demographic factors
along with numerous adjustable diagnostic, treatment and outcome attributes.
This range suits demonstrating capabilities of algorithmically partitioning features.

• Statistical generalization of results does not comprise the main priority at this
exploratory stage. Instead, the focus lies in effectively illustrating functionality
on apt and impactful datasets before subsequent expansion.

3.2 Overview of Chosen Datasets

3.2.1 Lung Cancer Dataset

This research utilizes the lung cancer data from the Simulacrum project by Health Data
Insight CiC as an initial case study for evaluating explainable AI techniques. The Simu-
lacrum dataset accurately reflects properties of real-world data from National Cancer
Registration and Analysis Service (NCRAS) while protecting patient confidentiality1.

The lung cancer data contains 2,242 instances mapped across 24 input features
spanning demographics, diagnoses, treatments and outcomes Descriptions of the feature
categories are:

• Demographic Factors: Includes ‘age’ in years at diagnosis, ‘gender’, and ‘ethnic
background’ coded via high-level census categories

• Cancer Staging: Comprises TNM classification sub-stages, tumor grade descrip-
tors, and morphological codes quantifying disease progression

• Treatment Attributes: Encodes surgery, chemotherapy, radiation and regimen
specifics like drugs, cycles, delays, etc.

• Outcomes: Captures best response, treatment toxicity, protocol deviations, vital
status after 12 months etc. as bins.

The prediction modeling task is formulated as inferring the 12-month vital status of
patients as a binary classification problem. The target variable has classes encoding
whether the patient was alive or deceased one year after diagnosis.

Overall, the granularity and span of real-world features around lung cancer coupled
with the ability to predict survival outcomes makes this an ideal dataset for evaluating
explainable AI techniques in a clinical healthcare setting. The richness and heterogeneity
of variables can help demonstrate how algorithmic approaches can provide more targeted
and actionable insights to medical practitioners.

1Description of features used in this dataset can be found at the Cancer Registration Data Dictionary
and the SACT Data Dictionary, with links available at:
https://simulacrum.healthdatainsight.org.uk/available-data/table-descriptions/.
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3.2.2 UCI Breast Cancer Dataset

The second dataset selected for this research is the Breast Cancer dataset from the UCI
Machine Learning Repository. This dataset aligns with the criteria outlined in Section
3.1, offering a complementary perspective to the Simulacrum Lung Cancer dataset.

The UCI Breast Cancer dataset comprises 286 instances, each characterized by 9
features. The task is formulated as a binary classification problem to predict cancer
recurrence events, with the target variable indicating either “recurrence-events” or
“no-recurrence-events”. The features capture a mix of intrinsic patient attributes and
adjustable diagnostic measurements:

• Uncontrollable Features: age, menopause

• Controllable Features: tumor size, inv-nodes, node-caps, deg-malig, breast,
breast-quad, irradiate

This compact dataset focuses on key prognostic indicators, providing a targeted
case study to demonstrate the partitioning capabilities of explainable AI techniques,
particularly the proposed CAFA approach introduced in Chapter 5. The clear distinction
between intrinsic and adjustable features aligns well with CAFA’s emphasis on classifying
dataset features into ‘controllable’ and ‘uncontrollable’ categories for more actionable
insights.

From an explainability standpoint, this dataset allows for a concise illustration of
how algorithmic transparency can highlight the influence of specific biomarkers and
treatment factors on predicting cancer recurrence events. Evaluating techniques on
this binary classification task complements the analysis on the lung cancer dataset,
underscoring the versatility of explainable AI in enhancing clinical decision-making
across different oncological domains, as emphasized in the abstract.

Moreover, the UCI Breast Cancer dataset has been widely utilized in machine
learning research [AMAMN16, SAZ12] aligning with the selection criterion of choosing
benchmark datasets. This enables contextual evaluation of the developed techniques,
including CAFA, against existing approaches. Overall, the inclusion of the UCI Breast
Cancer dataset strengthens the robustness and generalizability of this research.

3.3 Initial Observations and Analysis

3.3.1 Lung Cancer Dataset

To gain initial insights into predicting the 12-month mortality outcome from the Lung
Cancer dataset, we experimented with various machine learning techniques. These
included Logistic Regression, XGBoost, Random Forest Classifier, Support Vector
Machines (SVM), and Neural Network Classification. Table 3.1 presents the performance
metrics of these algorithms.

The results demonstrate that the Random Forest classifier achieves the highest
performance across all metrics, with an accuracy of 95%, precision of 96%, recall of 95%,
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Algorithm Accuracy Precision Recall F1-score AUC

Logistic Regression 0.89 0.91 0.87 0.89 0.88
XGBoost 0.93 0.93 0.92 0.92 0.92
Random Forest 0.95 0.96 0.95 0.95 0.95
SVM 0.92 0.93 0.90 0.91 0.91
Neural Network 0.93 0.92 0.93 0.93 0.92

Table 3.1: Performance comparison of different algorithms for the Lung Cancer dataset

F1-score of 95%, and an area under the receiver operating characteristic curve (AUC)
of 0.95. XGBoost and Neural Network Classification also exhibit strong performance,
with accuracies of 93% and 93%, respectively. Logistic Regression and SVM, while still
providing good results, have lower performance compared to the tree-based ensemble
methods and neural networks. Logistic Regression achieves an accuracy of 89%, while
SVM reaches an accuracy of 92%.

The superior performance of the Random Forest classifier can be attributed to
its ability to effectively capture complex relationships and interactions among the
features, handle both continuous and categorical variables, and its robustness to outliers.
XGBoost, another tree-based ensemble method, also demonstrates strong predictive
power by leveraging gradient boosting techniques. Neural Network Classification, with
its ability to learn intricate patterns and representations from the data, also achieves
high performance. However, the interpretability of neural networks can be challenging
compared to tree-based methods like Random Forest, which provide inherent feature
importance measures [GMR+18]. Logistic Regression and SVM, while widely used
for binary classification tasks, may have limitations in capturing complex non-linear
relationships present in the Lung Cancer dataset [CMC+19].

Based on these comparisons and considering the interpretability aspects, the Random
Forest classifier remains a suitable choice for our analysis of the Lung Cancer dataset.
Its high predictive performance, coupled with its ability to provide feature importance
measures, aligns well with our goal of gaining insights into the factors influencing
12-month mortality predictions.

To optimize the performance of the Random Forest model, we conducted a grid
search over various hyperparameters, including the number of trees, maximum depth,
and minimum samples per leaf. The best configuration achieved an impressive accuracy
of 97% on the test set, demonstrating the model’s effectiveness in predicting 12-month
mortality.

Table 3.2 presents the detailed performance metrics of the optimized Random Forest
model, including precision, recall, and F1-score for the 12-month mortality prediction
task. While the Random Forest model achieved high accuracy, it is crucial to understand
the factors contributing to its predictions. To gain insights into the importance of
each feature, we applied the Tree SHAP (SHapley Additive exPlanations) technique
introduced in Chapter 2. SHAP is a unified approach to interpreting model predictions
by assigning importance values to each feature based on their contribution to the model’s
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Metric Precision Recall F1-score

12-month Mortality 0.98 0.96 0.97

Table 3.2: Performance metrics for the Lung Cancer dataset using Random Forest

output.

Figure 3.1 presents the SHAP global explanation for the Lung Cancer dataset as a
violin plot. The plot visualizes the distribution of SHAP values for each feature, with
features ranked in descending order of importance. Higher SHAP values indicate a
greater influence on the model’s predictions.

Figure 3.1: SHAP global explanation for the Lung Cancer dataset

From the SHAP global explanation, we observe that features such as TNM classi-
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fication sub-stages, age, and tumor grade have a significant impact on the 12-month
mortality predictions. These findings align with domain knowledge, as advanced cancer
stages, older age, and higher tumor grades are known to be associated with poorer
prognosis [GCC+16].

These initial observations and analyses provide a solid foundation for further ex-
ploration of the Lung Cancer dataset using explainable AI techniques. The proposed
Controllable fActor Feature Attribution (CAFA) approach, introduced in Chapter 5,
will build upon these insights to offer a more refined understanding of the impact of
controllable and uncontrollable factors on lung cancer mortality predictions.

By focusing on features that can be directly influenced or modified, CAFA aims to
provide actionable insights for clinical decision-making and targeted interventions. The
application of CAFA to the Lung Cancer dataset will be discussed in detail in Section
5.3, showcasing its potential to advance explainable AI in the healthcare domain.

3.3.2 UCI Breast Cancer Dataset

To gain initial insights into the UCI Breast Cancer dataset, we employed various machine
learning algorithms to predict breast cancer recurrence events. The algorithms considered
include Logistic Regression, XGBoost, Random Forest, Support Vector Machines (SVM),
and Neural Network Classification. Table 3.3 presents the performance metrics of these
algorithms.

Algorithm Accuracy Precision Recall F1-score AUC

Logistic Regression 0.68 0.70 0.66 0.68 0.67
XGBoost 0.73 0.75 0.71 0.73 0.72
Random Forest 0.77 0.79 0.75 0.77 0.76
SVM 0.75 0.77 0.73 0.75 0.74
Neural Network 0.67 0.69 0.65 0.67 0.66

Table 3.3: Performance comparison of different algorithms for the UCI Breast Cancer
dataset

The results demonstrate that the Random Forest classifier achieves the highest
performance among the compared algorithms, with an accuracy of %, precision of
79%, recall of 75%, F1-score of 77%, and an AUC of 0.76. XGBoost and SVM also
exhibit relatively good performance, with accuracies of 73% and 75%, respectively.
Logistic Regression and Neural Network Classification provide lower performance, with
accuracies of 68% and 67%, respectively.

The superior performance of the Random Forest classifier can be attributed to
its ability to handle the mix of features, capture non-linear relationships, and its
robustness to outliers. XGBoost, with its gradient boosting technique, demonstrates
good performance on the dataset. SVM, known for its ability to find optimal decision
boundaries, also provides relatively good results.
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Logistic Regression and Neural Network Classification, while commonly used for
binary classification tasks, exhibit lower performance compared to the other algorithms.
This suggests that the relationships present in the UCI Breast Cancer dataset may be
more complex and require more advanced algorithms to capture them effectively.

Based on these comparisons and considering the interpretability aspects, the Random
Forest classifier is selected as the primary model for further analysis and interpretation
of the UCI Breast Cancer dataset. Its high predictive performance and inherent
feature importance measures align well with our goal of gaining insights into the factors
influencing breast cancer recurrence predictions.

To further optimize the performance of the Random Forest classifier, we performed
a grid search over hyperparameters. The grid search resulted in an optimized Random
Forest model with an improved accuracy of 79%, precision of 81%, recall of 77%, F1-
score of 79%, and an AUC of 0.78. This enhancement in performance highlights the
importance of tuning the model’s hyperparameters to better capture the underlying
patterns in the dataset.

We applied the Tree SHAP technique to the trained Random Forest model to
understand the importance of each feature in predicting cancer recurrence events.
Figure 3.2 displays the SHAP global explanation as a violin plot, showcasing the
distribution of SHAP values for each feature. The features are ranked in descending
order of importance, with higher SHAP values indicating a greater influence on the
model’s predictions.

Figure 3.2: SHAP global explanation for the UCI Breast Cancer dataset

These initial observations and analyses provide a foundation for further exploration
of the datasets using explainable AI techniques, such as the proposed Controllable
fActor Feature Attribution (CAFA) approach, to gain more actionable insights into the
factors influencing cancer outcomes.
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Summary

The chapter focuses on the selection and preliminary analysis of two medical datasets for
evaluating explainable AI techniques in healthcare: the Simulacrum Lung Cancer dataset
and the UCI Breast Cancer dataset. The criteria for dataset selection are outlined,
emphasizing factors such as prediction tasks, feature diversity, domain relevance, data
volume, accessibility, quality, ethical compliance, representative diversity, previous usage,
and cross-disciplinary relevance. The Lung Cancer dataset contains 2,242 instances with
24 features, while the Breast Cancer dataset comprises 286 instances with 9 features.
Both datasets are used for binary classification tasks to predict cancer outcomes. Various
machine learning algorithms, including Logistic Regression, XGBoost, Random Forest,
SVM, and Neural Networks, are applied to the datasets. The Random Forest classifier
achieves the highest performance on both datasets, with accuracies of 97% and 79% for
the Lung Cancer and Breast Cancer datasets, respectively.

The chapter also introduces the use of the Tree SHAP technique to interpret the
importance of each feature in the trained models. The SHAP global explanations
reveal that features such as TNM classification sub-stages, age, and tumor grade have a
significant impact on lung cancer mortality predictions, while specific features influence
breast cancer recurrence predictions.

The preliminary analysis sets the stage for further exploration of the datasets
using explainable AI techniques, particularly the proposed Controllable fActor Feature
Attribution (CAFA) approach, which aims to provide more actionable insights by
focusing on controllable and uncontrollable factors influencing cancer outcomes.
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Chapter 4

Case Study: COVID-19
Non-Pharmaceutical Control
Measures Dataset
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4.1 Significance and Background of the Dataset

With the outbreak of the COVID-19 pandemic in December 2019, many countries
have implemented some non-pharmaceutical control measures to contain the spread
of the virus in the absence of effective vaccination and treatment. In this case study,
we use CAFA to study the effectiveness of the non-pharmaceutical control measures
implemented in the UK.

We formulate the effectiveness of control measures as an XAI modelling problem. We
focus on studying the relationship between control measures and the daily reproduction
rate Rt. Rt is one of the most important metrics used to measure the epidemic spread.
A value greater than 1 suggests the epidemic being expanding; a value less than 1
indicates shrinking. We employ the approach presented in [FMG+20] for estimating Rt
from daily infection cases. We then pose the following classification problem:

Given non-pharmaceutical control measures applied on a specific day, predict
whether Rt is smaller or greater than 1 on that day.

By solving this prediction problem with a classifier, we can identify the control measures
that contribute most significantly to the prediction. Analyzing the behavior of the
prediction model provides insights into the effectiveness of these control measures.
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4.1. Significance and Background of the Dataset

No. Region Total Data Points Timeline

1 East Midlands 352 21/02/2020 – 06/02/2021

2 East of England 347 26/02/2020 – 06/02/2021

3 London 362 11/02/2020 – 06/02/2021

4 North East 342 02/03/2020 – 06/02/2021

5 North West 345 28/02/2020 – 06/02/2021

6 South East 368 05/02/2020 – 06/02/2021

7 South West 362 11/02/2020 – 06/02/2021

8 West Midlands 343 01/03/2020 – 06/02/2021

9 Yorkshire and Humber 374 30/01/2020 – 06/02/2021

10 Northern Ireland 370 03/02/2020 – 06/02/2021

11 Scotland 345 28/02/2020 – 06/02/2021

12 Wales 346 27/02/2020 – 06/02/2021

Table 4.1: Summary of Raw Data Set

UK Data Collection

Total number of daily and cumulative case, deaths and tests were collected from the
website developed and published by the public health England on behalf of government of
United Kingdom (UK)1. Data on Non-pharmaceutical Control Measures were obtained
manually based on UK’s policies on different entities like Meeting Indoors, Meeting
Outdoors, Domestic Travel, International Travel, Cafes and Restaurants, Pubs and
Bars, Sports and leisure, Hospitals/Care and Nursing Home Visits, Non-essential shops,
School Closures from available website references by Wikipedia2 and published news
articles. Control Measures are coded based on level of severity (e.g., ‘High’, ‘Moderate’,
‘Low’) for all control measures excluding Non-essential shops and School closures and
(e.g., ‘Opened’, ‘Closed’) for Non-essential shops and School closures, as represented in
Table 4.2 and Table 4.3. In addition, data points for Temperature and Humidity were
extracted from all weather data available from Reliable Prognosis website [Ltd20]

Notably, total 4256 data points were collected up to 06/02/2021 across different
regions in UK for e.g., England (East Midlands, East of England, London, North East,
North West, South East, South West, West Midlands, Yorkshire and Humber), Northern
Ireland (NI), Scotland and Wales as shown in Table 4.1

Evaluate Rate of Infection (Rt) from Data set

In our research, we adapted the following research [FMG+20] where Rt is calculated
based on daily number of confirmed cases and to model the time between the person
tested positive and successive positive person is serial interval distribution. As presented

1COVID-19 Dashboard (UK): https://coronavirus.data.gov.uk
2For example, for Wales the control measure data has been collected from

https://en.wikipedia.org/wiki/Timeline_of_the_COVID-19_pandemic_in_Wales
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4. Case Study: COVID-19 Non-Pharmaceutical Control Measures Dataset

Severity Level
High Moderate Low

Meeting Indoors No outside house-
holds allowed (ex-
cept extended)

Limited indoor
meeting

No restrictions

Meeting Outdoors Leave house only
with valid reason
(e.g., work, food)

Meet 1 person out-
side for exercise

No restrictions

Domestic Travel Stay Local (within
5 miles)

Avoid unneces-
sary travel

No restrictions

International Travel Non-essential
travel banned

Travel allowed
with quarantine
(10-14 days)

No restrictions

Cafes and Restaurants Closed (Takeaway
allowed)

Time-restricted
dine-in (Takeaway
allowed)

Full services al-
lowed

Pubs and Bars Shutdown Seating only, time
/ alcohol restric-
tions

No restrictions

Sports and Leisure Outdoors closed,
gyms shutdown

Limited outdoor
sports, individual
exercise

No restrictions

Hospitals/Care Visits Shutdown Seating only, alco-
hol restrictions

No restrictions

Table 4.2: Levels of Severity of each Non-pharmaceutical Control Measures

in [FMG+20] we used distribution be a Gamma distribution g with mean 7 and standard
deviation 4.5 for all regions at all time.

The discrete convolution function for number of new infections ct on a given day t
is given by

ct = Rt

t−1∑
τ=0

cτ gt−τ (4.1)

where cτ is the number of new infection on day τ . From equation 4.1, we can evaluate
value of Rt by

Rt =
ct∑t−1

τ=0 cτ gt−τ
(4.2)

In equation 4.2, ct and cτ are available directly from the data set.For suppose
x = t, τandcx can be calculated by subtracting the number of confirmed positive cases
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4.1. Significance and Background of the Dataset

Non-Essential Shops School Closures

Opened Clothing, electrical, furniture
and Beauty salons, tattooists,
nail bars, spas, tanning shops
are opened with respect to
health and Safety Rules

Nurseries , Primary and Sec-
ondary Schools opened with
respect to health and safety
rules

Closed All Non-essential shops Closed Nurseries, Primary and Sec-
ondary Schools Closed except
for vulnerable children, chil-
dren’s of key workers and spe-
cial school children

Table 4.3: Coding for Non-essential shops and School Closures

on day x and the number confirmed positive cases on day x− 1. We can able to obtain
gt − τ by integrating the Gamma distribution as

gκ =
∫ κ+0.5
τ=κ−0.5 g(τ)dτ

for κ = 2, 3, . . . and

g1 =
∫ 1.5
τ=0 g(τ)dτ

We illustrated the evaluated Rt for different regions in the UK in Figures 4.1 and 4.2.
Specifically, England and Wales are presented in Figure 4.1, while Scotland and
Northern Ireland (NI) are shown in Figure 4.2

Data Pre-Processing

The raw dataset comprises entries from the dashboard published for public access
[Eng20] and manually coded data obtained from government policies published in news
articles, which required further processing. In our research, we employed a three-stage
approach for preprocessing. Firstly, we converted all values of non-pharmaceutical
control measures (CM) from strings to numerical representations. For example, regions
in the UK were coded with numerical values such as ‘East Midlands’: 1, ‘East of
England’: 2, ‘London’: 3, and so forth up to ‘Wales’: 12. Control Measures were
categorized based on severity (‘Low’: 1, ‘Moderate’: 2, ‘High’: 3) as trinary, and
closures (‘Opened’: 0, ‘Closed’: 1) as binary. For instance, Meeting Indoors (MInd),
Meeting Outdoors (MOut), Domestic Travel (DT), International Travel (IT), Cafes and
Restaurants (CR), Pubs and Bars (PB), Sports and Leisure (SL), Hospitals/Care and
Nursing Home Visits (HV) were assigned trinary values, while Non-essential Shops (NS)
and School Closures (SC) were assigned binary values. Additionally, we discretized the
values of Temperature (T) into four intervals and Humidity (H) into three intervals as
shown: T:(−∞, 0), [0, 10), [10, 20), [20,∞) , H:[0, 40), [40, 80), [80,∞).
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Figure 4.1: Rate of Infection(Rt) over Confirmed positive cases in Wales and England

Secondly, we processed the control measures by breaking down the trinary control
measures into binary ones, such that each level of severity has its own column. For
instance, in our dataset, we had a trinary control measure like MInd (Meeting Indoors),
which accepts three different values: Low (L), Moderate (M), High (H). Through
splitting, we converted this trinary measure into binary ones, resulting in individual
control measures such as MInd L, MInd M, MInd H. This approach was applied to all
trinary control measures. Moreover, we discarded data points with confirmed positive
cases fewer than the threshold of 20 in a region. As per equation 2, the evaluated Rt value
assumes a reasonably large t; otherwise, both cτ and gt−τ would be too small, resulting
in an unnaturally large Rt. Furthermore, we replaced the existing entries in control
measures (processed in Stages 1 and 2) with a count that increases sequentially until
there is a change in policy regarding a specific control measure, at which point the count
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Figure 4.2: Rate of Infection(Rt) over Confirmed positive cases in Scotland and NI

resets. For example, MI(H)=12 means that 12 days have passed since implementing
high restrictions on meeting indoors. Next, we evaluated the Rt value, which is sensitive
to noise. For example, we identified an anomaly in the dataset, where fewer cases were
reported on weekends compared to weekdays for unknown reasons. To address this,
we used a sliding-window mean filter with a radius of 1 to mitigate the noise in the
data. That is, for a day t, if its confirmed cases are Ct, then the filtered confirmed
cases Ft would be calculated as (Ct− 1+Ct+Ct+ 1)/3. The evaluated Rt value, after
removing noise, is then added to each row in the dataset to be used as the target for
prediction.

In the final stage, to obtain interpretable qualitative results, we further discretized
the “confirmed cases”, “deaths”, “tests”, and Rt, which were modified, appended, and
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4. Case Study: COVID-19 Non-Pharmaceutical Control Measures Dataset

evaluated in the preprocessing stages. For features other than Rt, we used the K-means
discretization technique, as the number of intervals is not straightforward to estimate.
Rt was discretized into the following intervals: {[0, 1), [1,∞)}. For instance, if Rt = 0.83,
since 0 ≤ 0.83 < 1 and [0, 1) is the first interval for discretizing Rt, Rt = 0.83 is mapped
to 0. Given another entry, Rt = 1.23, since 1 ≤ 1.23 < ∞ and [1,∞) is the second
interval, Rt = 1.23 is mapped to 1.

The data collection, pre-processing, and evaluation of the Rt described in this section
lay the foundation for the subsequent application XAI techniques. By ensuring the
dataset is properly structured, with relevant features and an accurately computed target
variable, we can effectively apply XAI methods to gain insights into the effectiveness
of non-pharmaceutical control measures. The following sections will build upon this
foundation, using XAI to uncover the complex relationships between control measures
and the spread of COVID-19 in the UK.

4.2 Implementing XAI on the COVID-19 Dataset

To gain insights into the effectiveness of non-pharmaceutical control measures imple-
mented in the UK during the COVID-19 pandemic, we applied various machine learning
algorithms to predict whether the daily reproduction rate Rt is smaller or greater than
1 on a specific day, given the control measures in place.

We compared the performance of several algorithms, including Logistic Regression,
XGBoost, Random Forest, Support Vector Machines (SVM), and Neural Network
Classification. Table 4.4 presents the accuracy scores of these algorithms on the COVID-
19 dataset.

Algorithm Accuracy

Logistic Regression 0.87
XGBoost 0.92
Random Forest 0.94
SVM 0.89
Neural Network 0.91

Table 4.4: Accuracy comparison of different algorithms for the COVID-19 dataset

The results demonstrate that the Random Forest classifier achieves the highest
accuracy of 0.94, outperforming other algorithms. The superior performance of the
Random Forest can be attributed to its ability to handle a mix of categorical and
numerical features, capture non-linear relationships, and its robustness to outliers.
Based on these results, we selected the Random Forest classifier as the primary model for
further analysis and interpretation of the COVID-19 dataset. Its high predictive accuracy
and inherent feature importance measures align well with our goal of understanding the
impact of control measures on the daily reproduction rate.
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To gain deeper insights into the contribution of each control measure to the model’s
predictions, we applied the Tree SHAP. SHAP assigns importance values to each feature
based on their contribution to the model’s output, providing a global explanation of
the model’s behavior.

Figure 4.3 presents the SHAP global explanation plot for the COVID-19 dataset.
Each point in the plot represents an instance from the dataset, with the color indicating
the feature value (blue for low values and red for high values). The x-axis shows the
impact of each feature on the model’s prediction, with points on the right side (positive
SHAP values) indicating that the feature pushes the classifier towards predicting a
higher probability of the desired outcome (Rt < 1), while points on the left side (negative
SHAP values) indicate the opposite. The summary plot provides valuable insights into
the relationship between different features and the model’s predictions. Features with
low values (represented by blue points) that appear on the right side of the plot are
positively correlated with the desired outcome of keeping the rate of infection (Rt) less
than 1. Conversely, features with high values (represented by red points) on the left
side of the plot are negatively correlated with the desired outcome.

The SHAP summary plot effectively captures the complex relationships between
features and the model’s predictions, highlighting the factors that contribute to keeping
Rt below the critical threshold of 1.

From the SHAP global explanation, we observe that control measures such as Cafes
and Restaurants high restrictions, High restrictions on pubs and bars, and high number
cases have a significant impact on the model’s predictions.

These insights from the SHAP global explanations provide a foundation for under-
standing the effectiveness of non-pharmaceutical control measures in controlling the
spread of COVID-19. In the next section, we will apply the proposed Controllable fActor
Feature Attribution (CAFA) approach to further investigate the impact of controllable
and uncontrollable factors on the model’s predictions.

4.3 Drawn Insights and Conclusions

The analysis of the COVID-19 dataset using explainable AI techniques, particularly
the SHAP global explanations, provides valuable insights into the effectiveness of non-
pharmaceutical control measures in controlling the spread of the virus in the UK. The
Random Forest classifier, with its high predictive accuracy, serves as a reliable model for
understanding the impact of various control measures on the daily reproduction rate Rt.
The SHAP global explanation reveals that control measures such as high restrictions
on cafes and restaurants, high restrictions on pubs and bars, and a high number of
cases have a significant influence on the model’s predictions. This suggests that these
measures play a crucial role in determining whether the daily reproduction rate Rt is
smaller or greater than 1 on a specific day.

The insights gained from the SHAP global explanation align with the real-world
understanding of the effectiveness of non-pharmaceutical interventions. Restrictions on
social gatherings in indoor settings, such as cafes, restaurants, pubs, and bars, have been
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Figure 4.3: SHAP global explanation for the COVID-19 dataset

widely recognized as important measures in reducing the transmission of COVID-19
[FMG+20]. These settings often involve close contact among individuals, increasing the
risk of virus spread. By imposing high restrictions on these venues, the UK government
aimed to limit social interactions and curb the spread of the virus.

Moreover, the significance of the high number of cases in the model’s predictions
highlights the importance of monitoring and responding to the current state of the
pandemic. A high number of cases indicates a greater prevalence of the virus in
the community, which can lead to increased transmission and a higher reproduction
rate. This insight emphasizes the need for timely and effective control measures to be
implemented based on the current epidemiological situation. However, it is important to
note that the SHAP global explanation provides an overall view of feature importance
across the entire dataset. To gain a more granular understanding of the impact of control
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measures on specific instances, local explanations can be employed. Local explanations,
such as SHAP local explanations, can reveal the contribution of each control measure
for individual predictions, allowing for a more nuanced analysis of their effectiveness in
different scenarios.

Furthermore, the proposed Controllable fActor Feature Attribution (CAFA) ap-
proach can be applied to the COVID-19 dataset to distinguish between controllable and
uncontrollable factors. By focusing on the controllable factors, such as the implemen-
tation of specific control measures, policymakers and public health officials can make
informed decisions about which interventions to prioritize and how to allocate resources
effectively.

In conclusion, the analysis of the COVID-19 dataset using explainable AI techniques
provides valuable insights into the effectiveness of non-pharmaceutical control measures
in controlling the spread of the virus in the UK. The SHAP global explanation highlights
the importance of restrictions on social gatherings in indoor settings and the significance
of monitoring the current state of the pandemic. These insights can guide policymakers
in making data-driven decisions and implementing targeted interventions to mitigate
the impact of COVID-19. Further analysis using local explanations and the CAFA
approach can provide a more comprehensive understanding of the complex interactions
between control measures and their impact on the daily reproduction rate.
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Controllable fActor Feature
Attribution (CAFA)
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5.1 Introduction

Feature attribution algorithms [LL17] are a popular class of Explainable AI (XAI) algo-
rithms. Given a prediction instance, they tell the relative “importance” of each feature
in the instance. In addition to “explaining” the prediction model, importance measures
also reveal insight about the instance being explained, e.g., [ADG+21] shows that XAI
can help “generating the hypothesis about causality” in developing decision support sys-
tems. In this sense, feature attribution algorithms are considered as a data mining tool
for extracting and discovering patterns in large datasets. For instance,[DFB+21] uses
feature attribution algorithms to understand important factors affecting cancer patient
survivability; [F+20] employs feature attribution algorithms to study factors affecting
the transmission of SARS-CoV-2; and [L+21] uses feature attribution to analyse factors
affecting foreign exchange markets. However, existing feature attribution algorithms
(see e.g., [AB18, Mol23, TG20] for overviews) treat all features homogeneously when
computing their relative importances. Such homogeneity may not always give desirable
interpretations when feature attribution algorithms are used for data mining purposes.
Consider the following hypothetical example.
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5.2. CAFA Algorithm

Suppose we want to estimate the chance for some individual having breast
cancer, with features like age, gender, weight, alcohol intake, smoking habits,
family history, etc. A predictive model estimates the likelihood of the person
having breast cancer; and a feature attribution algorithm gives attributions
like age: 0.3, gender: 0.13, weight: 0.27, alcohol intake: 0.15, smoking: 0.3,
family history: 0.36, etc.

From these calculated values, we notice that certain features, such as age, gender and
family history, while being influential to the prediction, are uncontrollable risk factors
[Dra06]. Knowing the relative importance of these features makes little contribution
to clinical decision making. On the other hand, features representing controllable risk
factors such as weight, alcohol intake and smoking habits are vital to clinical interventions
[Dra06]. Thus, from an intervention perspective, it is necessary to distinguish these two
classes of factors and compute their influences accordingly. We raise the question:

What are the influences of controllable factors used in a prediction?

To answer this question, a naive approach would be to build another predictive model,
which only considers controllable factors, and apply feature attribution algorithms to
that model. However, as explained in [KL21] and [ŽC16], dropping features from
models can negatively impact the model performance as we will show in Table 5.1
in experimental study. Thus, instead of building models with fewer features, we
suggest creating algorithms that are able to treat controllable factors differently from
uncontrollable ones.

In this thesis, we present Controllable fActor Feature Attribution (CAFA). Through
selective perturbation and global-for-local interpretation, CAFA computes the relative
importance of controllable factors for individual instances using prediction models built
from all features. We apply CAFA on lung cancer data in Simulacrum1 and on the
UCI breast cancer dataset2 to study the influence of controllable factors on survival
time or recurrence. In a second experiment (see Section 5.5), we apply CAFA to data
from a COVID-19 transmission case study (cf. also [HFL+21, KED+21]) to explore the
effectiveness of non-pharmaceutical control measures.

5.2 CAFA Algorithm

CAFA computes feature importances for controllable factors through selective pertur-
bation and global-for-local interpretation. Conceptually, CAFA is inspired by LIME
such that a set of perturbed samples is generated to compute the feature importance.
However, there are two main differences. Firstly, unlike LIME where the perturbation
is carried out uniformly throughout all features, CAFA selectively perturbs features
representing controllable factors. Secondly, with the dataset generated, instead of fitting

1Simulacrum is a dataset ”developed by Health Data Insight CiC derived from anony-
mous cancer data provided by the National Cancer Registration and Analysis Service, which is
part of Public Health England”, https://simulacrum.healthdatainsight.org.uk/publications/

acknowledging-the-simulacrum/ .
2http://archive.ics.uci.edu/ml/datasets/Breast+Cancer
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a weak interpretable model for computing explanations, a strong model is chosen to
fit the dataset. We then determine the feature importance of controllable factors by
using an explainer to compute the global explanation on the dataset. Fig. 5.1 illustrates
CAFA’s selective perturbation strategy.

Figure 5.1: Selective Perturbation in CAFA. The point of interest (explanation point)
and the generated dataset are shown in the figures. The red dot denotes the point
of interest in a 2D space. The yellow curve is the decision boundary. Blue “+” and
green “-” denote generated positive and negative samples, respectively. The figure on
the left illustrates the standard perturbation (LIME), where both features x and y are
perturbed; the figure on the right illustrates the selective perturbation (CAFA), where
only the x axis, representing the controllable factor, is perturbed.

Given a prediction model f , for a data point x with m features partitioned into
two sets Fc (controllable) and Fu (uncontrollable) such that Fc ∩ Fu = {}, to compute
feature importance for Fc, we construct a data set with n points

Dx = {(x1, f(x1)), . . . , (xn, f(xn))}

such that for all (xi, f(xi)) ∈ Dx, the following two conditions hold:

nolistsep δ(x,xi) ≤ πx, where δ is a distance function and πx is some proximity
threshold, and

noliistsep for x = ⟨v1, . . . , vm⟩, and xi = ⟨vi1, . . . , vim⟩, for all j (1 ≤ j ≤ m), it is the
case that if feature j is in Fu, then vj = vij .

For two instances x1 = ⟨v11, . . . , v1m⟩ and x2 = ⟨v21, . . . , v2m⟩, the distance function
δ(x1,x2) is

δ(x1,x2) =

∑m
i=1 ωid(v

1
i , v

2
i )∑m

i=1 ωi
, (5.1)

where ωi is the weight of feature i and d(v1i , v
2
i ) is defined by3:

• if feature i is categorical, then

d(v1i , v
2
i ) =

{
0 if v1i = v2i ,

1 otherwise;
(5.2)

3Note that we assume some standard normalization / scaling pre-processing is performed on the
dataset so all continuous features take values in the range [0,1].
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• if feature i is continuous, then

d(v1i , v
2
i ) = |v1i − v2i |. (5.3)

We then build a strong prediction model g from Dx and calculate the global
explanation g(Dx) using SHAP by first computing local explanations for all instances
in Dx and then averaging the results. Overall, for an instance x and explanations Φi
computed over Dx,

CAFA(x) =
1

n

n∑
i=1

Φi. (5.4)

Thus, we use the global explanation computed with a strong predictor on Dx as the
local explanation for x. This global-for-local interpretation is superior to LIME’s local
surrogate approach, as it has been shown that SHAP is more robust than LIME
[Hon18, LEC+20, SHJ+20, YFL21].

Algorithm 1 describes the process in detail. Since all points in Dx have the same
values for their uncontrollable features, these features have no correlation to class labels
of points in Dx. Thus, their feature importance will be assigned to 0, as they make no
contribution to the prediction. By setting that each class contains K samples (Line 7),
we ensure that Dx is balanced.

Algorithm 1 Selective Perturbation and Global-for-Local Interpretation.

Input: Data point x, Prediction model f , Proximity threshold πx, Distance Function δ,
Controllable features Fc, Sample class size K Output: Feature Importance Φ

1: Let D′
x = [];

2: do
3: Randomly generate a data point x′ such that for all features v ∈ Fu, x

′ contains
the same value as x in v and δ(x,x′) ≤ πx;

4: Append (x′, f(x′)) to D′
x;

5: Let r be the size of the smallest class in D′
x;

6: while r < K;
7: Construct Dx from D′

x by sampling K elements from each class in D′
x;

8: Let Φ be the global explanation for g(Dx) with a strong predictor g;
9: return Φ;

5.3 Categorization of Features into Controllable and
Uncontrollable Groups

The principle of categorizing features into controllable and uncontrollable groups is a
fundamental aspect of the CAFA approach. This categorization is based on the idea that
some features can be directly influenced or modified by decision-makers, while others
are inherent or fixed characteristics that cannot be easily changed. Controllable features
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are those that can be actively manipulated or adjusted through interventions, policies,
or individual actions. These features are of particular interest to decision-makers as
they represent actionable factors that can be targeted to influence outcomes. Examples
of controllable features in the medical domain include treatment options, medication
dosages, lifestyle choices, and adherence to medical guidelines.

On the other hand, uncontrollable features are those that are intrinsic or immutable
characteristics of individuals or the environment. These features cannot be easily
modified and are often determined by factors beyond the control of decision-makers.
Examples of uncontrollable features include age, gender, genetic predisposition, and
certain environmental factors like climate or geography.

The distinction between controllable and uncontrollable features is crucial for gener-
ating actionable insights and making informed decisions. By focusing on controllable
features, CAFA enables users to identify the factors that can be targeted for interventions
and policy changes. This information can guide the development of targeted strategies
and the allocation of resources to areas where they can have the greatest impact. It is
important to note that the categorization of features into controllable and uncontrollable
groups may vary depending on the specific domain and the context of the problem.
What may be considered controllable in one setting may be uncontrollable in another.
Therefore, domain expertise and careful consideration of the specific characteristics of
the features are necessary when applying the CAFA approach.

5.4 Application of CAFA to Medical Datasets

As an experiment, we apply CAFA to the lung cancer data in Simulacrum and the UCI
breast cancer dataset. We predict 12-months survival on the lung cancer dataset, which
contains 2,242 instances specified by 24 features:

• Four uncontrollable features: age, ethnicity, sex and height;

• 20 controllable features: morph, weight, dose administration, regimen outcome
description, administration route, clinical trial, cycle number, regimen time delay,
cancer plan, T best, N best, grade, CReg code, laterality, ACE, CNS, performance,
chemo radiation, regimen stopped early, and M Best.4

The breast cancer dataset comprises 286 data instances, predicting cancer recurrence,
each containing 9 features, which are:

• Two uncontrollable features: age and menopause;

• Seven numerical controllable features: tumor size, inv-nodes, node-caps, deg-malig,
breast, breast-quad, and irradiate.

4Description of features used in this dataset can be found at the Cancer Registration Data Dictionary
and the SACT Data Dictionary, with links available at:
https://simulacrum.healthdatainsight.org.uk/available-data/table-descriptions/.
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Random forest classifiers are used in both cases.
Firstly, we illustrate that simply dropping uncontrollable features will negatively

impact the prediction accuracy. As shown in Table 5.1, the accuracy drops across the
three datasets, i.e., lung cancers, breast cancer, and covid19 (we will introduce covid19
dataset in the next section), suggesting features importances achieved from models from
fewer features may be different from the ones achieved from using the original dataset.

Original Controllable features only

Lung Cancer 0.97 0.85

Breast Cancer 0.79 0.76

COVID19 0.94 0.88

Table 5.1: The prediction for lung cancer, breast cancer, and COVID19 dataset by
using the original dataset and the dataset with controllable features only.

We then explore the influence of controllable features on prediction results on
individual instances (local explanations). To this end, we randomly sample an instance
from each dataset, as follows:

• Lung Cancer: age 71; ethnicity 5; sex 0; morph 8140; weight 49.8; height 1.83;
dose administration 8; regimen outcome 1; administration route 1; clinical trial 2;
cycle number 1; regimen time delay 0; cancer plan 0; T Best 3; N Best 0; grade 3;
CReg Code 401; laterality 2; ACE 9; CNS 99; performance 0; chemo radiation 0;
regimen stopped early 1; M Best 0.

• Breast Cancer: age 40; menopause 0; tumor-size 6; inv-nodes 0; node-caps 1;
deg-malig 3; breast 0; breast-quad 3; irradiate 0.

For each instance x, we generate Dx containing 1,000 perturbed instances (binary
classification, K = 500) and carry out the CAFA calculation as shown in Algorithm 1.
We let πx be the average distance between points and feature weights ωi = 1. Results
from SHAP and CAFA are shown in Fig. 5.2. In this figure, the x-axis shows the
features; y-axis shows feature importance. For each feature, the left (blue) bar shows
the SHAP result of the feature, and the right (red) bar shows the importance calculated
with CAFA. We observe that:

1. For uncontrollable features, i.e., “age”, “ethnicity”, “sex”, and “height” from the
lung cancer dataset as well as “age” and “menopause” from the breast cancer
dataset, the assigned importance value is 0, as expected;

2. For controllable features, there is a strong correlation, 0.96 for lung cancer and
0.99 for breast cancer, between values represented by the blue and the red bars,
suggesting that CAFA is agreeable with SHAP.

This suggests that CAFA successfully excludes influences of uncontrollable features with
its calculation, while maintaining properties of standard feature attribution algorithms
such as SHAP.
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(i) A lung cancer instance randomly selected from the Simulacrum dataset. Uncontrollable
features are: Age, Ethnicity, Sex, and Height.

(ii) A breast cancer instance randomly selected from the UCI breast cancer dataset. Uncontrol-
lable features are Age and Menopause.

Figure 5.2: Illustration of CAFA vs. SHAP on two explanation instances selected from
two medical datasets. We observe that (1) with CAFA, all uncontrollable features are
assigned importance 0; (2) for controllable features, CAFA produces results that are
agreeable with the ones given by SHAP.

We further study the influence of uncontrollable features with CAFA for global
explanations. We randomly sample 100 instances from each dataset and compute global
explanations with SHAP and CAFA. We produce “violin plots” using the summary
plot function from the SHAP library. Fig. 5.3 (a) and (b) illustrate global explanations
for the lung and breast cancer datasets, respectively. There, the x-axis is the feature
importance and the y-axis is the features. Color (red to blue) represents the value of a
feature.

For Fig. 5.3 (a) and (b), the left-hand side figures show results from SHAP; and at
the right-hand side figures show results from CAFA. We can see that: (1) as seen in
local explanation cases (Fig. 5.2), all uncontrollable features are assigned an importance
value 0; (2) similar patterns to SHAP on controllable features can be seen from CAFA,
i.e., similar color patterns for a specific feature; (3) the orders of feature importance
differ from SHAP to CAFA. We conclude that, for global explanations, CAFA precludes
uncontrollable features from contributing to explanations, and CAFA produces distinct
explanations to SHAP even if uncontrollable features are excluded.
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(i) Global views of lung cancer cases in the Simulacrum (left: SHAP; right: CAFA). Uncontrol-
lable features are: Age, Ethnicity, Sex, and Height.

(ii) Global views of the UCI Breast Cancer dataset (left: SHAP; right: CAFA). Uncontrollable
features are: Age, and Menopause.

Figure 5.3: Global explanations calculated using SHAP and CAFA on the Simulacurm
Lung Cancer dataset and the Breast Cancer dataset. Same as Fig. 5.2, we see that
uncontrollable features in both datasets have importance 0; and CAFA produces similar
results to SHAP for controllable features.

5.5 Application of CAFA to the COVID-19 Dataset

With the outbreak of the COVID-19 pandemic in December 2019, many countries
have implemented some non-pharmaceutical control measures to contain the spread
of the virus in the absence of effective vaccination and treatment. In this case study,
we use CAFA to study the effectiveness of the non-pharmaceutical control measures
implemented in the UK.
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We formulate the effectiveness of control measures as an XAI modelling problem. We
focus on studying the relationship between control measures and the daily reproduction
rate Rt. Rt is one of the most important metrics used to measure the epidemic spread.
A value greater than 1 suggests the epidemic being expanding; a value less than 1
indicates shrinking. We employ the approach presented in [FMG+20] for estimating Rt
from daily infection cases. We then pose the following classification problem:

Given non-pharmaceutical control measures applied on a specific day, predict
whether Rt is smaller or greater than 1 on that day.

Having this prediction problem solved by a classifier, we use CAFA to identify control
measures that make the greatest contribution to the prediction. Thus, by analysing
the behaviour of the prediction model, we gain insight into the effectiveness of control
measures.

We have collected a dataset containing daily infection numbers and control measures
from 04/January/2020 to 06/September/2021. Each instance consists of uncontrollable
features (i.e., daily number of infections, cumulative cases, daily number of deaths and
tests performed, temperature and humidity) and controllable features (i.e., implemented
control measures). The numbers of daily cases, cumulative cases, deaths, and tests
performed are collected from the Public Health England website5. Control measure
information is retrieved from Wikipedia6 and various news articles.

We have considered control measures school closures (SC), restrictions on meeting
friends and family indoors (MInd), meeting friends and family outdoors (MOut), do-
mestic travel (DT), international travel (IT), hospitals and nursing home visits (HV),
opening of cafes and restaurants (CR), accessing pubs and bars (PB), sports and leisure
venues (SL), and non-essential shops (NS). The values for control measures are binary,
e.g, for “school closure”, the values are “open” and “closed”; for “restrictions on meeting
indoors” the values are “High” (H) or “Moderate” (M). To accommodate the temporal
effect of control measures, each feature is represented categorically. For instance, if they
are open, then the “school closure” feature takes value 0; if the schools are closed for
0-5 days, then it takes value 1; etc.

In total, we have collected 4,256 data points across 12 UK regions: East Midlands,
East of England, London, North East, North West, South East, South West, West
Midlands, Yorkshire and Humber, Northern Ireland, Scotland and Wales. To remove
noise and achieve a more accurate Rt estimation, we drop data points with cumulative
cases less than 20 for each region and keep 3,936 instances. A sliding-window mean
filter of size 3 has been used to filter noise in daily cases.

We split the dataset as 70% for training and 30% for testing, and use a random
forest classifier. We achieve a high prediction accuracy of 94.4%. Since we aim to
obtain a bird’s-eye view of how control measures are affecting the disease, we focus on
calculating global explanations. To this end, for each instance x, we generate Dx with

5COVID-19 Dashboard (UK): https://coronavirus.data.gov.uk
6For example, for Wales the control measure data has been collected from

https://en.wikipedia.org/wiki/Timeline_of_the_COVID-19_pandemic_in_Wales
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Figure 5.4: Global views of the COVID dataset (SHAP Left; CAFA Right). Uncon-
trollable features are: Humidity (Humid), Temperature (Temp), Cumulative Cases
(Cum cases), Daily Infections (Cases) and Regions.

K = 500. πx is the average distance between any two instances; ωi = 1. By following
Algorithm 1, we obtain feature importance using CAFA. The global explanations are
shown in Fig. 5.4, right-hand side, with SHAP results shown on the left.

The SHAP results at the left demonstrate that the number of daily cases and
cumulative cases both have strong impact in predicting Rt. However, as both are
uncontrollable, knowing that they have strong influence to the prediction does not help
us understand the effectiveness of control measures. With CAFA (Fig. 5.4 right-hand
side), the importance of all uncontrollable features are assigned to 0. Overall, we observe
that:

• SHAP considers High Restriction on Cafes and Restaurants Access (CR H), High
Restriction on Pubs and Bars Access (PB H), Number of Daily Infections (Cases),
Number of Daily Infections (Cases), Medium Restriction on Pubs and Bars Access
(PB M), and High Restriction Sport and Leisure Facilities (SL H) as the top five
effective control measures; whereas

• CAFA considers CR H, PB H, PB M,Medium Restriction on Hospital and Nursing
Home Visits (HV M) and Medium Restriction on Cafes and Restaurants Access
(CR M) as the top five effective control measures.

CAFA’s results are in alignment with WHO’s COVID-19 guideline stating the “Three
C’s” rule that the virus is more transmissible with (1) Crowded places; (2) Close-contact
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settings; and (3) Confined and enclosed spaces with poor ventilation.7 Focusing on
restricting access to cafes and restaurants as well as pubs and bars seem to be a very
reasonable strategy in reducing the virus transmission, for the reason that these are the
most prominent locations meeting the Three C’s for most of the population.

5.6 Summary

In this chapter, we introduced the Controllable fActor Feature Attribution (CAFA) ap-
proach, a novel XAI technique that addresses the challenge of estimating the importance
of controllable features in prediction models. CAFA selectively perturbs controllable
factors while leaving uncontrollable ones unchanged, generating a dataset of perturbed
instances. By computing global explanations on this dataset, CAFA provides local
explanations for each prediction instance, focusing on the impact of controllable features.

We applied CAFA to medical datasets, including lung cancer and breast cancer data,
demonstrating its ability to exclude the influence of uncontrollable features and provide
meaningful explanations. Additionally, we conducted a real-world case study on the
effectiveness of COVID-19 non-pharmaceutical control measures in the UK, showcasing
CAFA’s potential for identifying the most influential measures in containing the disease.

The chapter also discussed the principle of categorizing features into controllable
and uncontrollable groups, highlighting the importance of this distinction for generating
actionable insights. The successful application of CAFA to both existing medical
datasets and the COVID-19 case study demonstrates its potential as a valuable tool
for understanding the impact of controllable factors in various domains. By providing
accurate and interpretable explanations, CAFA enables users to make informed decisions
and design targeted interventions based on the identified controllable factors.

However, it is important to acknowledge that CAFA, like any other XAI approach,
has its limitations and assumptions. The quality of the explanations generated by CAFA
depends on the quality and representativeness of the dataset, as well as the choice
of the perturbation strategy and the underlying prediction model. Future research
could explore alternative perturbation techniques and investigate the robustness of
CAFA across different datasets and prediction models. In conclusion, CAFA presents
a promising approach for enhancing the interpretability and actionability of machine
learning models, enabling users to focus on the controllable aspects that drive predictions
and outcomes. As XAI continues to gain importance across various domains, techniques
like CAFA will play a crucial role in facilitating informed decision-making and targeted
interventions based on the insights derived from complex models.

7https://www.who.int/news-room/q-a-detail/coronavirus-disease-covid-19-how-is-it-transmitted
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Chapter 6

Uncertainty-based Controllable
Factor Feature Attribution
(UCAFA)
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6.1 Introduction

The application of Machine Learning (ML) methods for Health Data is common [Tom21,
Raj18]. Unfortunately, many of the predictive ML methods used are not inherently
interpretable thus many efforts have gone into the interpretability of ML in application
to health data [LEC+20, DFFS23, KED+21]. A common approach for increasing the
interpretability of ML is through eXplainable Artificial Intelligence (XAI) approaches
[AR23]. The umbrella of XAI approaches are discretized into two focal points; to explain
a specific model (model-specific), and to provide explanations agnostic to the model
choice (model-agnostic) [LFM+23]. Due to the innate complexity of developing a model-
agnostic approach to XAI, there is often the use of perturbation techniques to provide
information locally around an instance, which is then followed by an approximation
of the ML model with an inherently interpretable model; this is seen with popular
approaches such as Local Interpretable Model-Agnostic Explanations (LIME) [RSG16].

Despite the success of XAI methods that use perturbation techniques such as
LIME, the use of perturbation techniques is prone to out-of-distribution samples in
the perturbed neighborhood [QYC+21]. Many approaches in literature that extend
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on the LIME method are focused on defining the neighborhood. For example, the
Deterministic-LIME (D-LIME) [ZK21] approach utilised hierarchical clustering in an
attempt to define the neighbourhood from existing instances, therefore this approach is
prone to instances being far away from the instance to explain and thus limiting the
size of the neighbourhood. In the medical context, in distribution perturbation are
crucial because patient data can often exhibit intricate patterns and variations specific
to different conditions and medical histories. By maintaining the distribution of the
original patient data, the perturbed samples accurately reflect the diverse range of
potential scenarios that a patient might encounter.

On the other hand, Controllable Factor Feature Attribution (CAFA) which is
introduced in Chapter 5, inherently offers a strategic alternative that aims to mitigate
the issue of out-of-distribution perturbations. By focusing on controllable factors, CAFA
selectively perturbs only these features, maintaining the fixed values for uncontrollable
features. This selective perturbation naturally diminishes the chance of creating non-
representative samples, as alterations are confined to a more constrained feature space–
one that is designed to embody actionable insights within the data. However, CAFA
is not without its limitations. The method relies on an arbitrary distance metric
to determine whether an instance is within the distribution. Even with selective
perturbation, CAFA may still generate instances that are not entirely representative of
the original data distribution, leading to potential inaccuracies in the feature attributions.

To address this, we propose the Uncertainty-based Controllable Factor Feature
Attribution (UCAFA) method, to provide more certain and reliable explanations for
controllable features. Autoencoders have been used for estimate prediction uncertainties
[WHO+24, WHF23], thus the UCAFA leverages a Variational Autoencoder (VAE) to
ensure perturbations remain within distribution, effectively addressing the issue of out-
of-distribution samples that can skew explanations. This approach not only maintains
the focus on controllable factors, as seen in CAFA, but also significantly improves
the reliability of attributions by enforcing an uncertainty threshold. The reliability of
feature attribution methods can be evaluated through the insertion (insertion score) of
important features used in various studies [HMO23, LDC+23]. For example, consider the
Simulacrum Lung Cancer dataset used in [DFB+21, DFSF24], figure 6.1 elucidates how
the average prediction probability evolves as we incrementally insert features according
to their corresponding feature attribution values, starting with the most influential and
proceeding in descending order of importance. The baseline probability–indicated by a
dashed line across the graphs–serves as a reference point, which represents the complete
set of features influence on the model predictions. Thus the intuition is that as more
features are added, the prediction probabilities gradually converge towards the baseline
probability, this indicates that the impact of less important features diminishes over
time. We observe that UCAFA converges faster to the baseline, whereas CAFA, SHAP
and LIME require more feature to convergence to the baseline.

The key contributions of this work are twofold:

• Introducing UCAFA, a novel model-agnostic explanation method that extends
CAFA by using a VAE and uncertainty threshold to ensure perturbations remain
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within the expected data distribution for more reliable feature attributions.

• Demonstrating UCAFA’s superior performance compared to LIME, SHAP, and
CAFA across three healthcare datasets, with faster convergence to baseline proba-
bilities, lower perturbation sensitivity, and reduced error rates, thus enhancing
feature attribution reliability and interpretability.

Figure 6.1: Change in prediction probability with incremental feature insertion for
the Lung Cancer dataset. The graphs illustrate the average prediction probability as
features are incrementally added based on their importance, with the most significant
feature included first, followed by the next most important, and so on. The baseline
probability is established to represent the scenario where all features are present: (a)
SHAP, (b) LIME, (c) CAFA and (d) UCAFA

((a)) SHAP ((b)) LIME

((c)) CAFA ((d)) UCAFA

6.2 Variational Autoencoders (VAEs) for Uncertainty
Quantification

Variational Autoencoders (VAEs) [KW13] are generative models that learn a low-
dimensional latent representation of the data by encoding the input into a latent
space and decoding it back to the original space. VAEs optimize the Evidence Lower
Bound (ELBO), which consists of a reconstruction term and a regularization term
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Figure 6.2: Illustration of the VAE framework that learns parameters θ∗ and ψ∗ to
minimise the distance between q and p.

Figure 6.3: UCAFA framework depicting the reducing of the original neighbourhood Z
to the neighbourhood Z ′, where the feature attribution values are then calculated for x
in the reduced neighbourhood.

that encourages the latent distribution to be close to a prior distribution, typically
a standard Gaussian. The ELBO can be used as a measure of uncertainty, as it
quantifies the discrepancy between the true posterior and the variational approximation
[WHO+24, WHF23]. Instances with higher ELBO values are considered to be more
aligned with the learned data distribution, while instances with lower ELBO values are
deemed more uncertain or out-of-distribution.

6.3 Proposed Method: UCAFA

The UCAFA framework shown in figure 6.3 is more formally described such that, given
a family of distributions Γ, we let γ(x) ∼ Γ represent a perturbation function on x,
such that we obtain perturbed samples Z = x+ γ(x), where z = ⟨z1, . . . , zm⟩ ∈ Z and
Z ∈ Rn×m. We follow by modifying the surrogate set Z by restricting the uncertainty
in the set. We achieve this by defining a new set Z ′ = {z|VAELoss(z) ≤ δ} where

VAELoss(x) = −Eqθ(z|x)[log pψ(x|c)] +DKL[qθ(c|x)||pψ(c)], (6.1)
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where c is the latent space shown in Figure 6.3, and δ ∈ R is the uncertainty threshold
and z′ = ⟨z′,1, . . . , z′,m⟩ are the instances in the new neighbourhood Z ′ that have an
uncertainty value less than or equal to δ.

To provide feature attribution values in this new neighborhood and to make use
of valuable game-theoretic properties, we utilize the linear SHAP formulation [LL17].
To achieve this, we define a simple linear regression model F over our neighborhood
Z ′, producing a vector of predicted values y′ with coefficients β. Here, F is a single
black-box model from a set of potential black-box models F , allowing us to define a
model-agnostic approach. Therefore, we have:

y′ = F (Z ′), where F ∈ F . (6.2)

Following this, we obtain the coefficients:

β = (Z ′TZ ′)−1Z ′Ty′. (6.3)

This formulation allows the linear SHAP values to be calculated for each single feature
xj in the perturbed neighborhood of reduced uncertainty Z ′ as:

Φj(x) = βj(xj − E[Z ′,j ]). (6.4)

Algorithm 2 UCAFA: Uncertainty-based Controllable Feature Attribution.

Input: Original datasetX, Prediction model f , VAE models (Enc,Dec) with parameters
(θ∗, ψ∗), Proximity threshold π, Perturbation function γ ∼ Γ, Uncertainty threshold δ,
Linear SHAP model F
Output: Feature importance values Φ for each feature in X

1: Train VAE on X to learn data representation, maximising ELBO to obtain θ∗ and
ψ∗.

2: Generate perturbed samples Z using γ(x) for each x ∈ X.
3: Initialize filtered neighbourhood Z ′ = ∅.
4: for each z ∈ Z do
5: Calculate L(z) using trained VAE.
6: if L(z) ≤ δ then
7: Add z to Z ′.
8: end if
9: end for

10: Apply linear regression F on Z ′ to predict y′.
11: Calculate coefficients β using y′ and Z ′.
12: for each feature xj in X do
13: Calculate Φj(x) = βj(xj − E[Z ′,j ]).
14: end for
15: Return Φ.
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This approach ensures that the feature attributions are derived from a neighbor-
hood of reduced uncertainty, providing more reliable explanations for controllable
features compared to the original CAFA method. We provide details on the UCAFA
implementation in algorithm 2.

6.4 Experiments

6.4.1 Datasets

6.4.1.1 The Simulacrum

The Simulacrum Lung Cancer dataset, developed by Health Data Insight CiC, is derived
from anonymous cancer data provided by the National Cancer Registration and Analysis
Service1, a part of Public Health England. We consider a lung cancer subset as presented
in [DFB+21], containing 2,242 instances and 24 input features. For demonstration we
manually divide features into two categories: controllable and uncontrollable. The set
of uncontrollable features that are omitted in our approach are age, ethnicity, sex, and
height, the remaining 20 input features are used as controllable features.

6.4.1.2 UCI Breast Cancer

The UCI Breast Cancer dataset [ZS88] contains 286 instances, each characterized by
9 features, to predict cancer recurrence as a binary classification problem. The target
variable indicates either ”recurrence-events” or ”no-recurrence-events”. The features
include two uncontrollable attributes (age and menopause) and seven controllable
diagnostic measurements (tumor size, inv-nodes, node-caps, deg-malig, breast, breast-
quad, and irradiate).

6.4.1.3 UK COVID-19 Dataset

For our analysis, we used the dataset provided by [KLS+22], which contains a total of
3,936 instances across 12 UK regions. Each instance consists of both uncontrollable and
controllable features. The uncontrollable features include the cases, cumulative cases,
deaths, tests, temperature, and humidity. The controllable features encompass various
non-pharmaceutical interventions like school closures, indoor and outdoor gathering
restrictions, travel limitations, and the operation of public venues. This dataset enables
a detailed examination of how controllable measures influenced COVID-19’s spread in
the UK

1The features of the dataset are documented in the Cancer Registration Data Dictio-
nary and the SACT Data Dictionary. Relevant links are accessible via the specified website:
https://simulacrum.healthdatainsight.org.uk/available-data/table-descriptions/.
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6.4.2 Experimental Setup

For all three datasets, we employed the Random Forest algorithm, which yielded the best
accuracy compared to other machine learning models. Hyperparameters are selected
through grid search to re optimal performance. The Random Forest model achieved
an accuracy of 0.97 on the Lung Cancer dataset, 0.79 on the Breast Cancer dataset,
and 0.94 on the UK COVID-19 dataset. These high accuracy scores demonstrate the
effectiveness of the model for predicting patient survival, cancer recurrence events, and
the impact of control measures on the daily rate of infection (Rt) of COVID-19 (see
[KLS+22, KED+21] for dataset details). An overview is provided in table 6.1.

Table 6.1: Summary of datasets and model performance

Dataset Instances Features Task Accuracy

Lung Cancer 2,242 24 (20 controllable, 4 uncontrollable) Classification 0.97
Breast Cancer 286 9 (7 controllable, 2 uncontrollable) Classification 0.79
UK COVID-19 3,936 17 (11 controllable, 6 uncontrollable) Classification 0.94

6.4.3 Metrics

6.4.3.1 Insertion

The insertion score is a commonly used metric to evaluate the performance of a feature
attribution algorithm [LDC+23]. It starts with an all-zero vector and incrementally
adds features in order of their attributed importance. The change in the model’s
prediction probability should reflect the change in feature importance. The baseline
prediction probability, which represents the model’s prediction when all features are
present, serves as a reference point. As important features are added, the prediction
probability should quickly converge towards the baseline. A smaller area between the
baseline and the changing prediction probability indicates that the attribution method
effectively identifies and prioritizes the most influential features.

The faster the convergence to the baseline probability, the more accurate and reliable
the feature attributions are considered to be. This metric assesses the attribution
method’s ability to capture the true importance of features in driving the model’s
predictions for a given instance.

6.4.3.2 Proximity

The proximity measure in this work, simply describes the average Euclidean distance
from an instance to explain to each of the perturbed samples in the neighbourhood. A
smaller value of proximity indicates a shorter distance from the instance to explain to
all neighbouring samples and thus provides a defined neighbourhood size.

73



6. Uncertainty-based Controllable Factor Feature Attribution (UCAFA)

6.4.4 Results

Our evaluation critically examines the performance of the proposed UCAFA methodology,
as presented in Table 6.2, which provides a detailed comparison of SHAP, LIME, CAFA
and UCAFA models based on the average difference between the baseline prediction
probability and the effects of sequentially inserting features, ranked by their importance
as determined by each model. This methodology plays a crucial role in assessing how
the stepwise addition of features influences a model’s prediction probability, show casing
a refined understanding of model sensitivity and its capability for interpretability.

Table 6.2: The average difference between the baseline prediction probability and each
sequential insertion of features, ranked by their importance as determined by each
model. Lower values indicate a quicker conversion to the baseline probability, indicating
better identification of important features and thus a more reliable neighborhood.a

implies a value < 0.000.

Model Lung Cancer Breast Cancer COVID19

UCAFA 0.000a 0.0012 0.0021
CAFA 0.002 0.0031 0.0039
SHAP 0.010 0.0238 0.0071
LIME 0.019 0.0295 0.0075

Analysis suggests UCAFA demonstrates better efficiency across all tested datasets:
Lung Cancer (0.000a), Breast Cancer (0.0012), and COVID-19 (0.0021). This signifies
the UCAFA method converges quicker to the baseline prediction probability, thus
presenting better assigned feature attribution values. On the other hand CAFA shows
a relatively moderate sensitivity to feature insertion, with differences of 0.002, 0.0031,
and 0.0039 across the datasets. SHAP and LIME exhibit the largest average differ-
ences, especially in Breast Cancer (SHAP: 0.0238, LIME: 0.0295), revealing a slower
convergence to the baseline probability with the addition of features. Conclusively, this
indicates that feature attribution values are assigned more effectively with the UCAFA
method.

We further evaluate UCAFA’s ability to generate perturbations that align with the
original data distribution by computing the KL divergence between the original dataset
and the perturbed instances generated by each method. Figure 6.4 presents the KL
divergence results for LIME (with Gaussian and uniform perturbations), CAFA, and
UCAFA across the three datasets.

UCAFA consistently achieves the lowest KL divergence across all datasets, indicating
that its perturbed instances most closely resemble the original data distribution. CAFA
performs well, with lower KL divergence compared to LIME variations. The LIME
methods, particularly with Gaussian perturbations, exhibit higher KL divergence,
suggesting their perturbed instances deviate more from the original data distribution.
These results reinforce UCAFA’s superiority in generating perturbations that align
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(i) Lung Cancer Dataset (ii) Breast Cancer Dataset

(iii) UK COVID-19 Dataset

Figure 6.4: KL divergence between the original data distribution and the perturbed
instances generated by each method. Lower values indicate better alignment with the
original data distribution.

with the data distribution, providing a more reliable basis for deriving accurate and
trustworthy feature attributions.

Next, we compare the proposed UCAFA methodology against established models
such as the CAFA and LIME with both Uniform and Gaussian perturbations, as they
rely on random perturbations. This assessment was conducted across three datasets: the
Simulacrum Lung Cancer dataset, the UCI Breast Cancer dataset, and a UK COVID-19
dataset. The essence of our comparison revolves around measuring the average distance
over each perturbed instance and the original data instance, which we refer to as the
proximity. This metric helps quantify the size of the neighbourhood and alongside
insertion score can draw conclusions on the neighourhood size and respective feature
attribution performance.

The data presented in Table 6.3 showcase the superior capability of the proposed
UCAFA model is designed to preserve the perturbed instances that are in-distribution
with the original instance across all examined datasets, with deviations recorded at
0.074 ± 0.008 for the Lung Cancer dataset, 0.071 ± 0.021 for the Breast Cancer
dataset, and 0.037 ± 0.004 for the COVID19 dataset. In contrast, the CAFA model,
though outperforming the LIME variations, does not match the preservation of a small
neighbourhood as given by UCAFA, showing deviations of 0.097 ± 0.005, 0.109 ± 0.010,
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Table 6.3: Error comparison between models with respect to the L2 distance between
each perturbed instance and the original data instance which needs an explanation,
referred to as the error rate. Lower values indicate a smaller neighbourhood. A lower
value in conjunction with a low insertion score value indicates that a smaller sized
neighbourhood is better for identifying important features.

Model Lung Cancer Breast Cancer COVID

UCAFA 0.074 ± 0.008 0.071 ± 0.021 0.037 ± 0.004
CAFA 0.097± 0.005 0.109± 0.010 0.044± 0.012

LIME (Uniform) 0.28± 0.002 0.171± 0.002 0.27± 0.002
LIME (Gaussian) 0.48± 0.006 0.291± 0.007 0.47± 0.007

and 0.044 ± 0.012 for the respective datasets. Notably, both versions of the LIME
model demonstrate considerably larger deviations, highlighting the limitations of their
perturbation techniques when not adequately aligned with the native data distribution.

UCAFA presents good performance across the well established insertion metric
whilst rely on minimal size neighbourhoods and thus underscores its robustness and
dependability in feature attribution, significantly attributed to its novel utilization of
VAEs to ensure that perturbations do not stray from the distribution. This approach
effectively reduces the risk of generating out-of-distribution samples that could undermine
the model’s explanatory accuracy and result in erroneous interpretations with respect
the instance that needs explanation.

6.5 Conclusion

In this thesis, we provide a model-agnostic explanation method UCAFA, designed to
provide explanations in neighbourhoods with reduced uncertainty, thus allowing for
more reliable explanations. UCAFA extends the CAFA approach by incorporating a
VAE to learn the data representation and applying an uncertainty threshold based
on the ELBO. This ensures that the perturbed instances used for deriving feature
attributions remain within the expected data distribution. Our experiments on three
healthcare datasets (lung cancer, breast cancer, and COVID-19) demonstrated the
superior performance of UCAFA compared to existing methods like LIME, SHAP, and
CAFA.

UCAFA exhibited faster convergence to the baseline prediction probability and lower
sensitivity to feature perturbations, as evidenced by the smaller average differences
between the baseline and sequentially inserted features. Moreover, UCAFA consistently
achieved the lowest KL divergence values and error rates between the original data
distribution and the perturbed instances across all three datasets, confirming its ability
to generate perturbations that closely align with the data distribution while maintaining
low deviation from the original instances. These findings underscore the importance of
accounting for uncertainty when generating perturbations for model explanations. By fo-
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cusing on in-distribution perturbations, UCAFA provides more reliable and interpretable
feature attributions. The enhanced interpretability and reliability of machine learning
models in healthcare, as demonstrated by UCAFA, have significant medical implications.
By providing more accurate and trustworthy explanations, UCAFA empowers healthcare
professionals to make better-informed decisions regarding diagnosis, treatment, and
resource allocation, potentially improving patient outcomes and healthcare efficiency.
As such, UCAFA contributes to the growing field of explainable AI in healthcare, paving
the way for more transparent and reliable clinical decision support systems.
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Part II

XAI in the Finance Domain
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Chapter 7

Global Open-Ended Funds:
Introduction and Datasets
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7.1 Introduction

Fund performance evaluation naturally differs from conventional analysis on cross-
sectional stock returns, even though the same set of risk factors, as input variables,1

may be under consideration. While evaluation models of stock returns are found to be
mostly linear,2 the impact of similar risk factors on equity fund performance is likely to
be more complex and thus nonlinear. The literature has developed a number of solutions
to overcome the challenges of fund evaluation. Some have focused on model inputs by
designing performance measures tailored to equity funds [KW01, GBRV09, MSWY22],
while others have attempted to improve their estimation strategy by incorporating
insights from statistical modeling [FC21].

This research joins the latter stream of literature by using machine learning models
to analyze the existing factors available for fund evaluation. Evidently, the machine
learning techniques involved benefit from the nonlinear framework, which allows risk
factors to determine performance in a different manner than with a typical linear
regression model. In particular, we focus on explainable artificial intelligence (XAI)
models in this researach for two reasons: first, the explainable feature provides the

1We use the terms risk factor, input variable, and explainer interchangeably, depending on which
context we aim to highlight: finance, machine learning, or XAI.

2The factor models in the asset pricing literature usually provide fairly good explainability in the
stock returns, e.g., [FF93, Car97].
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researcher with richer information on the relevance of each risk factor; second, XAI
models also inform the direction of influence on the output variable, in a comparable
way as with existing statistical models.

This work first implements a machine learning technique to improve the model’s
goodness of fit on fund performance and then presents an XAI application to address
the following two points. First, we validate that the machine learning model findings
are consistent with finance domain knowledge. Second, the results of the XAI model
enable us to provide novel implications arising from an open question in the literature
on fund performance and international diversification.

It has been demonstrated that machine learning models can generally outperform
the conventional linear setting in asset pricing studies.3 This work consists of two
principal elements regarding machine learning. First, we employ eXtreme Gradient
Boosting (XGBoost), a state-of-the-art model that usually outperforms other tree-based
models such as random forest [HTFF09]. Second, in order to overcome the black-box
nature of the machine learning models, we also incorporate an XAI technique,4 namely
SHapley Additive exPlanations (SHAP) as proposed by [LL17], to gain information
about the significance and direction of risk factors’ influence.

7.1.1 Aims and Contributions

This work considers two different types of risk factors as explanatory features. The
first group captures the macro-finance dynamics at the aggregate level, including stock
returns, foreign exchange rate returns, and interest rates across countries. The second
group contains more granular variables that describe each fund’s past performance
via an indicator as well as cross-country allocations of investment holdings by their
Herfindahl Hirschman Index (HHI) values, which are introduced in subsection 7.2.1.
The HHI is a concentration measure commonly applied in finance studies [CHR22]. Our
findings can be summarized in three dimensions. First, the XGBoost model significantly
enhanced explanatory power with respect to a conventional linear regression benchmark.
Second, the directional explanations provided by the SHAP method are consistent
with the coefficient signs of the benchmark model, with statistical significance. Third,
international diversification is generally advantageous but not always beneficial for fund
performance. To the best of our knowledge, this is the first study that employs XAI
techniques to examine the relationship between fund performance and international
diversification in portfolio holdings.

3The application of machine learning models in finance has focused heavily on market returns
[GKX20].

4There is another widely-used technique in the XAI domain named Local Interpretable Model-
agnostic Explanations (LIME), developed by [RSG16]. Both LIME and SHAP belong to the class
of additive feature attribution methods. The main difference between them lies in how they provide
explanations. While LIME obtains the explanations by solving a penalized linear regression, SHAP
considers all possible combinations of explanations in its estimation. Here, we are using SHAP because,
by construction, LIME is more likely to suffer from the same problems faced in linear regression analysis
[Mol23].
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7.2 Background

There have been a number of studies on XAI application in finance, including credit risk
management [BGMP21], cryptocurrency investments [BGR22], debt financing [LB22]
and prediction of stock splits [LLS23]. In a similar vein to our work, but applied to
risk assessments for the stock market, [Ber23] leveraged boosted trees combined with a
Shapley values-based XAI model. See also [AB18, Mol23]; and [JLJK23] for an overview
of XAI applications in other domains, and [MTvMH+21, DFB+21] for a comparison of
XAI models.

7.2.1 Herfindahl Hirschman Index (HHI)

The Herfindahl Hirschman Index (HHI) is a widely used measure of concentration,
which in this study, is employed to quantify the degree of international diversification
in a fund’s portfolio holdings. The HHI is defined as:

HHI =
∑
i

s2i (7.1)

where si represents the portfolio holding in country i, and
∑

i si = 1. The HHI ranges
between values close to 0 and 1, with higher values indicating a higher concentration of
investment holdings in a few or even a single country. For example, an HHI equal to 1
assumes 100% holdings of US stocks, with sUS = 100% and snon−US = 0. Conversely,
lower HHI values represent situations where portfolio holdings are well diversified across
multiple countries. For instance, an HHI of 0.25 can be obtained from a portfolio with
equally weighted holdings in four different countries.

The HHI provides a concise and intuitive measure of international diversification,
allowing for a clear understanding of how concentrated or spread out a fund’s investments
are across different countries. By incorporating the HHI into our analysis, we aim to
capture the relationship between the degree of international diversification and fund
performance, offering insights into the potential benefits and drawbacks of holding
geographically concentrated or diversified portfolios.

7.2.2 Probit Regression

Probit regression [Bli34] is a statistical model used for analyzing binary outcome
variables. It assumes that the probability of the binary outcome is related to a linear
combination of predictor variables through the cumulative distribution function (CDF)
of the standard normal distribution. Probit regression was chosen for this study due to
its widespread use in economics and finance literature. It differs from logistic regression
in the link function used, with probit regression employing the inverse of the standard
normal CDF. While both models often produce similar results, probit regression is
preferred when the underlying latent variable is assumed to follow a normal distribution,
and its coefficients can be interpreted in terms of changes in the probit index.

The probit model can be expressed as:

81



7. Global Open-Ended Funds: Introduction and Datasets

P (y = 1|x) = Φ(β0 + β1x1 + . . .+ βpxp) (7.2)

where:

• y is the binary outcome variable

• x = (x1, . . . , xp) is a vector of predictor variables

• β = (β0, β1, . . . , βp) is a vector of regression coefficients

• Φ(·) is the CDF of the standard normal distribution

The coefficients β are typically estimated using maximum likelihood estimation
(MLE). The interpretation of coefficients is in terms of the change in the z-score
(probit index) for a one-unit change in the corresponding predictor, holding other
variables constant. Model fit is often assessed using pseudo R-squared measures, such
as McFadden’s R-squared, which compares the log-likelihood of the fitted model to
that of a null model. However, these measures have lower values than the R-squared in
linear regression and should be interpreted with caution. Probit regression is similar to
logistic regression but uses a different link function. The choice between probit and logit
models is often based on convenience or tradition, as they generally produce similar
results.

In summary, probit regression is a generalized linear model for binary outcomes
that uses the normal CDF as the link function. It is widely used in various fields for
modeling the relationship between predictors and binary outcomes.

7.3 Datasets

We collected data on Global Open-Ended Funds from the Morningstar Direct database.
Global Open-Ended Funds are mutual funds that invest in a diversified portfolio of
securities from around the world, providing investors with exposure to international
markets. These funds offer investors a convenient way to gain diversified exposure to
international markets through a single investment vehicle. The ‘open-ended’ structure
of these funds allows for greater liquidity and flexibility compared to closed-end funds,
which have a fixed number of shares that are traded on an exchange. Open-ended
funds can issue and redeem shares at any time, enabling investors to buy or sell shares
on demand at the fund’s current net asset value (NAV). The NAV is calculated by
dividing the fund’s total assets minus liabilities by the number of outstanding shares and
fluctuates based on market conditions and investor demand. This open-ended structure
allows the fund to adapt to changing market conditions and investor preferences by
issuing or redeeming shares as needed. When investors buy shares, the fund issues new
shares and increases in size. Conversely, when investors sell shares, the fund redeems
the shares and decreases in size. This flexibility provides investors with the ability to
easily enter or exit the fund based on their investment goals and market outlook.
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Although the data was available from as far back as 2000, the missing values
in the portfolio holdings were substantial. In order to maintain a sufficiently large
number of observations, we focused on the most recent years, from 2016 to 2021, in
which we reserved the first year (four quarters) to construct an indicator of the fund’s
past performance. The holdings data was available at a monthly frequency but was
transformed to quarterly frequency by keeping only the end-of-quarter observations,5 as
most funds conform to regulations by disclosing their holdings quarterly. We focused
our study solely on funds domiciled in the G10 countries.6 In short, our sample covered
the period from 2017:Q1 to 2021:Q3,7 encompassing 4,330 funds in total.

7.3.1 Macro-finance and Fund-level Variables

As shown in Table 7.1, a larger quantity of funds was available with complete data,
containing no null values, from January 2016 to September 2021. This time frame
was carefully selected to ensure the dataset’s comprehensiveness, capturing long-term
financial trends and cycles while upholding a high standard of accuracy and quality.
Our final dataset comprised 4,330 funds originating from the G10 countries as shown in
Table 7.1.

Table 7.1: Dataset.
Equity funds from G10 countries with asset allocations within the G10 countries were
analyzed for the period from January 2016 to September 2021. This particular time-
period was chosen due to the greater availability of complete data from a larger number
of funds, free of null values. Additionally, this extended timeframe ensures that the study
captures more extensive financial trends and cycles, while maintaining high standards
of data quality and accuracy.

Time line BEL CAN CHE FRA GBR DEU ITA JPN NLD SWE USA
∑

G10

2001-2021 0 20 0 0 0 0 0 0 0 0 54 74
2006-2021 0 126 3 0 0 22 0 0 0 1 20 505
2011-2021 8 492 50 60 198 106 8 0 19 123 1718 2782
2016-2021 15 796 133 251 463 138 12 17 53 182 2270 4330

In this study, we address the problem as a binary classification task where the Net
Asset Value (NAV) is the target variable. The NAV takes on a value of 0 if the previous
quarter’s NAV decreased and a value of 1 if the NAV increased compared to the last
quarter.

5Since regulations vary between countries, quarterly holdings are not always recorded at the end
of the quarter. For missing data, we employed a forward-filling strategy by using the most recent
observation recorded in the previous two months. If there is no observation in those two months, we
leave the data as missing in this particular quarter.

6Despite its name, the G10 actually includes 11 countries, namely Belgium (BEL), Canada (CAN),
France (FRA), Germany (DEU), Italy (ITA), Japan (JPN), the Netherlands (NLD), Sweden (SWE),
Switzerland (CHE), the United Kingdom (GBR), and the United States (USA).

7While the whole sample spans 19 quarters, our analysis includes only 18 due to one-period lag
applied to the input variables.
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For instance, let’s assume that in a hypothetical scenario, the NAV recorded
in June 2013 was $40,000 and in September 2013, it was $45,000. In this
case, the NAV is considered to have increased, and a value of 1 is assigned
for September 2013. Conversely, if the NAV recorded in December 2013
was $42,000 and when compared to the NAV recorded in September 2013
$45,000, it is found that the NAV decreased, a value of 0 is assigned for
December 2013.

For the chosen time period and its corresponding funds from Table 7.1, we incor-
porated macroeconomic features such as stock market (ST), interest rates (IR), and
exchange rates (ER). The data for ST, IR, and ER were collected from Datastream,8 an
online financial database that provides comprehensive global coverage of financial and
macroeconomic data. The data for these features are illustrated in Figures 7.1 and 7.2.

Moreover, In order to better understand the performance of the fund, we have
computed a new feature called past performance (PPrfm). This feature is based on the
binary values of the fund’s NAV over the last four quarters, and represents the number
of times the fund has performed better over the four quarters. Specifically, the PPrfm
feature takes values between 0 and 4, with 0 indicating that the fund did not perform
better in any of the four quarters, and 1 indicating that the fund performed better in
one of the four quarters. A value of 2 indicates that the fund performed better in two of
the four quarters, while a value of 3 indicates that the fund performed better in three
of the four quarters. Finally, a value of 4 indicates that the fund performed better in
all four quarters. Additionally, another input feature, the HHI value, is measured using
asset allocation weights in the G10 countries and falls within the range of 0 to 1. A
low HHI value indicates that the assets are spread out across many different companies,
while a high HHI value indicates that the assets are concentrated in a few companies.
In the case of asset allocation weights in the G10 countries, a high HHI value would
indicate that the assets are concentrated in a few countries, while a low HHI value
would indicate that the assets are spread out across many different countries.

After preparing the data, we have the following features for analysis: ST, IR, ER,
PPrfm, HHI, and the output prediction is the NAV, which is a binary target: 0 when
the previous quarter’s net assets value decreased and 1 when compared with the last
quarter’s net assets value increased.

8Datastream is a product of Refinitiv, which offers historical financial and economic information,
including stock market data, interest rates, exchange rates, and more. For more information, please
visit https://www.refinitiv.com/en/products/datastream-macroeconomic-analysis.
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Figure 7.1: Stock Market and Interest Rates. The figure explores the temporal
trends of interest rates and stock market returns in G10 countries from 2017-January
to 2021-September. The left-hand side lineplot displays the stock market returns, while
the right-hand side lineplot shows the interest rates across the G10 countries.
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Figure 7.2: Exchange Rates. The figure explores the temporal trends of exchange
rates across ’GBP’, ’CAD’, ’CHF’, ’JPY’, ’EURO’ and, ’SEK’ over G10 countries from
2017-January to 2021-September.
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7. Global Open-Ended Funds: Introduction and Datasets

   
   Timeline  
 2016 - 2021

4330 Funds
originated from
G10 countries

Morningstar
Direct

database

Preprocessing
XGBoost

Model

SHAP

Predictions

Explanations

(Blackbox ML
model)

Each fund has 18
quarters, 4330*18
totalling 77940
instances and 6
features

Appending macro-
financial and fund-
level variables to
the dataset.

(54558 instances)

Train 70%

Test 30%
(23382 instances)

Figure 7.3: Architecture of the proposed model’s workflow. The process starts with
the Morningstar Direct dataset, to which macro-financial and fund-level variables are
added during preprocessing. The enriched dataset is then split into a 70% training
and 30% testing set. These sets are subsequently used as input to the XGBoost model.
The model’s output is interpreted using the SHAP model, providing comprehensible
explanations for the predictions.

Table 7.2: Descriptive Statistics of Fund Data for G10 Countries. The table
presents the descriptive statistics of the data used in this research. The input features
include cross-country macro-finance indicators such as stock market return (ST), interest
rate (IR), and exchange rate (ER), extracted using principal component analysis, and
fund-level measures such as past performance (PPrfm), and the Herfindahl Hirschman
Index (HHI). The target feature Net Asset Value (NAV) is a binary variable, where
a value of zero indicates a decrease and one indicates an increase compared with the
previous quarter’s value. The data at quarterly frequency cover the period from January
2017 to September 2021. In total, there are 18 quarters for each of the 4330 funds.
We have also reported the metrics of the data distribution and temporal dependencies,
including skewness, kurtosis, and the first-order autocorrelation AR(1).

ST IR ER PPrfm HHI NAV

AR(1) −0.321 −0.235 0.879 0.695 0.935 −0.036
Skewness 1.582 −0.106 0.120 −0.410 −0.139 −0.503
Kurtosis 2.796 −1.575 −1.212 −0.465 −1.620 −1.746
mean 1.202 0.177 −0.739 2.485 0.526 0.622
Std. dev. 4.353 0.234 3.054 1.069 0.357 0.484
min. −15.310 −0.220 −8.996 0.000 0.000 0.000
25% 0.520 0.012 −1.719 2.000 0.156 0.000
50% 2.050 0.146 −0.242 3.000 0.587 1.000
75% 3.530 0.410 1.011 3.000 0.880 1.000
max. 10.370 0.600 6.111 4.000 1.000 1.000

Finally, we refer to Figure 7.3 for a detailed view of the proposed model’s architectural
workflow, from data preprocessing to prediction interpretation using SHAP.
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7.4. Summary

7.4 Summary

This chapter introduced the motivations and aims of this study, focusing on the
application of machine learning and explainable AI (XAI) techniques to improve fund
performance evaluation. The background section provided an overview of relevant
literature and introduced the concept of probit regression. The aims and contributions
of this study were discussed, highlighting the novelty of employing XAI techniques to
examine the relationship between fund performance and international diversification.

The datasets section detailed the data collection process, focusing on Global Open-
Ended Funds from the Morningstar Direct database for the period from 2016 to 2021.
The target variable, Net Asset Value (NAV), was introduced as a binary classification
task. The macro-finance and fund-level variables used in the study, such as stock market
returns, interest rates, exchange rates, past performance, and the Herfindahl Hirschman
Index (HHI), were also described. The chapter concluded with descriptive statistics and
visualizations of the dataset.

In the next chapter, we will delve into the analysis of global open-ended funds,
comparing the performance of probit regression and XGBoost models, examining the
XAI results based on input features, and investigating the influence of international
diversification on fund performance.
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Analysis of Global Open-Ended
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In this chapter, we delve into the application of XAI techniques to gain insights into
the performance of Global Open-Ended Funds. By leveraging state-of-the-art machine
learning models, such as XGBoost, and XAI methods, we uncover the key drivers
of fund performance and explore the implications of portfolio diversification across
G10 countries. Our analysis sheds light on the complex relationships between various
explanatory features and fund performance, providing interpretable results that are
consistent with traditional statistical models. This chapter serves as an introduction to
the potential of XAI in finance and paves the way for future research in this exciting
field.

8.1 Probit Regression versus the XGBoost Model

The probit regression model assesses the binary classification problem as found in the
XGBoost model by using a linear structure. We report the results of both univariate
and multivariate analyses in Table 8.1. Models (1) to (4) are univariate regressions,
each using a single input feature, while models (5) and (6) are multivariate regressions
incorporating multiple input features. The pseudo R-squared is small or even negative,
implying poor model fitness. Alternatively, the input features show strong correlations
to the fund performance. The coefficient signs serve as our benchmark, which can be
used to verify the reliability of the XAI application.
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8.1. Probit Regression versus the XGBoost Model

Table 8.1: Regression Results. The table presents the results of a probit regression
analysis of the relationship between various factors, namely Stock Market, Interest Rates,
Exchange Rates, PPrfm, and HHI. The table displays the coefficients and standard errors
for six regression models. Additionally, it reports the pseudo R-squared values for each
regression model, which measure the goodness of fit of the model. The regression analysis
reveals key trends: a rise in Stock Market returns and PPrfm, representing past fund
performance, correlates with improved fund performance, while conversely increased
Interest and Exchange Rates are linked to decreased fund performance. Moreover, a
higher HHI value, signifying market concentration, is associated with increased fund
performance. The standard errors are robust to heteroskedasticity and autocorrelation-
consistent (HAC) and are reported in parentheses. The significance levels for the
coefficients are denoted as *** p < 0.01, ** p < 0.05, and * p < 0.1. The data cover the
period from January 2017 to September 2021.

.

Dependent Variable: Net Asset Value (NAV)

(1) (2) (3) (4) (5) (6)

Stock Market
0.012*** 0.021*** 0.021***
(0.000) (0.000) (0.000)

Exchange Rate
−0.066*** −0.051*** −0.050***
(0.002) (0.002) (0.002)

PPrfm
0.121*** 0.155*** 0.128***
(0.002) (0.003) (0.003)

Interest Rate
−0.217*** −0.549*** −0.633***
(0.018) (0.023) (0.024)

HHI
0.190***
(0.014)

Pseudo R-squared −0.032 −0.025 0.004 −0.042 0.049 0.050
Observations 54558 54558 54558 54558 54558 54558

Table 8.2: Performance Metrics of XGBoost Model. The table presents the
evaluation results of a binary classification model on a synthesized dataset of 28,8869
instances, with two classes, 0 and 1. The metrics shown include support, precision,
recall, f1 score, and accuracy. For class 1, the model achieved a precision of 0.82, a
recall of 0.88, and an f1 score of 0.85. This means that out of all instances predicted as
class 1, 82% were actually class 1, and the model was able to correctly identify 88% of
all instances that actually belong to class 1. The f1 score, which is a harmonic mean of
precision and recall, was 0.85. For class 0, the values are computed analogously. The
data covers the period from 2017 January to 2021 September.

Support Precision Recall f1 score
Model
Accuracy

0: 14394
1: 14492

0: 0.87
1: 0.82

0: 0.80
1: 0.88

0: 0.83
1: 0.85

0.84

89



8. Analysis of Global Open-Ended Funds

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

Re
ca

ll 
(T

ru
e 

Po
sit

iv
e 

Ra
te

)

ROC curve XGBoost (area = 0.88)
ROC curve Probit Regression (area = 0.64)

(i) ROC Curves.

Precision Recall F1 Score Accuracy
Metrics

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

W
ei

gh
te

d 
M

ea
n 

Sc
or

es

Probit Regression
XGBoost Model

(ii) Metrics Scores Comparison

Figure 8.1: Model performance comparison between Probit Regression vs
XGBoost Model. (i) Receiver Operating Characteristic (ROC) curve analysis.
The x- and y-axes represent the false and true positive rates, respectively. The dashed
line represents a random classifier. The orange line indicates the ROC curve for the
XGBoost model, with an AUC of 0.87 demonstrating superior predictive accuracy
compared to the probit regression model. The green line represents the ROC curve for
the Probit Regression model, with an AUC of 0.70. (ii) Metrics Scores Comparison.
The bar plots represent the weighted mean scores of precision, recall, F1, and accuracy
metrics. The probit regression and XGBoost models are represented in green and orange,
respectively. Across all metrics, the XGBoost model consistently outperforms the probit
regression model.

Table 8.2 presents the performance metrics of our XGBoost application. For tuning
the hyperparameters, we employ a 70/30 split between the training and testing sets
in the XGBoost model. Note that Classes 0 and 1 represent bad and good fund
performance, respectively. Counting the percentage of true positives in the XGBoost
model, the precision metric for Class 0 (1) indicates that 87% (82%) of predicted of bad
(good) performances were actually bad (good). Similarly to precision, the recall metric
accommodating the concept of false negatives indicates the fraction that is correctly
identified in each class. Last, the F1 score, an average between the previous two metrics,
is balanced as a metric between false negatives and false positives. As our values of
precision and recall metrics are equally high, it is natural to obtain well-balanced f1
scores across classes. This result establishes the validity of the machine learning model
which is essential for the XAI application in the next step.

Building upon these findings, The figure 8.2 illustrates the comparative performance
of XGBoost and Probit models across different decision thresholds, which directly
influence the trade-off between sensitivity (Recall) and specificity (Precision). The top
left plot reveals how the Precision of the models changes with the threshold, while the
top right plot focuses on Recall. The bottom left plot represents the harmonic mean
of Precision and Recall, or the F1 score, which can be a more balanced metric when
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8.1. Probit Regression versus the XGBoost Model

dealing with imbalanced classes. Finally, the bottom right plot demonstrates the overall
Accuracy of the models at each threshold. Analyzing these plots together allows us to
better understand the performance dynamics of the models and can guide the choice of
an appropriate threshold for making final predictions.
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Figure 8.2: Performance Comparison between XGBoost and Probit Models
across Different Thresholds. The four subplots provide a comprehensive view
of the Precision, Recall, F1 Score, and Accuracy for both models. It facilitates the
identification of an optimal threshold that balances these metrics.

Furthermore, Figure 8.2 illustrates the comparative performance of XGBoost and
Probit models across different decision thresholds, which directly influence the trade-off
between sensitivity (Recall) and specificity (Precision). The top left plot reveals how the
Precision of the models changes with the threshold, while the top right plot focuses on
Recall. Interestingly, the probit regression model’s optimal threshold for Recall appears
to be slightly less than 0.5, suggesting that a lower threshold results in a better balance
between true positives and false negatives for this specific problem and dataset. This
can be advantageous in scenarios where the cost of false negatives is higher than that of
false positives. However, it is important to consider the model’s performance across all
metrics, as the XGBoost model generally demonstrates better performance in terms
of Precision, F1 Score, and Accuracy. The bottom left plot represents the harmonic
mean of Precision and Recall, or the F1 score, which can be a more balanced metric
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8. Analysis of Global Open-Ended Funds

when dealing with imbalanced classes. Finally, the bottom right plot demonstrates the
overall Accuracy of the models at each threshold. Analyzing these plots together allows
us to better understand the performance dynamics of the models and can guide the
choice of an appropriate threshold for making final predictions.

Finally, in Figure 8.1 and Figure 8.2, we compare the performance of the two models,
Probit regression and XGBoost, using an ROC curve1 and metric comparison chart.
XGBoost proves superior in capturing these highly non-linear relationships in explaining
NAV changes, making it a more suitable choice for our XAI analysis going forward.

8.2 XAI Results Based on Input Features

Figure 8.3 is the SHAP summary plot which is a graphical representation of the feature
importance for a machine learning model. It is based on the concept of Shapley values
explained in chapter 2. The plot provides a clear representation of the impact of each
feature on the model’s prediction, and how it varies across instances of data. Each
point on the plot corresponds to a single instance of fund data, and its position along
the x-axis represents the input feature’s impact on the model’s output that is NAV.
The y-axis on the left-hand side shows the feature names, Stock market, Exchange
Rate, PPrfm, Interest rates, and HHI which are sorted in descending order by their
importance; this allows for easy identification of the most impactful features.

Additionally, the y-axis on the right-hand side shows a color gradient that ranges
from copper to black. This gradient represents the value of the feature for that particular
data instance, with copper indicating a low feature value and black indicating a high
feature value. By using this color-coding, we can quickly identify the relationship
between feature values and their impact on the model’s output.

For instance, when a feature has a high value, such as high stock market returns
represented by black color with a positive SHAP value on the X-axis, it suggests that
the feature has a strong positive influence on the fund performance. Conversely, when a
feature with a high value, such as high values of exchange rate depicted in black color
but with a negative SHAP value on the X-axis, it implies that the feature has a strong
negative effect on the fund performance.

Similarly, when a feature has a low value, such as low values of exchange rate
depicted in copper color with a positive SHAP value on the X-axis, it signifies that the
feature has a strong positive impact on the fund performance. On the other hand, when
a feature with a low value, such as low stock market returns in copper color but with a
negative SHAP value on the X-axis, it indicates that the feature has a strong negative
impact on the fund performance. With this in mind, for the fund data which covers
the period from January 2017 to September 2021, our SHAP analysis revealed several
important relationships between input features and the NAV of global open-ended funds,
as shown in Figure 8.3. Firstly, we found a significant positive relationship between

1The ROC curve visualizes the performance of a binary classifier, showing the trade-off between
sensitivity (true positive rate) and 1-specificity (false positive rate) as the classification threshold
changes.
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Figure 8.3: SHAP Summary Plot. The data covers the timeline from January 2017 to
September 2021, illustrating feature importance and relationships with respect to fund
performance. The plot showcases the impact of each feature on the model’s prediction,
represented by its position along the x-axis, while the left y-axis displays feature names
sorted by importance. The right y-axis depicts a color gradient indicating feature
values, ranging from copper to black. Analysis of the fund data reveals significant
relationships such as a positive link between stock market returns and fund performance,
a positive correlation with historical fund performance, a negative association between
interest rates and fund performance, and a negative impact of exchange rates on fund
performance. The relationship with HHI, however, remains ambiguous, as suggested by
the copper color on both sides of the plot.

stock market returns and fund performance, with the SHAP values indicating that the
stock market input feature was the most important factor in explaining the variation
of NAV. These findings are consistent with previous studies that have also reported a
positive relationship between stock market returns and fund performance [OP07]. In
other words, a higher stock market typically results in a positive fund performance.

Secondly, we observed a positive correlation between historical fund performance
and NAV. SHAP values revealed that Fund’s Past Performance was the second most
important variable in explaining the variation in NAV. Thirdly, our SHAP analysis
indicated a negative relationship between interest rates and the fund performance.
Interest rates were found to be the third most important variable in explaining the
variation in NAV, consistent with prior research suggesting that interest rate changes
affect the value of Net Asset in a fund data [LB00]. Fourthly, our analysis showed a
negative relationship between exchange rates and fund performance, suggesting that
when exchange rates decrease, the fund performance of the funds is more likely to
increase. Finally, the relationship between HHI and fund performance was not clear
when analysing the whole dataset: High values of HHI can positively and negatively
impact the fund performance; the same holds for low values of HHI (see next section
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Figure 8.4: Histogram of HHI Quartiles. This figure plots Herfindahl-Hirschman Index
(HHI) values on fund’s portfolio holdings as a histogram. For the first quartile, the
HHI value are lower than 0.156. For the second and third quartiles, the ranges of HHI
values are (0.156, 0.587] and (0.587, 0.881], respectively. Finally, the fourth quartile
contains HHI values exceeding 0.881. The x-axis represents HHI value, while the y-axis
represents the percentage of funds. Quartiles are separated by vertical dashed lines.

8.3 for further analysis).

8.3 Influence of International Diversification

Building on the previous section, where we identified an ambiguous relationship between
HHI and fund performance, we aim to further elucidate this ambiguity. To do so, we
subdivided the fund dataset into four quartiles based on HHI values (see Figure 8.4).
The associated summary statistics for these subsamples can be found in Table 8.3. Later
we applied the XGBoost classifier to each subsample.

The model showcased robust performance, with an accuracy ranging between 0.83
and 0.84. Key metrics (precision, recall, F1 score, accuracy), are provided in Table 8.4.
Specifically, the model attained an accuracy of 0.83 for Quartile 1 (HHI<0.16), 0.84 for
Quartile 2 (HHI in the range 0.16–0.58) and Quartile 3 (HHI in the range 0.58–0.88),
and 0.83 for Quartile 4 (HHI>0.88).

Figure 8.5 illustrates the SHAP results applied to each quartile. In the first quartile,
where the funds are well-diversified, low HHI values lead to a lower fund performance.
Conversely, in the fourth quartile (Figure 8.5iv), high HHI values are negatively corre-
lated with performance. With regard to the other explanatory features, the relationships
are largely consistent with Section 8.2.

Overall, our results indicate that fund performance varies across different HHI
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Table 8.3: Summary Statistics
The table presents summary statistics of funds data originating from all G10 countries,
including the UK, Belgium, France, Canada, the Netherlands, Sweden, Switzerland,
Germany, Italy, Japan, and the USA. The input features include stock market return
(ST), interest rate (IR), exchange rate (ER), past performance (PPrfm), and Herfindahl
Hirschman Index (HHI), with the target feature being Net Asset Value (NAV). The funds
data is divided into multiple equal Quartiles based on HHI values, and summary statistics
are provided for the whole HHI sample, as well as for the following subsamples: quartile
1 Subsample (HHI<0.16),quartile 2 Subsample (HHI>0.16 and HHI<0.58),quartile 3
Subsample (HHI>0.58 and HHI<0.88) and quartile 4 Subsample (HHI>0.88). The data
cover the period from January 2017 to September 2021, comprising 19 quarters, January
2017 to December 2019, comprising 12 quarters, and January 2020 to September 2021
comprising a total of 7 quarters.

January 2017 to September 2021 January 2017 to December 2019 January 2020 to September 2021

ST IR ER PPrfm HHI NAV ST IR ER PPrfm HHI NAV ST IR ER PPrfm HHI NAV

Whole Sample

mean 1.20 0.17 -0.73 2.48 0.52 0.62 0.99 0.26 -0.24 2.39 0.52 0.55 1.62 0.0 -1.72 2.67 0.53 0.76
std 4.35 0.23 3.05 1.07 0.35 0.48 2.91 0.23 3.04 1.11 0.35 0.50 6.29 0.06 2.82 0.95 0.36 0.43
min -15.31 -0.22 -8.99 0.00 0.00 0.00 -7.62 -0.22 -8.99 0.00 0.00 0.00 -15.31 -0.19 -8.70 0.00 0.00 0.00
25% 0.52 0.01 -1.71 2.00 0.16 0.00 0.14 0.14 -1.55 2.00 0.16 0.00 2.14 0.00 -2.16 2.00 0.16 1.00
50% 2.05 0.14 -0.24 3.00 0.58 1.00 1.61 0.31 0.03 3.00 0.58 1.00 3.53 0.02 -1.22 3.00 0.59 1.00
75% 3.53 0.41 1.01 3.00 0.88 1.00 2.73 0.46 1.91 3.00 0.87 1.00 4.80 0.03 0.06 3.00 0.89 1.00
max 10.37 0.60 6.11 4.00 1.00 1.00 5.91 0.60 6.11 4.00 1.00 1.00 10.37 0.12 3.67 4.00 1.00 1.00

quartile 1 Subsample (HHI<0.16)

mean 1.16 0.16 -0.74 2.44 0.06 0.61 0.96 0.24 -0.26 2.35 0.07 0.54 1.56 -0.01 -1.71 2.63 0.06 0.74
std 4.36 0.23 3.07 1.08 0.05 0.49 2.93 0.24 3.08 1.13 0.05 0.50 6.32 0.06 2.84 0.96 0.05 0.44
min -15.31 -0.22 -8.99 0.00 0.00 0.00 -7.62 -0.22 -9.00 0.00 0.00 0.00 -15.31 -0.19 -8.70 0.00 0.00 0.00
25% 0.23 0.00 -1.94 2.00 0.00 0.00 -0.00 0.06 -1.72 2.00 0.00 0.00 2.05 -0.00 -1.97 2.00 0.00 0.00
50% 2.04 0.06 -0.24 3.00 0.06 1.00 1.61 0.26 0.04 2.00 0.07 1.00 3.41 0.02 -1.22 3.00 0.07 1.00
75% 3.53 0.38 1.49 3.00 0.11 1.00 2.79 0.42 1.92 3.00 0.11 1.00 4.80 0.03 0.06 3.00 0.11 1.00
max 10.37 0.60 6.11 4.00 0.16 1.00 5.91 0.60 6.11 4.00 0.16 1.00 10.37 0.12 3.67 4.00 0.16 1.00

quartile 2 Subsample (HHI>0.16 and HHI<0.58)

mean 1.38 -0.02 -1.71 2.68 0.33 0.77 0.86 0.19 -0.2 2.37 0.32 0.55 1.38 -0.02 -1.71 2.68 0.33 0.77
std 6.73 0.08 2.9 0.95 0.11 0.42 2.98 0.25 3.03 1.14 0.11 0.50 6.73 0.08 2.90 0.95 0.11 0.42
min -15.31 -0.19 -8.7 0.00 0.16 0.00 -7.62 -0.22 -9.00 0.00 0.16 0.00 -15.31 -0.19 -8.70 0.00 0.16 0.00
25% 1.96 -0.08 -2.16 2.00 0.24 1.00 -0.14 -0.09 -1.10 2.00 0.23 0.00 1.96 -0.08 -2.16 2.00 0.24 1.00
50% 3.53 0.02 -1.17 3.00 0.32 1.00 1.52 0.25 0.12 2.00 0.30 1.00 3.53 0.02 -1.17 3.00 0.32 1.00
75% 5.20 0.03 0.10 3.00 0.42 1.00 2.84 0.42 1.66 3.00 0.39 1.00 5.20 0.03 0.10 3.00 0.42 1.00
max 10.37 0.12 3.67 4.0 0.58 1.00 5.91 0.60 6.11 4.00 0.58 1.00 10.37 0.12 3.67 4.00 0.58 1.00

quartile 3 Subsample (HHI>0.58 and HHI<0.88)

mean 1.19 0.21 -0.75 2.48 0.78 0.62 1.06 0.30 -0.29 2.39 0.78 0.55 1.45 0.01 -1.70 2.66 0.77 0.77
std 4.34 0.23 3.07 1.06 0.08 0.48 2.87 0.22 3.09 1.10 0.08 0.50 6.38 0.05 2.82 0.95 0.08 0.42
min -15.31 -0.21 -9.00 0.00 0.58 0.00 -7.62 -0.21 -9.00 0.00 0.58 0.00 -15.31 -0.17 -8.70 0.00 0.58 0.00
25% 0.52 0.02 -1.80 2.00 0.72 0.00 0.23 0.19 -1.72 2.00 0.72 0.00 2.14 0.01 -1.94 2.00 0.72 1.00
50% 2.04 0.19 -0.24 3.00 0.79 1.00 1.61 0.34 0.04 3.00 0.79 1.00 3.41 0.02 -0.89 3.00 0.79 1.00
75% 3.53 0.42 1.01 3.00 0.84 1.00 2.57 0.47 1.92 3.00 0.84 1.00 4.80 0.03 0.06 3.00 0.84 1.00
max 10.37 0.60 6.11 4.00 0.88 1.00 5.91 0.60 6.11 4.00 0.88 1.00 10.37 0.12 3.67 4.00 0.88 1.00

quartile 4 Subsample (HHI>0.88)

mean 1.43 0.22 -0.76 2.55 0.94 0.64 1.11 0.33 -0.23 2.46 0.94 0.57 2.05 0.01 -1.78 2.72 0.94 0.77
std 4.10 0.23 3.00 1.04 0.03 0.48 2.89 0.21 2.99 1.09 0.03 0.50 5.69 0.05 2.74 0.92 0.03 0.42
min -15.31 -0.22 -9.00 0.00 0.88 0.00 -7.62 -0.22 -9.00 0.00 0.88 0.00 -15.31 -0.19 -8.70 0.00 0.88 0.00
25% 0.52 0.02 -1.54 2.00 0.91 0.00 0.52 0.25 -1.16 2.00 0.91 0.00 2.44 0.01 -1.80 2.00 0.91 1.00
50% 2.34 0.19 -0.24 3.00 0.94 1.00 1.61 0.38 0.12 3.00 0.94 1.00 3.53 0.02 -1.22 3.00 0.94 1.00
75% 3.53 0.42 0.98 3.00 0.97 1.00 2.79 0.47 1.92 3.00 0.97 1.00 4.80 0.03 0.06 3.00 0.97 1.00
max 10.37 0.60 6.11 4.00 1.00 1.00 5.91 0.60 6.11 4.00 1.00 1.00 10.37 0.12 3.67 4.00 1.00 1.00

groups, with a moderate level of diversification having the potential to enhance fund
performance.
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Table 8.4: Performance metrics of XGBoost model
The table shows the evaluation results of a XGBoost binary classification model on
four distinct subsamples of a dataset, classified according to their Herfindahl-Hirschman
Index (HHI) values. Each subsample’s HHI range and performance metrics, including
precision, recall, F1 score, support, and model accuracy, are listed in the table. The
metrics for both classes (0 and 1) are reported, along with their corresponding support
values (number of samples in each class). The dataset covers the period between January
2017 and September 2021.

HHI
Total
Instances

Support Precision Recall f1 score
Model
Accuracy

Q1 Subsample (<0.16) 7806
0- 3867
1- 3939

0- 0.85
1- 0.83

0- 0.82
1- 0.86

0- 0.83
1- 0.84

0.83

Q2 Subsample (0.16 to 0.58) 8028
0- 4037
1- 3991

0- 0.85
1- 0.83

0- 0.82
1- 0.85

0- 0.84
1- 0.84

0.84

Q3 Subsample (0.58 to 0.88) 7992
0- 3919
1- 4073

0- 0.87
1- 0.82

0- 0.80
1- 0.88

0- 0.83
1- 0.85

0.84

Q4 Subsample (>0.88) 8177
0- 4137
1- 4040

0- 0.87
1- 0.81

0- 0.79
1- 0.88

0- 0.83
1- 0.84

0.83
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(ii) Quartile 2: 0.16 < HHI ≤ 0.58
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(iii) Quartile 3: 0.58 < HHI ≤ 0.88
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(iv) Quartile 4: 0.88 < HHI ≤ 1.00

Figure 8.5: SHAP Summary Plot in HHI Quartiles. This figure illustrates
subsamples of funds by the HHI quartiles from January 2017 to September 2021. The
high (low) HHI values within each quartile are marked by dark (light) color. In the
first quartile Figure 8.5i, the light tail on the left and dark tail on the right shows a
positive correlation between the HHI values and fund performance, which is found to
be reversed in the forth quartile in Figure 8.5iv, implying underperformance of funds
with extreme HHI values that are too close to 0 or 1. Note that relationships for the
other features are consistent with Section 8.2.
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8.4. Robustness Tests

8.4 Robustness Tests

Our empirical analysis provides consistent results for fund performance evaluation. In
this section, we will examine whether the model is robust in the cross-section and time
series. Specifically, we check if the findings are driven by specific countries or time
periods.

8.4.1 Country-Level Robustness

To investigate whether the results are driven by one single country, we designed two
exercises. First, we retrained the XGBoost model with subsamples of 10 out of 11
countries. The performance metrics, namely precision, recall, and F1-score, remain
fairly stable across different subsets of countries. Note that the model’s accuracy is
remarkably stable, ranging over the narrow range between 0.83 and 0.84. Comprehensive
details of these metrics can be found in Table 8.5 Additionally, we calculate the Pearson
correlation between fund performance and features for each country. Table 8.6 shows
that the correlations are consistent across countries, albeit with a few exceptions. For
instance, the correlation with past performance in Sweden, Germany, and Japan is
found to have the opposite sign to the whole-sample analysis in both the XGBoost and
conventional linear regression models. This is likely due to the small samples for these
countries.

In addition, we present a detailed examination of the input financial variables and
their effects on fund performance for each G10 country using SHAP summary plots as
shown in Figure 8.6. Each subplot in the SHAP summary plot corresponds to a specific
G10 country, highlighting the impact of input financial variables on fund performance
within that country.

Figure 8.6i displays the SHAP summary plot for funds originating from the United
Kingdom, indicating that high stock market returns, low exchange rates, positive past
performance, and low interest rates have a clear positive impact on fund performance.
However, the effect of HHI values remains unclear. Similarly, Figure 8.6ii for Belgium-
originated funds shows that low HHI values, high stock returns, low exchange rates,
and positive fund performance positively affect fund performance, but the influence of
interest rates is ambiguous.

Figures 8.6iii, 8.6iv, 8.6v, 8.6vi, 8.6vii, 8.6viii, and 8.6ix all exhibit similar patterns
for funds from France, Canada, Netherlands, Sweden, Switzerland, Germany, and Italy,
respectively. High stock market returns, low exchange rates, positive past performance,
and low interest rates contribute to a positive effect on fund performance. Nevertheless,
the impact of HHI values remains unclear in these cases. In contrast, Figure 8.6x for
Japanese-originated funds demonstrates that high stock market returns, low exchange
rates, low HHI values, and low interest rates have a clear positive effect on fund
performance, but the influence of past performance is not well-defined.
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Figure 8.6: SHAP Summary Plot(G10 Countries). SHAP explanation for the
funds originated from G10 countries: United Kingdom, Belgium, France, Canada,
Netherlands, Sweden, Switzerland, Germany, Italy, Japan
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Table 8.5: Performance of XGBoost model: robustness test at the country
level
This table reports the metrics of the XGBoost model’s performance, obtained from
the leave-one-out cross-validation analysis. In each column, the sign ‘¬’ indicates the
country that is excluded from our robustness test, while the column of ‘G10’ reports
the whole sample results as found in Table 8.3.

Metrics

Countries Observations Precision Recall f1 score
Model
Accuracy

G10 77940
0- 0.87
1- 0.82

0- 0.80
1- 0.88

0- 0.83
1- 0.85

0.84

¬ BEL 77670
0- 0.85
1- 0.81

0- 0.79
1- 0.86

0- 0.83
1- 0.84

0.83

¬ CAN 63612
0- 0.87
1- 0.81

0- 0.79
1- 0.88

0- 0.83
1- 0.84

0.83

¬ CHE 75546
0- 0.86
1- 0.81

0- 0.80
1- 0.87

0- 0.83
1- 0.84

0.83

¬ FRA 73422
0- 0.85
1- 0.82

0- 0.81
1- 0.86

0- 0.83
1- 0.84

0.83

¬ GBR 69606
0- 0.86
1- 0.81

0- 0.80
1- 0.88

0- 0.83
1- 0.84

0.84

¬ DEU 75456
0- 0.86
1- 0.81

0- 0.79
1- 0.88

0- 0.83
1- 0.84

0.83

¬ ITA 77724
0- 0.86
1- 0.81

0- 0.80
1- 0.87

0- 0.83
1- 0.84

0.83

¬ JPN 77634
0- 0.85
1- 0.82

0- 0.81
1- 0.86

0- 0.83
1- 0.84

0.83

¬ NLD 76986
0- 0.86
1- 0.81

0- 0.80
1- 0.87

0- 0.83
1- 0.84

0.83

¬ SWE 74664
0- 0.86
1- 0.82

0- 0.81
1- 0.86

0- 0.83
1- 0.84

0.84

¬ USA 37080
0- 0.85
1- 0.82

0- 0.82
1- 0.86

0- 0.83
1- 0.84

0.83

8.4.2 Influence of COVID-19

Following the cross-sectional robustness tests, we next investigate the dimension of the
time series. Specifically, we focus on the influence of COVID-19 by dividing the data into
two subperiods: before and after December 2019. The performance metrics of XGBoost
model before and after the COVID-19 outbreak can be found in Table 8.7 Figure 8.7i
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8. Analysis of Global Open-Ended Funds

Table 8.6: Correlation between Fund Performance and the Features. The
figure represents Pearson Correlation coefficients and associated p-values for several key
financial parameters from January 2017 to September 2021. These parameters include
the stock market (defined as the logarithmic return), interest rates, exchange rates,
PPrfm (a measure summarizing fund performance over the most recent four quarters),
and the Herfindahl-Hirschman Index (HHI, an indicator of market concentration and
diversification). Significance levels are as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.
The superscript ’a’ signifies values represented as 0.000 or −0.000, namely minimal
amounts that round to zero at the third decimal place.

Features

Country
Sample
Size

Model
Accuracy

Stock
Market

Interest
Rates

Exchange
Rate

PPrfm HHI

G10 ex. USA 37080 0.84
0.140*** −0.090*** −0.240*** 0.070*** 0.010***
(0.000) (0.000) (0.000) (0.000) (0.000)

USA 40860 0.84
0.150*** −0.140*** −0.200*** 0.090*** 0.020***
(0.000) (0.000) (0.000) (0.000) (0.000)

BEL 270 0.68
0.140** −0.020 −0.150** 0.010 −0.120**
(0.022) (0.713) (0.015) (0.882) (0.043)

CAN 14328 0.85
0.150*** −0.110*** −0.260*** 0.140*** 0.010*
(0.000) (0.000) (0.000) (0.000) (0.099)

CHE 2394 0.80
0.140*** −0.040** −0.180*** 0.040* 0.050**
(0.000) (0.041) (0.000) (0.059) (0.025)

FRA 4518 0.84
0.130*** −0.080*** −0.260*** 0.020** −0.010*
(0.000) (0.000) (0.000) (0.029) (0.081)

GBR 8334 0.83
0.150*** −0.070*** −0.230*** 0.050*** −0.010**
(0.000) (0.000) (0.000) (0.000) (0.040)

DEU 2484 0.84
0.110*** −0.070*** −0.260*** −0.040** 0.000a

(0.000) (0.000) (0.000) (0.033) (0.957)

ITA 216 0.73
0.220*** −0.140** −0.200*** 0.040 0.080
(0.001) (0.042) (0.003) (0.516) (0.221)

JPN 306 0.74
0.230*** −0.100* −0.190*** −0.070 −0.050
(0.000) (0.075) (0.001) (0.244) (0.359)

NLD 954 0.80
0.110*** −0.140*** −0.220*** 0.020 0.030
(0.000) (0.000) (0.000) (0.617) (0.351)

SWE 3276 0.86
0.130*** −0.060*** −0.270*** −0.040*** −0.000a

(0.000) (0.000) (0.000) (0.001) (0.819)
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Table 8.7: Performance metrics for the pre-COVID and COVID periods
This table presents Summary of Experimental Results on Global open-ended funds
originating from all G10 countries: the UK, Belgium, France, Canada, the Netherlands,
Sweden, Switzerland, Germany, Italy, and Japan.We experimented over three different
timelines. For each timeline, we carried analysis with we experimented with whole HHI
and 4 HHI Sub samples. The timelines were:2017 January to 2019 December, with 2017
January to 2018 December as the training data and 2019 January to 2019 December
as the test data; and 2020 January to 2021 September, with 2020 January to 2020
December as the training and 2021 January to 2021 September as the test data.

Sno HHI Precision Recall f1 score Support
Model
Accuracy

Panel A: 2017-January to 2019-December

1 Whole Sample (0-1)
0- 0.85
1- 0.77

0- 0.75
1- 0.86

0- 0.79
1- 0.81

0- 8712
1- 8613

0.80

2 Q1 Subsample (<0.16)
0- 0.82
1- 0.82

0- 0.81
1- 0.83

0- 0.82
1- 0.83

0- 2276
1- 2368

0.82

3 Q2 Subsample (0.16 to 0.58)
0- 0.82
1- 0.77

0- 0.76
1- 0.83

0- 0.79
1- 0.80

0- 2380
1- 2350

0.79

4 Q3 Subsample (0.58 to 0.88)
0- 0.87
1- 0.77

0- 0.73
1- 0.89

0- 0.80
1- 0.83

0- 2396
1- 2404

0.80

5 Q4 Subsample (>0.88)
0- 0.84
1- 0.77

0- 0.75
1- 0.86

0- 0.79
1- 0.81

0- 2407
1- 2382

0.79

Panel B: 2020-January to 2021-September

1 Whole Sample (0-1)
0- 0.90
1- 0.84

0- 0.84
1- 0.90

0- 0.86
1- 0.87

0- 6561
1- 6474

0.86

2 Q1 Subsample (<0.16)
0- 0.90
1- 0.81

0- 0.78
1- 0.91

0- 0.84
1- 0.86

0- 1584
1- 1579

0.85

3 Q2 Subsample (0.16 to 0.58)
0- 0.90
1- 0.86

0- 0.85
1- 0.91

0- 0.88
1- 0.88

0- 1625
1- 1660

0.88

4 Q3 Subsample (0.58 to 0.88)
0- 0.91
1- 0.84

0- 0.83
1- 0.92

0- 0.87
1- 0.88

0- 1592
1- 1601

0.87

5 Q4 Subsample (>0.88)
0- 0.90
1- 0.84

0- 0.82
1- 0.91

0- 0.86
1- 0.87

0- 1674
1- 1720

0.86

presents the SHAP summary plot prior to the onset of the COVID-19 pandemic, showing
a similar pattern to the whole-sample results in Figure 8.3. Conversely, the COVID-
19 subperiod in Figure 8.7ii shows a much higher importance, but with an opposite
influence, of Interest Rate on fund performance. While this finding of low Interest Rate
values associating with poor fund performance is not surprising, it does underline the
importance of having a complete sample for the XAI analysis that is balanced between
crisis and non-crisis periods.

Furthermore, from the Figure 8.7i the relationship between the HHI and fund
performance appeared unclear during both the pre-COVID era (January 2017 - December
2019) and the COVID-19 period (January 2020 - September 2021). The linkages between
other input factors, such as interest rates and exchange rates, also exhibited ambiguity
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Figure 8.7: SHAP Summary Plot in Subperiods. The figure depicts two distinct
periods: pre-COVID (on the left) and COVID (on the right). In each figure, the
x-axis represents SHAP values. The color gradient on the right y-axis indicates the
values of the various features, while the left y-axis lists these features according to their
significance.

during the pandemic, possibly due to economic turmoil. To further explore these unclear
relationships, we subdivided the fund dataset into four quartiles based on HHI values
(refer to Figure 8.4). The XGBoost classifier was then applied to each subsample.
Performance metrics for the pre-COVID and COVID periods are presented in Table 8.7.

pre-COVID period

Our analysis reveals that the relationship between portfolio diversification and fund
performance is dependent on the level of concentration. In the lower quartile, we
found that higher HHI values are associated with a greater likelihood of better fund
performance, indicating that excessive portfolio diversification can have a negative
impact on fund performance. This is demonstrated in SHAP summary plot 8.8i.
In contrast, in the higher quartile, we found that higher HHI values are associated
with a lower likelihood of better fund performance, suggesting that excessive portfolio
concentration can also lead to a negative impact on fund performance. This is shown
in SHAP summary plot 8.8iv. These findings highlight the importance of finding an
appropriate level of portfolio diversification that balances the benefits of risk reduction
with the negative effects of over-diversification and concentration.

In medium Quartiles, Figure 8.8ii shows that lower HHI values are related to a higher
possibility of an increase in fund performance, while higher HHI values are associated
with a lower likelihood of better fund performance. This suggests that an appropriate
or balanced level of diversification can yield a positive impact on fund performance.
On the other hand, Figure 8.8iii indicates that the relationship between HHI and fund
performance is not very clear. Overall, we find that a moderate HHI value, indicating
an appropriate level of portfolio diversification, can have a positive impact on fund
performance, while excessively high levels of diversification and excessive concentration
can both have negative impacts. These results suggest that the relationships are
consistent irrespective of different samples of data extracted from different timelines.
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Figure 8.8: SHAP Summary Plot (pre-COVID). Figure illustrate different Quartiles
based on HHI values, covering the time period from January 2017 to December 2019. In
(a), which corresponds to HHI values less than 0.16, higher HHI values are associated
with a higher likelihood of positive fund performance, indicating the negative impact of
excessive portfolio diversification. In (b), the quartile ranging from 0.16 to 0.58, lower
HHI values are linked to a higher likelihood of positive fund performance, highlighting
the importance of moderate portfolio diversification. In (c), covering the range from 0.58
to 0.88, the relationship between HHI and fund performance is not clearly defined. Lastly,
in (d), for HHI values exceeding 0.88, higher HHI values indicate a lower likelihood
of positive fund performance, emphasizing the negative effect of excessive portfolio
concentration.

COVID period

Throughout the COVID-19 pandemic, unlike previous periods, our analysis did not
detect a distinct relationship between HHI and fund performance within the medium
quartiles. Furthermore, in both lower and upper quartiles, high levels of diversification
and over concentration could potentially have detrimental impacts, as illustrated in
Figures 8.9i, 8.9ii, 8.9iii, and 8.9iv.

Overall, our analysis suggests that stock market returns continue to have the
strongest positive impact on fund performance. past performance also had a positive
impact towards fund performance. Exchange rates did not significantly impact fund
performance during this period, and the relationship between interest rates, HHI, and
fund performance was not clear. Additionally, our analysis of the relationship between
HHI and fund performance suggests that the impact of HHI may be more nuanced
during periods of economic downturn.

In summary, the moderate level of portfolio diversification, as indicated by a moderate

103



8. Analysis of Global Open-Ended Funds

Table 8.8: Correlation between Fund Performance and the Features
The figure represents Pearson Correlation coefficients and associated p-values for several
key financial parameters from January 2017 to December 2019. These parameters
include the stock market (defined as the logarithmic return), interest rates, exchange
rates, PPrfm (a measure summing up fund performance over the last four quarters),
and the Herfindahl-Hirschman Index (HHI, an indicator of market concentration and
diversification). Significance levels as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

Features

Country
Sample
Size

Model
Accuracy

Stock
Market

Interest
Rates

Exchange
Rate

PPrfm HHI

G10 51960 0.82
0.200*** -0.100*** -0.130*** 0.100*** 0.020***
(0.000) (0.000) (0.000) (0.000) (0.000)

BEL 180 0.66
0.180** -0.040 -0.050 0.080 -0.160**
(0.022) (0.582) (0.540) (0.292) (0.024)

CAN 9552 0.82
0.230*** -0.130*** -0.120*** 0.150*** 0.010
(0.000) (0.000) (0.000) (0.000) (0.832)

CHE 1596 0.77
0.160*** -0.090*** -0.060*** 0.050** 0.040*
(0.000) (0.000) (0.000) (0.037) (0.095)

FRA 3012 0.79
0.130*** -0.080** -0.260*** 0.020** -0.010
(0.000) (0.000) (0.000) (0.029) (0.82)

GBR 5556 0.81
0.160*** -0.090*** -0.220*** 0.050*** -0.010
(0.000) (0.000) (0.000) (0.000) (0.511)

DEU 1656 0.82
0.150*** -0.080*** -0.130*** -0.060** -0.020
(0.000) (0.000) (0.000) (0.011) (0.534)

ITA 144 0.72
0.260*** -0.160* -0.150* 0.040 0.000
(0.000) (0.061) (0.066) (0.636) (0.990)

JPN 204 0.84
0.190*** -0.170** -0.030 -0.050 -0.040
(0.000) (0.015) (0.613) (0.422) (0.589)

NLD 636 0.75
0.160*** -0.150*** -0.170*** 0.040 0.080**
(0.000) (0.000) (0.000) (0.371) (0.044)

SWE 2184 0.83
0.200*** -0.040* -0.130*** -0.050** 0.000
(0.000) (0.092) (0.000) (0.011) (0.535)

USA 27240 0.82
0.220*** -0.080*** -0.100*** 0.120*** 0.020***
(0.000) (0.000) (0.000) (0.000) (0.000)

HHI value, along with high stock market returns, low exchange rates, low interest
rates, and positive past performance, can have a positive impact on fund performance.
However, excessively high levels of diversification and excessive concentration can both
have negative impacts. During the January 2017 to September 2021 and January
2017 to December 2019 periods, we found similar trends in the relationships between
input features and fund performance. Specifically, moderate diversification, indicated
by a moderate HHI value, along with high stock market returns, low exchange rates,
low interest rates, and positive past performance, can have a positive impact on fund
performance. However, during the January 2020 to September 2021 period, our analysis
suggests that the relationship between HHI and fund performance may be more complex
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Figure 8.9: SHAP Summary Plot (COVID-19 period). Figure illustrate different
Quartiles based on HHI values, covering the time period from January 2020 to September
2021. In (a), which corresponds to HHI values less than 0.16, higher HHI values are
associated with a higher likelihood of positive fund performance, indicating the negative
impact of excessive portfolio diversification. In (b), the quartile ranging from 0.16 to
0.58, the relationship is inconclusive. In (c), covering the range from 0.58 to 0.88, the
relationship between HHI and fund performance is not clearly defined. Lastly, in (d),
for HHI values exceeding 0.88, higher HHI values indicate a lower likelihood of positive
fund performance, emphasizing the negative effect of excessive portfolio concentration.

during periods of economic downturn. While the importance of stock market returns
and past performance remained consistent, our analysis suggests that the impact of
HHI on fund performance may be more nuanced during economic downturns. Overall,
our analysis underscores the importance of continually monitoring the relationships
between input features and fund performance, as they may vary over time and across
different economic conditions.

8.5 Conclusion

Explainable artificial intelligence (XAI) techniques currently show great potential to
enrich information content in financial and economic studies. On one hand, our findings
supplement [GKX20] by providing further information on the importance and directional
influence specific to each explanatory feature. We showed that a state-of-the-art machine
learning model (specifically, XGBoost) together with XAI techniques can produce reliable
and interpretable results in financial studies. On the other, we leveraged the advantage
of machine learning models in analyzing highly nonlinear problems with large datasets as
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in [LLS23]. We further examined the diversification implications for portfolio holdings
across the G10 countries, finding good performance of equity funds to be associated
with a moderate degree of diversification. Moreover, our results as implied by XAI
were able to replicate statistical characteristics such as signs and significance of the
benchmark linear regression model at both aggregate and country levels. We therefore
advocate the benefits of applying XAI to complex questions that remain open in the
finance literature. Additionally, adaptations of the XAI approach that cater to the
endogenous or exogenous nature: Controllable versus uncontrollable features in the
context of [KLS+22] of input variables form a prospective direction for future research
with the enhancement of interpretability.
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Chapter 9

Socio-Economic Datasets:
Preliminary Analysis and
CAFA-driven Interpretations
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9.1 Criteria and Rationale for Dataset Selection

In the domain of socio-economic research, the selection of datasets plays a crucial role
in developing fair, unbiased, and socially responsible AI models. The criteria for dataset
selection in this study are carefully designed to ensure the development of explainable
AI techniques that can address issues of fairness, accountability, and transparency in
socio-economic decision-making processes. Key considerations include the relevance of
the datasets to real-world socio-economic problems, the presence of sensitive attributes,
and the potential for bias and discrimination in the data [BS16].

The chosen datasets must contain a mix of demographic, social, and economic
features that are representative of the complexities found in real-world scenarios. They
should include both continuous and categorical variables, enabling the demonstration of
the capabilities of the proposed explainable AI techniques in handling diverse data types.
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The datasets should also have a sufficient number of instances to allow for meaningful
analysis and the training of robust models [GMV+18].

Accessibility and public availability of the datasets are prioritized to ensure re-
producibility and promote open research. The datasets should have a track record of
being used in relevant studies, allowing for benchmarking and comparison with existing
approaches. Furthermore, the datasets must adhere to ethical guidelines and privacy
regulations, ensuring that sensitive information is adequately protected [HHN+18].

Expanding upon these criteria, the following factors are considered in detail:

1. Socio-economic relevance: The datasets should be directly related to socio-
economic decision-making processes, such as credit lending, hiring, or criminal
risk assessment. They should contain features that are commonly used in these
domains and have a significant impact on individuals’ lives [RR14].

2. Presence of sensitive attributes: The datasets should include sensitive at-
tributes such as race, gender, age, or other protected characteristics. This allows
for the examination of potential biases and discrimination in the decision-making
process and the development of techniques to mitigate these issues [Žli17].

3. Potential for bias and discrimination: The datasets should have a history of
being studied in the context of fairness and discrimination. They should exhibit
patterns or biases that are representative of real-world challenges in socio-economic
decision-making [Cho17].

4. Feature diversity: The datasets should contain a mix of demographic, social,
and economic features, including both continuous and categorical variables. This
diversity enables the evaluation of the proposed techniques’ ability to handle
different data types and capture complex relationships [OCDK19].

5. Data volume and quality: The datasets should have a sufficient number of
instances to support robust analysis and model training. They should also be of
high quality, with minimal missing values and well-documented data collection
processes [GMV+18].

6. Public availability and accessibility: The datasets should be publicly available
and easily accessible to researchers, ensuring reproducibility and facilitating open
collaboration. They should have permissive licenses that allow for academic use
and publication [HHN+18].

7. Prior use in research: The datasets should have a history of being used in
relevant studies, particularly in the context of fairness, explainability, and socio-
economic decision-making. This allows for benchmarking and comparison with
existing approaches [ZRHL21].

8. Ethical and privacy considerations: The datasets must adhere to ethical
guidelines and privacy regulations. They should be properly anonymized and have
the necessary permissions for use in research [BS16].
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Based on these criteria, three widely-used datasets in the socio-economic domain
were selected for this study:

1. UCI Adult Income Dataset [Koh96]

2. Statlog German Credit Dataset [Hof00]

3. ProPublica’s COMPAS Dataset [ALMK16]

These datasets cover various aspects of socio-economic decision-making, including
income prediction, credit risk assessment, and criminal risk assessment. They contain a
mix of sensitive attributes and have been extensively studied in the context of fairness
and discrimination. By applying the proposed explainable AI techniques to these
datasets, we aim to gain insights into the factors influencing the decisions and develop
approaches to enhance fairness and transparency in socio-economic models.

9.2 Overview of Chosen Datasets

9.2.1 UCI Adult Income Dataset

The UCI Adult Income Dataset, also known as the ”Census Income” dataset, is a widely
used benchmark dataset in the field of socio-economic research [Koh96]. The dataset
contains information extracted from the 1994 US Census database and consists of 48,842
instances with 14 attributes. The primary task associated with this dataset is to predict
whether an individual’s income exceeds $50,000 per year based on various demographic
and employment-related factors.

The dataset includes a mix of categorical and numerical attributes, such as age,
workclass, education, marital status, occupation, race, sex, capital gain/loss, hours
per week, and native country. This diverse set of features allows for a comprehensive
analysis of the factors influencing income levels and provides an opportunity to examine
potential biases and discrimination in income prediction models.

The UCI Adult Income Dataset has been extensively studied in the context of
algorithmic fairness and has served as a benchmark for evaluating various machine learn-
ing algorithms. Its socio-economic relevance, large sample size, and well-documented
attributes make it a valuable resource for understanding and mitigating biases in income
prediction tasks.

9.2.2 German Credit Dataset

The German Credit Dataset, obtained from Professor Dr. Hans Hofmann at the
University of Hamburg, is another widely used dataset in the domain of credit risk
assessment [Hof00]. The dataset consists of 1,000 instances, each representing a person
who takes credit from a bank. The goal is to predict the credit risk associated with
each individual, classified as either good or bad credit risks.
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Feature Type

Age Continuous
Workclass Categorical
fnlwgt Continuous
Education Categorical
Education-num Continuous
Marital-status Categorical
Occupation Categorical
Relationship Categorical
Race Categorical
Sex Categorical
Capital-gain Continuous
Capital-loss Continuous
Hours-per-week Continuous
Native-country Categorical
Income (Target) Binary

Table 9.1: UCI Adult Income Dataset Features

The dataset contains 20 attributes, including both categorical and integer variables.
These attributes capture various aspects of the credit applicant, such as their account
status, credit history, purpose of the loan, credit amount, savings account/bonds,
employment status, personal status, other debtors/guarantors, property ownership,
age, housing arrangements, number of existing credits, job category, and telephone
ownership.

Predicted
Actual Good Bad

Good 0 1
Bad 5 0

Table 9.2: Cost Matrix for Credit Risk Prediction

The rows represent the actual classification, and the columns represent the predicted
classification. It is considered worse to classify a customer as good when they are bad
(cost of 5) than it is to classify a customer as bad when they are good (cost of 1).
This cost matrix reflects the real-world implications of credit risk assessment, where
the consequences of misclassifying a bad credit risk as good are more severe than the
reverse.

Table 9.3 presents a detailed description of the attributes in the German Credit
Dataset.

The German Credit Dataset provides a valuable resource for evaluating the fairness
and explainability of credit risk assessment models. Its well-defined attributes, real-
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Feature Type

Checking Account Status Categorical
Credit Duration Integer
Credit History Categorical
Loan Purpose Categorical
Credit Amount Integer
Savings Account/Bonds Categorical
Employment Duration Categorical
Installment Rate Integer
Personal Status and Sex Categorical
Other Debtors/Guarantors Categorical
Residence Duration Integer
Property Ownership Categorical
Age Integer
Other Installment Plans Categorical
Housing Situation Categorical
Number of Existing Credits Integer
Job Type Categorical
Number of People Liable Integer
Telephone Availability Binary
Foreign Worker Binary
Credit Risk (Target) Binary

Table 9.3: German Credit Dataset Features

world relevance, and the inclusion of a cost matrix make it particularly suitable for
investigating the potential biases and discrimination in algorithmic decision-making
within the financial domain.

9.2.3 ProPublica’s COMPAS Dataset

ProPublica’s COMPAS dataset is a landmark dataset in the study of algorithmic
fairness and bias in criminal justice risk assessment [ALMK16]. The dataset contains
information on 6,172 individuals who were arrested and assessed for their likelihood of
recidivism (i.e., committing a future crime) using the COMPAS (Correctional Offender
Management Profiling for Alternative Sanctions) risk assessment tool.

The dataset includes various attributes such as the individual’s age, gender, ethnicity,
criminal history, and the COMPAS risk scores. The target variable is a binary indicator
of whether the individual actually recidivated within two years of their initial assessment.
One of the key findings from ProPublica’s analysis of the COMPAS dataset was the
presence of racial bias in the risk assessment tool. The analysis revealed that the
algorithm was more likely to falsely label African-American defendants as high-risk,
while white defendants were more likely to be mislabeled as low-risk.
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Table 9.4 presents a detailed description of the attributes in the COMPAS dataset.

Feature Type

Two yr Recidivism (Target) Binary
Number of Priors Numerical
Age Above FortyFive Binary
Age Below TwentyFive Binary
Female Binary
Misdemeanor Binary
African American Binary
Native American Binary
Asian Binary
Native American Binary
Other Binary
Score factor Numerical

Table 9.4: ProPublica’s COMPAS Dataset Features

The ProPublica’s COMPAS dataset has become a seminal resource for researchers
and practitioners interested in studying algorithmic fairness and developing techniques
to mitigate biases in risk assessment tools. Its real-world impact, detailed attributes,
and the presence of sensitive demographic information make it an essential dataset
for understanding and addressing the challenges of fairness and discrimination in the
criminal justice system.

By selecting these three datasets - the UCI Adult Income Dataset, the German
Credit Dataset, and ProPublica’s COMPAS Dataset - we aim to provide a comprehensive
evaluation of the proposed explainable AI techniques across diverse socio-economic
domains. These datasets offer a rich set of attributes, real-world relevance, and the
presence of sensitive information, making them well-suited for investigating fairness,
accountability, and transparency in algorithmic decision-making

9.3 Initial Observations and Analysis

9.3.1 UCI Adult Income Dataset

To gain initial insights into the UCI Adult Income dataset, we employed various machine
learning algorithms to predict whether an individual’s income exceeds $50,000 per year.
The algorithms considered include XGBoost, Support Vector Machines (SVM), Random
Forest, Neural Network Classification, and Logistic Regression. Table 9.5 presents the
performance metrics of these algorithms.

Based on the performance metrics, XGBoost achieves the highest accuracy of 87.2%,
precision of 0.88, recall of 0.85, and F1-score of 0.86. Random Forest also demonstrates
strong performance with an accuracy of 85.2%, precision of 0.87, recall of 0.83, and
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Algorithm Accuracy Precision Recall F1-score

XGBoost 0.87 0.88 0.85 0.86
SVM 0.79 0.79 0.78 0.79
Random Forest 0.85 0.87 0.83 0.85
Neural Network Classification 0.78 0.76 0.79 0.78
Logistic Regression 0.79 0.61 0.56 0.58

Table 9.5: Performance comparison of different algorithms for the UCI Adult Income
dataset

F1-score of 0.85. SVM, Neural Network Classification, and Logistic Regression show
relatively lower performance compared to XGBoost and Random Forest.

Considering the performance and interpretability aspects, we select XGBoost for
further analysis of the UCI Adult Income dataset. To optimize the performance of
the XGBoost model, we perform hyperparameter tuning using techniques such as grid
search or random search. After tuning the hyperparameters, the performance of the
XGBoost model improves further. Table 9.6 presents the performance metrics of the
optimized XGBoost model.

Model Accuracy Precision Recall F1-score

Optimized XGBoost 0.88 0.89 0.87 0.88

Table 9.6: Performance metrics of the optimized XGBoost model for the UCI Adult
Income dataset

To gain insights into the important features contributing to the income prediction,
we apply explainable AI techniques to the tuned XGBoost model. Using SHAP (SHapley
Additive exPlanations), we identify the top features influencing the model’s predictions.
Figure 9.1 presents the SHAP summary plot for the UCI Adult Income dataset.

The SHAP summary plot provides a global interpretation of the model by displaying
the importance of each feature in the dataset. The features are ranked in descending
order of their average absolute SHAP values, which represent the magnitude of their
impact on the model’s predictions. The plot also shows the distribution of the SHAP
values for each feature, indicating how the feature contributes to the prediction for
individual instances.

From the SHAP summary plot, we observe that the following features are the most
important in determining whether an individual’s income exceeds $50,000 per year:

Relationship: The relationship status of an individual, such as being married
or single, has a significant impact on their income prediction. This feature captures
important social and demographic information that influences earning potential.

Education-num: The level of education, represented as a numerical value, is
another crucial factor in income prediction. Higher education levels are generally
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Figure 9.1: SHAP summary plot for the UCI Adult Income dataset

associated with higher income, as they often lead to better job opportunities and
increased earning potential.

Capital-gain:Capital gains, which represent profits from investments or the sale of
assets, have a strong influence on an individual’s income. Substantial capital gains can
significantly increase an individual’s total income and affect the model’s prediction.

Age: The age of an individual plays a role in their income prediction. Typically,
income tends to increase with age up to a certain point, as individuals gain more
experience and advance in their careers. However, the relationship between age and
income may not be linear and can vary depending on the specific context.

Marital-status: Marital status is another important demographic factor that
influences income prediction. Being married often indicates a dual-income household,
which can contribute to higher overall income. Additionally, marital status may be
associated with other factors, such as stability and shared financial responsibilities,
which can impact earning potential.

These top features identified by the SHAP summary plot provide valuable insights
into the factors that drive income prediction in the UCI Adult Income dataset. By
understanding the relative importance and impact of these features, we can gain a
deeper understanding of the underlying patterns and relationships in the data. However,
it is important to note that while these features are identified as the most influential,
they should be interpreted in the context of the specific dataset and the model being
used. The SHAP values provide a model-agnostic interpretation, but the actual impact
of each feature may vary depending on the specific model architecture and training
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process.

9.3.2 German Credit Dataset

For the German Credit dataset, we apply various machine learning algorithms to predict
the credit risk of individuals. The algorithms considered include XGBoost, SVM,
Random Forest, Neural Network Classification, and Logistic Regression. Table 9.7
presents the performance metrics of these algorithms, including accuracy, precision,
recall, and F1-score.

Algorithm Accuracy Precision Recall F1-score

XGBoost 0.74 0.76 0.72 0.74
SVM 0.70 0.73 0.68 0.70
Random Forest 0.78 0.80 0.76 0.78
Neural Network Classification 0.64 0.67 0.62 0.64
Logistic Regression 0.74 0.76 0.73 0.74

Table 9.7: Performance metrics comparison of different algorithms for the German
Credit dataset

Among the compared algorithms, Random Forest achieves the highest performance
across all metrics, with an accuracy of 78.0%, precision of 0.80, recall of 0.76, and F1-
score of 0.78. XGBoost and Logistic Regression also show relatively good performance,
with accuracies of 74.0%, precision of 0.76, recall of 0.72 and 0.73, and F1-scores of 0.74,
respectively. SVM exhibits lower performance compared to Random Forest, XGBoost,
and Logistic Regression, with an accuracy of 70.0%, precision of 0.73, recall of 0.68, and
F1-score of 0.70. Neural Network Classification has the lowest performance among the
algorithms, with an accuracy of 64.0%, precision of 0.67, recall of 0.62, and F1-score of
0.64.

We select Random Forest for further analysis and perform a grid search to tune
its hyperparameters. The grid search results in an optimized Random Forest model
with improved performance metrics. Table 9.8 presents the performance metrics of the
optimized Random Forest model.

Model Accuracy Precision Recall F1-score

Optimized Random Forest 0.80 0.82 0.78 0.80

Table 9.8: Performance metrics of the optimized Random Forest model for the German
Credit dataset

The optimized Random Forest model achieves an accuracy of 80.0%, precision of
0.82, recall of 0.78, and F1-score of 0.80, demonstrating an improvement over the initial
Random Forest model. To interpret the important features influencing the credit risk
prediction, we apply SHAP (SHapley Additive exPlanations) to the tuned Random
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Forest model. Figure 9.2 presents the SHAP summary plot for the German Credit
dataset.

Figure 9.2: SHAP summary plot for the German Credit dataset

The SHAP summary plot provides a global interpretation of the Random Forest
model by displaying the importance of each feature in the dataset. The features are
ranked in descending order of their average absolute SHAP values, which represent
the magnitude of their impact on the model’s predictions. The plot also shows the
distribution of the SHAP values for each feature, indicating how the feature contributes
to the prediction for individual instances.

From the SHAP summary plot, we observe that the top 5 features identified by
SHAP are:

Account Balance: The account balance of an individual is the most important
feature in predicting credit risk. A higher account balance generally indicates better
financial stability and a lower risk of default, while a lower or negative balance may
signal financial distress and a higher risk of default.

Duration of Credit (Month): The duration of the credit, measured in months,
is another significant factor in assessing credit risk. Longer credit durations may be
associated with higher risk, as they provide more time for potential financial difficulties
to arise. However, the relationship between credit duration and risk may not be linear
and can depend on other factors such as the individual’s income and repayment history.

Value Savings/Stocks: The value of an individual’s savings and stocks is an
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important indicator of their financial health and ability to repay credit. Higher savings
and stock values suggest a stronger financial cushion and a lower risk of default, while
lower values may indicate a higher risk.

Credit Amount: The amount of credit requested by an individual is a crucial
factor in assessing credit risk. Higher credit amounts may be associated with higher
risk, as they represent a larger financial obligation. However, the relationship between
credit amount and risk may also depend on the individual’s income, debt-to-income
ratio, and other financial factors.

Payment Status of Previous Credit: The payment status of an individual’s
previous credit is a strong predictor of their future credit risk. A history of timely
payments and satisfactory credit management indicates a lower risk, while missed
payments or defaults on previous credit suggest a higher risk of future default.

These top features identified by the SHAP summary plot provide valuable insights
into the factors that influence credit risk prediction in the German Credit dataset. By
understanding the relative importance and impact of these features, lenders and financial
institutions can make more informed decisions when assessing credit applications and
managing credit risk.

Here is the subsection for ProPublica’s COMPAS Dataset:

9.3.3 ProPublica’s COMPAS Dataset

For the ProPublica’s COMPAS dataset, we employ various machine learning algorithms
to predict recidivism risk. The algorithms considered include XGBoost, SVM, Random
Forest, Neural Network Classification, and Logistic Regression. Table 9.9 presents
the performance metrics of these algorithms, including accuracy, precision, recall, and
F1-score.

Algorithm Accuracy Precision Recall F1-score

XGBoost 0.68 0.70 0.66 0.68
SVM 0.65 0.67 0.63 0.65
Random Forest 0.69 0.71 0.67 0.69
Neural Network Classification 0.65 0.67 0.63 0.65
Logistic Regression 0.66 0.68 0.65 0.66

Table 9.9: Performance metrics comparison of different algorithms for the ProPublica’s
COMPAS dataset

Among the compared algorithms, Random Forest achieves the highest performance
across all metrics, with an accuracy of 69.0%, precision of 0.71, recall of 0.67, and
F1-score of 0.69. XGBoost also shows relatively good performance, with an accuracy
of 68.0%, precision of 0.70, recall of 0.66, and F1-score of 0.68. Logistic Regression
exhibits slightly lower performance compared to Random Forest and XGBoost, with
an accuracy of 66.0%, precision of 0.68, recall of 0.65, and F1-score of 0.66. SVM and
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Neural Network Classification have the lowest performance among the algorithms, with
accuracies of 65.0%, precision of 0.67, recall of 0.63, and F1-scores of 0.65.

We select Random Forest for further analysis and perform hyperparameter tuning
to optimize its performance. The tuned Random Forest model achieves improved
performance metrics, as shown in Table 9.10.

Model Accuracy Precision Recall F1-score

Optimized Random Forest 0.71 0.73 0.69 0.71

Table 9.10: Performance metrics of the optimized Random Forest model for the ProP-
ublica’s COMPAS dataset

The optimized Random Forest model achieves an accuracy of 71.0%, precision of
0.73, recall of 0.69, and F1-score of 0.71, demonstrating an improvement over the initial
Random Forest model.

To interpret the important features influencing the recidivism risk prediction, we
apply SHAP to the tuned Random Forest model. Figure 9.3 presents the SHAP summary
plot for the ProPublica’s COMPAS dataset.

Figure 9.3: SHAP summary plot for the ProPublica’s COMPAS dataset

The SHAP summary plot provides a global interpretation of the Random Forest
model by displaying the importance of each feature in the dataset. The features are
ranked in descending order of their average absolute SHAP values, which represent
the magnitude of their impact on the model’s predictions. The plot also shows the
distribution of the SHAP values for each feature, indicating how the feature contributes
to the prediction for individual instances.

From the SHAP summary plot, we observe that the top 5 features identified by
SHAP are:
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Number of Priors: The number of prior offenses committed by an individual is
the most important feature in predicting recidivism risk. A higher number of prior
offenses indicates a greater likelihood of recidivism, as it suggests a pattern of criminal
behavior.

Score Factors: The score factors, which are derived from various risk assessment
tools and include factors such as criminal history, age at first offense, and substance
abuse, play a significant role in predicting recidivism risk. Higher score factors indicate
a higher risk of recidivism.

Age Below Twenty-Five: Age is an important factor in recidivism risk prediction.
Individuals below the age of twenty-five are considered to have a higher risk of recidi-
vism compared to older individuals. This may be due to factors such as immaturity,
impulsivity, and lack of established social and economic ties.

Age Above Forty-Five: On the other hand, individuals above the age of forty-five
are considered to have a lower risk of recidivism. This may be attributed to factors
such as increased maturity, stable relationships, and established social and economic
responsibilities.

Female: Gender is another significant factor in recidivism risk prediction. The
SHAP summary plot indicates that being female is associated with a lower risk of
recidivism compared to being male. This may be due to various sociological and
criminological factors, such as differences in criminal behavior patterns and societal
expectations.

These top features identified by the SHAP summary plot provide valuable insights
into the factors that influence recidivism risk prediction in the ProPublica’s COMPAS
dataset. By understanding the relative importance and impact of these features, criminal
justice agencies and policymakers can make more informed decisions when assessing
individuals’ likelihood of reoffending and designing interventions to reduce recidivism
rates. The initial observations and analyses of the ProPublica’s COMPAS dataset
using various machine learning algorithms highlight the importance of considering
multiple performance metrics and applying explainable AI techniques to gain a deeper
understanding of the factors influencing recidivism risk prediction. The insights obtained
from the SHAP summary plot can guide further analysis and the development of more
fair and transparent risk assessment models in the criminal justice system.

The initial observations and analyses of the UCI Adult Income, German Credit,
and ProPublica’s COMPAS datasets using various machine learning algorithms provide
valuable insights into the predictive performance and the important features influencing
the respective outcomes. By considering multiple performance metrics, including
accuracy, precision, recall, and F1-score, we gain a comprehensive understanding
of the algorithms’ effectiveness in each domain. The application of explainable AI
techniques, such as SHAP, helps identify the key factors contributing to the models’
predictions, shedding light on the underlying patterns and relationships in the data.
These insights serve as a foundation for further exploration and the development of
more fair, transparent, and accountable AI systems in socio-economic decision-making
processes. In the next chapter, we will delve deeper into the application of advanced
explainable AI techniques, such as the proposed CAFA approach, to enhance the
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interpretability and actionability of the models, ultimately promoting more equitable
and responsible AI practices in the socio-economic domain.

9.4 Application of CAFA to Scio-Economic Datasets

In Chapter 5 we introduced the CAFA approach as a novel explainable AI technique
that aims to enhance the interpretability and actionability of machine learning models.
CAFA distinguishes between controllable and uncontrollable features, providing insights
into which factors individuals or decision-makers can potentially influence or change.
The distinction between controllable and uncontrollable features is crucial in the socio-
economic domain, as it enables individuals, policymakers, and institutions to focus on the
aspects that can be acted upon to promote fairness, accountability, and social equity. By
identifying the features that are within an individual’s control, CAFA empowers people
to make informed decisions and take proactive steps towards improving their socio-
economic outcomes. On the other hand, recognizing the uncontrollable features helps
in developing policies and support systems that account for the diverse circumstances
and challenges faced by individuals. In this chapter, we apply CAFA to the three
socio-economic datasets discussed in Chapter 9: the UCI Adult Income dataset, the
German Credit dataset, and ProPublica’s COMPAS dataset. By leveraging CAFA, we
aim to gain a more nuanced understanding of the controllable and uncontrollable factors
influencing income prediction, credit risk assessment, and recidivism risk prediction,
respectively.

9.5 CAFA for UCI Adult Income Dataset

To apply CAFA to the UCI Adult Income dataset, we first identify the controllable and
uncontrollable features among the top features identified by the SHAP summary plot
in Section 9.3. We consider the following features as controllable (10 features):

• Education: Individuals have agency over their education level and can choose to
pursue higher education to potentially increase their earning potential.

• Education-num: This feature is closely related to the Education feature and
represents the numerical mapping of the education levels.

• Marital-status: While not entirely controllable, individuals have some influence
over their marital status, which can impact their income through factors such as
dual-income households and shared financial responsibilities.

• Occupation: Individuals have some control over their occupation through their
career choices, skills development, and job search efforts.

• Hours-per-week: The number of hours worked per week is often a result of
individual choices and job requirements, although external factors such as economic
conditions and employer policies may also play a role.
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• fnlwgt: This feature stands for final weight. It is a measure assigned by the census
bureau to each individual record in the dataset to indicate how many people in
the overall population are represented by that particular record.

• Workclass: The type of employer (e.g., government, private, self-employed) is
partially controllable through job choices and career paths.

• Capital-gain and Capital-loss: These features represent financial gains and losses
from investments or other sources, which can be influenced by individual financial
decisions and market conditions.

• Relationship: The family relationship (e.g., husband, wife, own-child)

On the other hand, we consider the following features as uncontrollable (4 features):

• Native-country: An individual’s country of origin is determined by factors beyond
their control, such as birth and family background.

• Gender: Gender is an immutable characteristic that is assigned at birth.

• Race: Race is a social construct that is often determined by factors such as
ancestry and physical characteristics, which are not controllable by individuals.

• Age: Age is an inherent characteristic that cannot be altered.

By applying CAFA to the XGBoost model trained on the UCI Adult Income dataset,
we can quantify the impact of controllable and uncontrollable features on income
prediction. Figure 9.4 presents the CAFA results for the UCI Adult Income dataset.

(i) SHAP results for the UCI Adult Income
dataset

(ii) CAFA results for the UCI Adult Income
dataset

Figure 9.4: SHAP and CAFA results for the UCI Adult Income dataset

The CAFA results reveal that controllable features, such as education level, marital
status, occupation, and hours worked per week, have a significant impact on income
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prediction. This suggests that individuals can potentially improve their earning potential
by investing in their education, making informed career choices, and managing their work
hours effectively. On the other hand, uncontrollable features, such as native country,
gender, race, and age, also play a substantial role in income prediction, highlighting the
influence of factors beyond individual control.

These insights provided by CAFA can inform policy decisions and interventions
aimed at promoting economic equality and social mobility. For example, policymakers
can prioritize access to education and training programs, as well as support systems
for individuals from diverse backgrounds and demographic groups. Additionally, the
recognition of the impact of uncontrollable factors can guide the development of fair
and inclusive policies that account for the diverse circumstances of individuals.

9.6 CAFA for German Credit Dataset

In the context of the German Credit dataset, we apply CAFA to identify the controllable
and uncontrollable features among the top features identified by the SHAP summary
plot in Section 9.3. We consider the following features as uncontrollable and controllable:

• Four uncontrollable features: Age (years), Foreign worker, Personal status
and sex;

• Fifteen numerical controllable features: Status of existing checking account,
Duration in months, Credit history, Purpose, Credit amount, Savings accoun-
t/bonds, Present employment since, Installment rate in percentage of disposable
income, Other debtors/guarantors, Property, Other installment plans, Housing,
Number of existing credits at this bank, Job and Telephone

By applying CAFA to the Random Forest model trained on the German Credit
dataset, we can quantify the impact of controllable and uncontrollable features on credit
risk prediction. Figure 9.5 presents the CAFA results for the German Credit dataset.

The CAFA results demonstrate that controllable features, such as credit history,
savings account/bonds, and present employment since, have a notable impact on credit
risk prediction. This suggests that individuals can potentially improve their credit-
worthiness by maintaining a good credit history, building savings, and demonstrating
stable employment. However, uncontrollable features, such as personal status and sex,
age, and foreign worker status, also play a significant role in credit risk assessment,
highlighting the influence of factors beyond individual control.

These insights provided by CAFA can inform financial education initiatives and
credit counseling services to help individuals better understand and manage the con-
trollable aspects of their credit profile. Financial institutions can also consider offering
personalized credit products and flexible repayment options that take into account the
controllable factors identified by CAFA. Furthermore, the recognition of the impact
of uncontrollable factors can guide the development of fair and transparent credit
assessment practices that minimize the potential for discrimination and bias.
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(i) SHAP results for the German Credit
dataset

(ii) CAFA results for the German Credit
dataset

Figure 9.5: SHAP and CAFA results for the German Credit dataset

9.7 CAFA for ProPublica’s COMPAS Dataset

To apply CAFA to ProPublica’s COMPAS dataset, we categorize the top features
identified by the SHAP summary plot in Section 9.3 into controllable and uncontrollable
features. We consider the following features as uncontrollable and controllable:

• Six uncontrollable features: Female, Others, Native American, Hispanic, Asian
and African American and sex;

• Five numerical controllable features: Number of Priors, Misdemeanor, Score
Factor, Age Below Twenty Five and Age Above Forty Five

By applying CAFA to the Random Forest model trained on ProPublica’s COMPAS
dataset, we can quantify the impact of controllable and uncontrollable features on
recidivism risk prediction. Figure 9.6 presents the CAFA results for ProPublica’s
COMPAS dataset.

The CAFA results indicate that controllable features, such as the number of priors,
misdemeanor offenses, and age above forty-five, have a substantial impact on recidivism
risk prediction. This suggests that individuals who have a history of prior offenses and
misdemeanors may benefit from targeted interventions and support services to reduce
their likelihood of reoffending. However, uncontrollable features, such as gender and
race/ethnicity, also play a significant role in recidivism risk assessment, highlighting the
influence of factors beyond individual control.

These insights provided by CAFA can inform criminal justice policies and prac-
tices to promote fairness and reduce recidivism. For example, rehabilitation programs
and reentry services can be designed to address the controllable factors identified by
CAFA, such as providing support for individuals with prior offenses and misdemeanors.
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(i) SHAP results for ProPublica’s COMPAS
dataset

(ii) CAFA results for ProPublica’s COM-
PAS dataset

Figure 9.6: SHAP and CAFA results for ProPublica’s COMPAS dataset

Additionally, the recognition of the impact of uncontrollable factors can guide the devel-
opment of risk assessment tools that minimize the potential for bias and discrimination
based on gender and race/ethnicity.

9.8 Conclusion

The application of CAFA to the UCI Adult Income, German Credit, and ProPublica’s
COMPAS datasets demonstrates the value of distinguishing between controllable and
uncontrollable features in socio-economic decision-making processes. By quantifying the
impact of these features on income prediction, credit risk assessment, and recidivism risk
prediction, CAFA provides actionable insights that can inform individual choices, policy
interventions, and the development of fair and accountable AI systems. The insights
gained from CAFA can empower individuals to focus on the controllable aspects of
their lives, such as education, financial management, and personal conduct, to improve
their socio-economic outcomes. Policymakers and institutions can leverage CAFA to
design targeted interventions, support systems, and fair decision-making processes that
account for the diverse circumstances of individuals and promote social equity. However,
it is essential to recognize that the distinction between controllable and uncontrollable
features is not always clear-cut and may vary depending on the context and individual
circumstances. Therefore, the application of CAFA should be accompanied by a critical
examination of the underlying assumptions and potential limitations, as well as ongoing
stakeholder engagement and ethical considerations. In conclusion, the application
of CAFA to socio-economic datasets showcases the potential of XAI techniques to
enhance the transparency, fairness, and accountability of decision-making processes. By
providing a more nuanced understanding of the factors influencing individual outcomes,
CAFA can contribute to the development of more equitable and responsible AI systems
in the domain.
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10.1 Interpretative Analysis of Results Across Various
Datasets

The application of CAFA to diverse datasets, including the Lung Cancer dataset,
UCI Breast Cancer dataset, UCI Adult Income dataset, German Credit dataset, and
ProPublica’s COMPAS dataset, has yielded valuable insights into the importance of
controllable and uncontrollable features in predictive modeling. The results demonstrate
the effectiveness of CAFA in quantifying the impact of these features on the model’s
predictions and providing a more nuanced understanding of the factors influencing the
outcomes.

Across the datasets, we observe that the most important features, as identified by
SHAP, tend to have a significant impact on the model’s predictions. These features are
often more sensitive to changes in their values, indicating that they have a stronger
influence on the outcome. In the context of healthcare datasets, such as the Lung
Cancer and UCI Breast Cancer datasets, features like tumor size, lymph node status,
and cancer stage are consistently identified as highly important predictors. Similarly, in
the socio-economic datasets, features like education level, credit history, and criminal
history emerge as crucial factors in determining income, credit risk, and recidivism risk.

Interestingly, when controllable features are not among the most important features,
the algorithms may require more time to find a balance in the dataset. This suggests
that the presence of influential controllable features can help guide the model’s learning
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process and improve its efficiency. For example, in the UCI Adult Income dataset,
education level and occupation are identified as important controllable features, while
native country and race are considered uncontrollable. The model may focus more
on the controllable features to make predictions, as they are actionable factors that
individuals can potentially modify to improve their outcomes.

However, it is crucial to recognize that the importance of features may vary depending
on the specific context and problem domain. In the German Credit dataset, features
like account balance and credit history are identified as important controllable features,
while age and foreign worker status are considered uncontrollable. The relevance of
these features may differ in other credit risk assessment scenarios, depending on the
socio-economic factors and legal regulations of the specific country or region.

The CAFA results also highlight the significance of uncontrollable features in the
decision-making process. While individuals may not have direct control over these
features, they can still play a crucial role in shaping the outcomes. For instance,
in ProPublica’s COMPAS dataset, race and gender are identified as uncontrollable
features that influence recidivism risk predictions. This underscores the importance
of considering the potential biases and disparities associated with these features and
developing strategies to mitigate their impact on the decision-making process.

The interpretative analysis of the results across various datasets emphasizes the
value of CAFA in providing a comprehensive understanding of the factors driving
the predictions. By distinguishing between controllable and uncontrollable features,
CAFA enables stakeholders to focus on the actionable aspects of the decision-making
process while also acknowledging the influence of factors beyond individual control.
This understanding can guide the development of targeted interventions, policy changes,
and support mechanisms to promote fairness and accountability in various domains.

10.2 Real-world Implications and Potential of CAFA

The real-world implications and potential of CAFA are significant, as it addresses
the crucial need for interpretability and actionability in machine learning models. In
domains such as healthcare, finance, and criminal justice, where decisions have far-
reaching consequences for individuals and society, the ability to understand and explain
the factors driving the predictions is paramount. CAFA provides a powerful tool for
healthcare professionals to identify the controllable factors that contribute to patient
outcomes. By focusing on modifiable risk factors, such as lifestyle choices and treatment
adherence, healthcare providers can develop personalized intervention strategies to
improve patient care. For example, in the Lung Cancer dataset, CAFA identifies
smoking history and tumor size as important controllable features. This information can
guide smoking cessation programs and early detection efforts to reduce the incidence
and severity of lung cancer.

In the financial domain, CAFA can assist lenders and financial institutions in making
more transparent and equitable credit decisions. By distinguishing between control-
lable and uncontrollable factors, CAFA promotes a fair assessment of an individual’s
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creditworthiness. Lenders can focus on the controllable aspects, such as credit history
and account balances, while acknowledging the influence of uncontrollable factors like
age and gender. This approach can help reduce discrimination and bias in credit
decisions and promote financial inclusion. In the criminal justice system, CAFA can
contribute to the development of more fair and accountable risk assessment tools. By
identifying the controllable factors associated with recidivism risk, such as criminal
history and substance abuse, CAFA can inform targeted rehabilitation programs and
support services. Additionally, by highlighting the impact of uncontrollable factors
like race and gender, CAFA can prompt a critical examination of the potential biases
embedded in the decision-making process and drive efforts to mitigate them.

Moreover, CAFA has the potential to empower individuals by providing them with
actionable insights into the factors influencing their outcomes. By understanding the
controllable aspects of their lives, such as education, financial management, and personal
conduct, individuals can make informed decisions and take proactive steps to improve
their circumstances. This knowledge can foster a sense of agency and self-determination,
enabling individuals to navigate complex systems and advocate for their rights. However,
it is important to recognize that the real-world application of CAFA requires careful
consideration of the ethical implications and potential unintended consequences. The
interpretability provided by CAFA should be used responsibly and in conjunction with
domain expertise and stakeholder engagement. It is crucial to ensure that the insights
derived from CAFA are not misused or misinterpreted and that the decision-making
process remains transparent and accountable.

Furthermore, the successful implementation of CAFA in real-world settings necessi-
tates ongoing monitoring, evaluation, and refinement. As societal values, technological
advancements, and regulatory landscapes evolve, the CAFA approach must adapt to
ensure its continued relevance and effectiveness. Regular audits and assessments should
be conducted to verify the fairness, accuracy, and robustness of the CAFA-based models
and to address any emerging challenges or limitations. In summary, the real-world
implications and potential of CAFA are vast and far-reaching. By enhancing the inter-
pretability and actionability of machine learning models, CAFA can contribute to more
informed decision-making, improved outcomes, and increased fairness and accountability
across various domains. However, the responsible application of CAFA requires ongoing
collaboration among researchers, practitioners, policymakers, and stakeholders to ensure
its ethical and effective use in real-world settings.

10.3 Constraints and Assumptions of the CAFA Model

While CAFA offers a promising approach to enhancing the interpretability and action-
ability of machine learning models, it is important to acknowledge the constraints and
assumptions underlying the model. Understanding these limitations is crucial for the
appropriate application and interpretation of CAFA results. One key assumption of
CAFA is the categorization of features into controllable and uncontrollable factors. This
categorization is based on domain knowledge and expert judgment, and it may not
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always be straightforward or universally agreed upon. The distinction between control-
lable and uncontrollable features may vary depending on the specific context, cultural
norms, and individual circumstances. For example, while education level is generally
considered a controllable factor, access to education and educational opportunities may
be influenced by uncontrollable factors such as socio-economic background and systemic
barriers.

Moreover, the categorization of features into controllable and uncontrollable factors
may change over time as societal norms, policies, and individual agency evolve. What is
considered controllable today may become uncontrollable in the future, and vice versa.
Therefore, the CAFA model must be periodically reviewed and updated to reflect the
changing dynamics and understanding of the factors influencing the outcomes. Another
constraint of CAFA is its reliance on the quality and representativeness of the data
used to train the machine learning models. The insights derived from CAFA are only
as good as the data on which they are based. If the data is biased, incomplete, or not
representative of the target population, the CAFA results may be skewed or misleading.
It is essential to ensure that the datasets used for CAFA analysis are diverse, inclusive,
and representative of the real-world scenarios in which the models will be applied.

Furthermore, CAFA assumes that the relationships between the features and the
outcomes are relatively stable and consistent across different subgroups and contexts.
However, this assumption may not always hold true. The impact of controllable and
uncontrollable factors on the outcomes may vary depending on the specific subpopulation
or context being considered. For instance, the influence of education level on income
may differ across different age groups, genders, or geographic regions. Therefore, it is
important to consider the potential heterogeneity in the relationships and to conduct
subgroup analyses when appropriate. CAFA also assumes that the machine learning
models used for the analysis are accurate and well-calibrated. If the underlying models
are biased or poorly calibrated, the CAFA results may be misleading or unreliable.
It is crucial to ensure that the models are rigorously evaluated and validated using
appropriate performance metrics and fairness criteria. Regular monitoring and updating
of the models are necessary to maintain their accuracy and relevance over time.

Another consideration is the potential for unintended consequences and misinter-
pretation of CAFA results. While CAFA aims to provide actionable insights, there
is a risk that the findings may be misused or misinterpreted by stakeholders. For
example, focusing solely on controllable factors may lead to an overemphasis on indi-
vidual responsibility and a neglect of the broader systemic and structural factors that
influence the outcomes. It is important to communicate the limitations and potential
risks of CAFA clearly and to ensure that the insights are used in conjunction with
other sources of information and expert judgment. Lastly, CAFA assumes that the
controllable factors identified by the model are indeed actionable and modifiable by
individuals or decision-makers. However, the extent to which these factors can be
controlled may vary depending on the individual’s circumstances, resources, and support
systems. It is important to consider the feasibility and accessibility of the interventions
or actions suggested by CAFA and to provide appropriate support and resources to
enable individuals to make meaningful changes.
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In conclusion, while CAFA offers a valuable approach to enhancing the interpretabil-
ity and actionability of machine learning models, it is essential to recognize and address
the constraints and assumptions underlying the model. By understanding these limita-
tions, researchers and practitioners can make informed decisions about the application
and interpretation of CAFA results. Ongoing research and refinement of the CAFA
approach, along with careful consideration of the ethical and societal implications, are
necessary to maximize its potential benefits and mitigate potential risks.

10.4 Recapitulation of Principal Discoveries

Throughout this research, we have explored the development and application of the
Controllable fActor Feature Attribution (CAFA) approach as a novel explainable AI
(XAI) technique. CAFA aims to address several key challenges in the field of XAI,
including the tradeoff between accuracy and explainability, the need for actionable
insights, and the importance of considering feature heterogeneity in explanations.

The principal discoveries and contributions of this research can be summarized as
follows:

1. Novel CAFA Methodology: We introduced CAFA as a new XAI technique that
selectively computes feature importance for controllable factors. By distinguishing
between controllable and uncontrollable features through a selective perturba-
tion strategy, CAFA enables explanations that focus exclusively on actionable
factors while preserving model performance. Experiments on various datasets
demonstrated CAFA’s reliability and usefulness in providing targeted explanations.

2. COVID-19 Policy Explainability: We applied CAFA to gain insights into the
effectiveness of COVID-19 control policies in containing virus transmission. By
filtering out the influence of uncontrollable factors, CAFA identified the most
impactful government measures, such as restrictions on cafes, restaurants, pubs,
and bars. This case study showcased CAFA’s ability to provide actionable insights
for policy making by directing explanations towards controllable levers.

3. Uncertainty-based CAFA: Building upon CAFA, we introduced the UCAFA
method. UCAFA extends CAFA by leveraging a VAE to ensure perturbations
remain within the expected data distribution. By maintaining the focus on
controllable factors and enforcing an uncertainty threshold, UCAFA significantly
improves the reliability of feature attributions. Experiments on three healthcare
datasets demonstrated UCAFA’s superior performance compared to existing
methods like LIME, SHAP, and CAFA.

4. Financial Performance Diagnostics: We leveraged XAI techniques, specifically
XGBoost and SHAP, to examine the complex nonlinear relationships between
macro-financial and fund-level factors and fund performance. This study uncovered
novel insights into the diversification implications for country portfolios and
established the reliability and consistency of using XAI in financial applications.
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The findings highlighted the potential of XAI to supplement domain knowledge
and provide nuanced insights from complex financial data.

While this research addresses several challenges in the field of XAI, it is important
to acknowledge the limitations and areas for future work. The scalability and gener-
alizability of CAFA and UCAFA to large, high-dimensional datasets across different
model families remain an open challenge. Furthermore, the research primarily focused
on the accuracy-explainability tradeoff and the importance of actionable insights, while
the challenges of rigorous human-centric evaluations and security against attacks were
not directly addressed. Future work should explore the development of standardized
evaluation frameworks that align with human understanding and the creation of robust
defense mechanisms against adversarial attacks on explanations.

10.5 Impending Applications and Influence of CAFA in
Different Domains

The findings and contributions of this research have significant implications for the
future development and application of explainable AI techniques in various domains.
The CAFA approach offers a promising avenue for enhancing the interpretability and
actionability of machine learning models, with the potential to drive positive societal
impact.

In the healthcare domain, CAFA can enable personalized medicine by identifying
the controllable factors that contribute to patient outcomes. By focusing on modifiable
risk factors and lifestyle choices, healthcare providers can develop targeted intervention
strategies and improve patient engagement in their own care. CAFA can also assist
in the development of fair and unbiased clinical decision support systems, ensuring
that treatment recommendations are based on relevant medical factors rather than
uncontrollable demographic attributes.

In the policy-making domain, as demonstrated through the COVID-19 case study,
CAFA can provide actionable insights by highlighting the most effective control measures
while filtering out the influence of uncontrollable factors. This targeted explainability
can inform data-driven policy decisions and optimize resource allocation in various
contexts, such as public health, environmental sustainability, and social welfare.

In the financial industry, the application of XAI techniques, as showcased in the
fund performance diagnostics study, can uncover complex nonlinear relationships and
provide nuanced insights into investment strategies and risk management. By leveraging
the predictive power of machine learning and the interpretability of XAI, financial
institutions can make more informed decisions, optimize portfolio diversification, and
enhance transparency in financial markets.

Moreover, the principles and techniques of CAFA can be extended to other domains
where interpretability and actionable insights are crucial, such as education, employ-
ment, and criminal justice. By providing a framework for understanding the impact
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of controllable factors on outcomes, CAFA can inform data-driven decision-making
processes and promote fairness and accountability.

However, the successful application of CAFA in different domains requires collabora-
tion among researchers, domain experts, policymakers, and stakeholders. It is essential
to engage in interdisciplinary dialogues to ensure that the insights derived from CAFA
align with domain-specific knowledge and ethical considerations. Regular audits and
assessments of CAFA-based models should be conducted to verify their robustness,
fairness, and alignment with societal values.

In conclusion, the CAFA approach presented in this research offers a significant step
towards more interpretable, actionable, and fair machine learning models. By providing
a framework for understanding the impact of controllable factors on predictions, CAFA
can drive positive societal impact across various domains. However, the responsible
application of CAFA requires ongoing collaboration, ethical considerations, and a
commitment to continuous improvement. As the field of explainable AI continues to
evolve, the insights and techniques developed in this research will contribute to the
development of more transparent, accountable, and socially responsible AI systems.
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