
Physics-informed neural networks for solving partial
differential equations.

Prakhar Sharma1*, Michelle Tindall1,2†and Perumal Nithiarasu1‡§

1 Zienkiewicz Institute for Modelling, Data and AI,
Faculty of Science and Engineering, Swansea University, Swansea, UK.
2 Culham Science Centre, United Kingdom Atomic Energy Authority,

Abingdon, OX14 3DB, UK.

Contents
1 Introduction 2

2 Physics-driven vs. Data-driven approaches 3

3 How PINNs are different from conventional numerical techniques? 4

4 The baseline PINN 5
4.1 Nature of solutions in PINNs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

5 Developments in the PINN frameworks 7
5.1 Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
5.2 Imbalanced loss terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
5.3 Activation function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
5.4 Spectral bias in the NN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

6 Applications of PINNs to Forward Problems 11
6.1 Parametric problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
6.2 Complex geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
6.3 Transfer learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

*https://orcid.org/0000-0002-7635-1857
†https://orcid.org/0000-0003-3034-9636
‡https://orcid.org/0000-0002-4901-2980
§Corresponding Author

1

https://orcid.org/0000-0002-7635-1857
https://orcid.org/0000-0003-3034-9636
https://orcid.org/0000-0002-4901-2980


7 Examples 12
7.1 1D Burgers equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
7.2 1D Allen-Cahn equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
7.3 Lid driven cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

8 Conclusions 18

Abstract
In recent years, Physics-Informed Neural Networks (PINNs) have gained popularity, across differ-
ent engineering disciplines, as an alternative to conventional numerical techniques for solving par-
tial differential equations (PDEs). PINNs are physics-based deep learning frameworks that seam-
lessly integrate the measurements and the PDE in a multitask loss function. In forward problems,
these measurements are initial (IC) and boundary conditions (BCs), whereas in the inverse prob-
lems they are sparse measurements such as temperature recorded by thermocouples. The scope of
PDEs applicable in PINNs could include integer-order PDEs, integro-differential equations, frac-
tional PDEs or even stochastic PDEs. This chapter presents a brief state-of-the-art overview of
PINNs for solving PDEs. Our discussion primarily focuses on solution to parametric problems,
approaches to tackle stiff-PDEs and problems involving complex geometries. The advantages and
disadvantages of several PINNs frameworks are also discussed.

Keywords : physics-informed neural networks, partial differential equation

1 Introduction
Conventional numerical techniques for solving PDEs have been a cornerstone in engineering de-
sign for years. However, their implementation poses challenges for a variety of problems. Some of
the common issues encountered include: mesh dependency of solutions, computational expense in
high-dimensional parametric solutions, stress concentration at sharp corners, challenges in achiev-
ing convergence and stability, and difficulties in generating adaptive meshes.

Conventional numerical techniques such as finite elements and finite volumes were primarily
developed for forward problems. They encounter significant challenges when solving inverse prob-
lems. The ill-conditioned nature of inverse problems, need to integrate noisy experimental data and
the existence of non-unique solutions makes these problems intractable for conventional numerical
techniques. This survey does not cover these challenges associated with inverse problems, instead
focuses on the advancements and applications of PINNs in forward problems.

Although early efforts were made to solve differential equations with neural networks, these
were constrained by the limitations of smaller-scale neural networks (NNs) and less efficient op-
timisers [1]−[4]. The recent advancement in existing algorithms and computing power have led to
significant achievements in the field [5]−[7].

Recently, Reference [8] introduced the groundbreaking concept of PINNs, a method to seam-
lessly integrate both data and PDE within a deep learning framework. They demonstrated its
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Figure 1: A broad classification of different approaches for solving physics problems.

capability to effectively solve both forward and inverse problems. Unlike conventional numerical
techniques, PINNs are inherently meshless, effectively addressing several aforementioned issues
such as mesh dependency and adaptive mesh generation. Additionally, by utilising information
from previously solved problems, one can accelerate the solution to newer problems through the
so called transfer learning method.

The PINNs are particularly noteworthy due to their ability to solve PDEs without the need of
additional ground truth, unlike standard training based approaches. This represents a significant
advantage over traditional NN-based PDE solvers, which typically requires a large number of
ground truth, such as simulation results, for model training.

2 Physics-driven vs. Data-driven approaches
There is a plethora of methodologies exists for tackling physics-based problems, leveraging both
conventional numerical solvers and machine learning (ML) models. Before the advent of PINNs,
the predominant approaches were either physics-driven or data-driven. As depicted in Figure 1,
physics-driven techniques such as conventional numerical solvers, are on the left, whereas purely
data-driven methods, including traditional supervised ML models, are on the right.

There are two distinct data-driven methods for enforcing the underlying physics: physics-
guided NN (PGNN) and physics-encoded NN (PENN). PGNNs follow a classical supervised
learning framework, constructing surrogate models from data derived from experiments and simu-
lations. These models typically necessitate extensive datasets to achieve generalisation [9, 10].

PENN-based models aim to directly encode underlying physical principles within the neural
network’s architecture, offering an advantage when the explicit form of the differential equations
are not well-defined. Among these, two notable approaches stand out: physics-encoded recurrent
convolutional NN (PERCNN) [11] and neural ordinary differential equations (NeuralODE) [12].

The PERCNN integrates the non-linear systems directly into the NN by replacing the traditional
activation function with a novel element-wise product operation. This modification allows the NN
to directly encode the dynamics of physical systems into its computational process, enabling it to
handle complex, non-linear behaviours more effectively than traditional NNs.
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Table 1: Conventional numerical techniques vs PINNs
Conventional numerical

techniques
PINNs

Basis function Piecewise polynomial Neural network
Solution methodology Numerical approximation &

iterative methods
Optimisation problem

PDE embedding Discretised equations Loss function
Geometric representation Mesh Point cloud

In contrast, NeuralODE reimagines the structure of NNs to parallel the behaviour of ordinary
differential equations (ODEs) that can be solved using Euler’s method. By designing the NN’s
layers to represent discrete steps in solving an ODE, NeuralODE allows for the direct application
of numerical methods within the NN. This architecture creates a bridge between numerical analysis
and machine learning.

PINNs belong to the region between physics-driven and hybrid approach. This signifies that
PINNs are capable of solving PDEs without needing additional ground truth, but they can seam-
lessly integrate noisy experimental data which is a significant advantage over conventional numer-
ical solvers.

3 How PINNs are different from conventional numerical tech-
niques?

Conventional numerical techniques such as finite elements (FEM) and finite volumes (FVM) were
primarily developed for forward problems[13, 14, 15]. In these methods, the domain is discretised
into a mesh consisting of elements (in FEM) or control volumes (in FVM), with corners or bound-
aries defined by nodes. In FEM, each element uses a basis function, often described by a piecewise
polynomial function, to interpolate the solution within the element based on the nodal values of
the field variable. In contrast, FVM divides the domain into control volumes, and the solution is
directly approximated within these volumes.

The PINNs are NNs that model the forward problem as an optimisation problem. Instead of
discretising the PDE, PINNs formulate them as a part of the loss function. Traditional mesh-based
discretisation is replaced with a point cloud throughout the domain. The solution is then inferred
at these points once the network has been fitted to minimise the loss function. The key distinctions
between conventional numerical techniques and the PINNs are summarised in Table 1.
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4 The baseline PINN
Consider a well-posed PDE problem as follows:

ut +Nx [u] = 0, x ∈ Ω, t ∈ [0,T ]
u(x,0) = h(x) , x ∈ ∂Ω (1)
u(x, t) = g(x, t) , x ∈ ∂Ω, t ∈ [0,T ]

where the first equation represents the PDE with a temporal derivative ut and a spatial derivative
operator Nx [u]. Here, u(x, t) is the dependent variable, where x and t denote the independent spatial
and temporal variables, respectively. The Ω and ∂Ω denotes the spatial domain and the boundary
of the problem. The function g(x) specifies the BCs and h(x,0) denotes the initial condition (IC)
at t = 0.

The inputs to a PINN for a 2D time dependent problem, are the spatio-temporal coordinates
denoted by x, y, z and t . Unlike the mesh generation in conventional numerical methods like FEM,
where the structure of the grid can significantly influence solution, the sampling of coordinates for
a PINN can be conducted in a more arbitrary manner. There are certain techniques to effectively
reduce the number of random points needed while still ensuring comprehensive domain coverage
as discussed in Section 5.1. These random points are then fed into the NN, as illustrated in Figure 2.
The baseline PINN employs a feed-forward NN (FNN), which comprises several fully connected
layers leading to the predicted output, represented by û [16].

Similar to traditional supervised ML techniques, in PINNs, the predicted output û plays a cru-
cial role in formulating the constraints, which are represented through a loss function [17]. Unlike
simpler models, PINNs require multiple loss functions to simultaneously satisfy the PDE, the BCs
and the IC, if the problem is transient. This approach results in a multitask loss function, com-
prising the total loss (L ) and the individual loss terms (LPDE , LBC, LIC), which are defined as
follows:

L = λPDELPDE +λBCLBC +λICLIC (2)

LPDE =
1
Nr

Nr

∑
i=1
|ût (xi, ti)+Nx [û(xi, ti)]|2

LBC =
1

Nb

Nb

∑
i=1
|û(xi, ti)−g(xi, ti)|2 (3)

LIC =
1

N0

N0

∑
i=1
|û(xi,0)−h(xi)|2

In these equations, Nr, Nb and N0 represent the number of data points sampled to satisfy the
PDE, BCs, and IC, respectively, as mentioned in Equation 2. The coefficients λPDE , λBC and λIC
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Figure 2: The architecture of a PINN with two hidden layers for a 3D spatio-temporal forward
problem. Here the inputs are x,y,z and t, σ is the activated neuron and û is the predicted output or
the solution to the PDE.

are weighting factors in Equation 2, that help in achieving better convergence and accuracy in the
model. The PDE loss LPDE is the mean squared error (MSE) of the residual of the PDE. Similarly,
the BC loss LBC and the IC loss LIC are MSEs of the difference between û(x,y,z, t) and the known
BC and IC at their respective locations. Figure 2 illustrates the overall architecture of a PINN for
a 3D spatio-temporal problem.

In the baseline PINN framework, gradient-based optimisers are employed to minimise the total
loss L , by adjusting the weights of the NN during the training process [18]. Among these opti-
misers, Adam (Adaptive Moment Estimation) and L-BFGS (Limited memory Broyden- Fletcher-
Goldfarb- Shanno) are frequently utilised due to their efficiency in handling large-scale optimisa-
tion problems.

Both Adam and L-BFGS bring distinct advantages to the training process of PINNs. Adam’s
adaptive learning mechanism can lead to faster convergence, especially in the early stages of train-
ing. Whereas, L-BFGS is often preferred in the later stages of training when fine-tuning around
minima is required, as it can provide more accurate updates by approximating second-order curva-
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ture information.
Given that the problem is well-posed, there exists a unique solution [19]. The enforcement

of the loss terms LPDE , LBC, LIC within the PINN framework contributes to maintaining the
well-posedness of the problem, thereby facilitating the convergence towards a unique solution.

4.1 Nature of solutions in PINNs
The PINNs were originally developed as solvers for PDEs. In conventional applications, once a
PDE is solved within the specified domain with prescribed BCs and IC, further inference on new
spatio-temporal locations is typically unnecessary. However, by incorporating validation dataset,
PINNs can be generalised to interpolate or extrapolate the field variables at new spatio-temporal
locations. This predictive capacity aligns with the conventional ML techniques, where the avail-
ability of ground truth enables the model to learn and make accurate predictions on new spatio-
temporal locations. It is important to note that this generalisation approach deviates from the
traditional use-case of PDE solvers, which don’t rely on ground truth data.

5 Developments in the PINN frameworks
The PINNs have rapidly evolved, with significant advancements in each of their core components
such as sampling strategy, network architecture, activation function etc. These enhancements not
only improved the accuracy and efficiency of PINNs but also contribute to the broader field of
ML. This section will briefly discuss these developments, highlighting how they address previous
limitations of the PINNs.

5.1 Sampling
Sampling plays a crucial role in the training of PINNs, just as it does in other ML techniques. For
the PINNs, this involves generating a point cloud within the domain of interest, which serves as
the training data. Various strategies can be employed to sample these points effectively.

A common practice in PINNs is to employ low-discrepancy quasi-random sequences. These
sequences are advantageous as they require fewer points than uniformly distributed random points
to achieve a comparable level of domain coverage. Essentially, these sequence “spread out” the
points in such a way that they are evenly distributed across all the dimensions. Figure 3 demon-
strates the distribution of 10 points within a unit square for various sampling methods, including
random, grid, Latin hypercube sampling (LHS), Sobol, Halton, and Hammersley sequence. The
random sampling shows no pattern, which can lead to clustering and gaps. The grid pattern, does
not randomise the locations, which may not capture the local variations in the solution. In contrast,
quasi-random sequences like the Sobol, Halton, and Hammersley methods provide a more uniform
distribution without clustering, which is beneficial for capturing the local variations in the solution
[20, 21].

Importance sampling can be seen as substitute of adaptive mesh refinement in PINNs. Rather
than using the same sampled points in each training iteration, the points are drawn from a distribu-
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Figure 3: The comparison of various sampling methods.

tion that is proportional to the total loss, L . Consequently, regions with higher pointwise total loss
are sampled more densely, thereby focusing areas where the model needs the most improvement
[22, 23, 24].

Figure 4 illustrates the evolution of sampling strategies in a 1D feature space, x, ranging from 0
to 1. Initially, 1000 sample points are distributed uniformly across the feature space using LHS, as
depicted by the evenly spaced histogram in blue in the top plot. As the training progresses, samples
are drawn from a distribution that aligns with the total loss L . This distribution, represented by
the histogram in orange, is concentrated around regions where the pointwise total loss L , shown
in the bottom plot, is higher. By dynamically adjusting the sampling density in accordance with
the pointwise total loss L , the PINN effectively focuses on learning complex dynamics within the
feature space.

5.2 Imbalanced loss terms
The individual loss terms in a PINN can exhibit significant differences in magnitude, leading to
imbalanced contributions to the total loss. For instance, the LPDE , which often includes higher-
order derivatives, might be substantially lower than the LBC. This disparity can result in the PINN
predominantly learning to satisfy the BCs while ignoring the PDE. Such an imbalance can yield
erroneous behaviour, as the problem effectively becomes ill-posed.

A predominant approach to address this issue is the introduction of balancing coefficients for
each loss term. These coefficients denoted as λPDE , λBC and λIC are multiplied with the respective
terms in the total loss function (Equation 2). By adjusting these coefficients, the relative magnitude
of respective loss terms can be balanced [25].

Efforts to automatically adjust these coefficients have led to notable developments, such as self-
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Figure 4: The comparison of initial and importance sampling strategies in a 1D feature space x.
The top histogram shows initial samples obtained via LHS, and the target distribution of samples
derived from importance sampling. The bottom plot shows the pointwise total loss L across the
1D feature space x, highlighting regions of higher loss where more points are sampled.

adaptive PINNs [26] and the self-adaptive weight PINN [27] and the implementation of algorithms
like learning rate annealing [28] and neural tangent kernel [29].

5.3 Activation function
An activation function, denoted as σ , imparts nonlinearity to a NN enabling it to learn complex
input-output relationships. Selection of a suitable activation function can affect the convergence.
The choice of an appropriate activation function is crucial for convergence in PINNs, as they
require smooth activation functions to compute higher-order derivatives present in PDEs. Thus,
activation functions with discontinuities, such as the rectified linear unit (ReLU), exponential linear
unit (ELU), or scaled exponential linear units (SELU), should generally be avoided [30].

Mathematically, a NN is a function, where the linear combination of network’s weights w and
previous layer’s input is passed through the activation function σ which serves as the input to the
next layer (Equation 4). Reference [31] proposed the concept of a global adaptive activation func-
tion (GAAF), where a trainable parameter A is also passed through the activation function (Equa-
tion 5). This parameter, acting as the slope of the activation function, allows for more sophisticated
feature transformations between the hidden layers. Later, Reference [32], developed the layer-wise
locally adaptive activation functions (L-LAAF), incorporating a distinct trainable parameter, de-
noted as A(2), in each hidden layer (Equation 6). This layer-specific adaptability further enhances
the NN’s capacity to capture complex behaviours. The standard, GAAF and L-LAAF structures
are given as,
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Figure 5: Histogram of the magnitude spectrum obtained from the Fourier transform of 2D spatial
data, indicating a the presence of high-frequency components due to discontinuities.

û = w(3)
σ

(
w(2)

σ

(
w(1)X

))
(4)

û = w(3)
σ

(
Aw(2)

σ

(
Aw(1)X

))
(5)

and û = w(3)
σ

(
A(2)w(2)

σ

(
A(1)w(1)X

))
. (6)

5.4 Spectral bias in the NN
Spectral bias is a learning bias of NNs towards low-frequency functions. This is a challenge when
dealing with high-frequency functions that represent sharp variations, especially in solutions within
low-dimensional domains. In Figure 5, we present a histogram of the magnitude spectrum de-
rived from a Fourier transform of 2D spatial data exhibiting discontinuities. While the distribution
mostly consists of low-frequency components, there are a few high-frequency attributable to the
discontinuities. These high-frequency components pose a challenge for traditional FNN architec-
tures, potentially leading to non-convergence issues during training.

Reference [33] proposed the Fourier NN, an approach that employs input encoding to project
data from low-dimensional domains into a higher-dimensional Fourier space using a frequency
matrix. Equation 7 shows the high-dimensional training dataset, mitigating the effects of spectral
bias. [

sin(2π f X)
cos(2π f X)

]T

X (7)

where f is trainable frequency matrix and X is the the data in low dimensional domains. Sim-
ilar input encodings have been utilised in modified Fourier network [29], sinusoidal representation
networks (SiReNs)[34] and the deep Galerkin method (DGM) network [35]. A comprehensive sur-
vey by Sharma et. al. [36] discusses solutions to discontinuous problems with PINNs, detailing
these architectures among others.
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Figure 6: Schematic representation of the training dataset with varying parameter k.

6 Applications of PINNs to Forward Problems
In this section, we will briefly discuss the application of PINNs to forward problems. We highlight
scenarios where PINNs offer solutions to challenges commonly faced by conventional numerical
methods, such as handling parametric problems, complex geometries, and transfer learning.

6.1 Parametric problems
The PINNs can be easily extended to solve the problem over a range of parameters, by including
them as additional features in the training dataset. These parameters can encompass BCs, IC,
coefficients of the PDE and even the geometry of the domain. Consider a training dataset where
X represents the input features [x,y, t], for a 2D time-dependent problem, alongside a range of
parameters ki, where i ranges from 1 to n. To learn the parametric solutions, the PINN’s training
dataset is constructed by concatenating the X with each instance of ki as shown in Figure 6[37].

Recently, Reference [38] proposed physics-informed deep operator network (PIDeepONets),
an operator learning architecture to solve parametric problems. Similar to PINNs, PIDeepONets
only require the PDE, IC and BCs. While a discussion on PIDeepONets is beyond the scope of
this chapter, those interested can refer to a survey in Reference [39].

6.2 Complex geometry
Reference [40] proposed a so called conservative PINN, a space decomposition for the PINNs.
This is similar to the concept of elements in FEM, where each element has its own trail function.
However, the domain can be decomposed in any arbitrary way without needing any special algo-
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rithm as opposed to FEM. Specifically, two additional loss terms were introduced to account for
the mismatch in the LPDE and û at the interface of two neighbouring sub-domains. XPINNs fur-
ther advanced this by handling space-time domain decomposition (DD) for any irregular geometry
[41]. The XPINNs were able to handle problems with sharp gradient over complicated geometry,
at the cost of longer training time. Parallel PINNs addressed this by introducing efficient paral-
lel algorithms [42]. The work in Reference [43] developed theoretical insights on the convergence
and generalisation properties of PINNs, enabling accurate modelling of discontinuities, like shock-
waves, with prior knowledge of their locations.

6.3 Transfer learning
Transfer learning stands out as a key advantage of PINNs when compared to conventional numer-
ical methods. It allows the utilisation of a model trained on one problem, referred to as the base
task, to solve similar problem, known as target task. The base task is generally a simpler problem,
which may differ from the target task in terms of the geometry, BC or PDE. By utilising a PINN
trained on the base task, we can approach more complicated target task, leveraging the pre-trained
model, and avoid the lengthy and computationally intensive training from scratch [44, 45].

Figure 7, illustrates transfer learning of a pre-trained model to solve the target task with a
different geometry and BCs denoted by ”*”. We refer the reader to comprehensive overview of
transfer learning with PINNs presented in Reference [46].

7 Examples
We present three test cases: 1D burgers equation, Allen-Cahn equation and Lid driven cavity to
showcase the capability of various tools that we have discussed so far. In both the test cases, we
used Adam optimiser, with Xavier normal weight initialisation and hyperbolic tangent activation
function. We sampled the initial set of collocation points with Sobol sequence in both the test
cases.

7.1 1D Burgers equation
The 1D Burgers equation is a time-dependent problem with details given in Equation 8.

ut +uux− (0.01/π)uxx = 0, x ∈ [−1,1], t ∈ [0,1],
u(0,x) =−sin(πx), (8)

u(t,−1) = u(t,1) = 0

The Burgers equation is a second-order non-linear convection-diffusion problem with an an-
alytical solution available in Reference [47]. The presence of a non-linear convection term uux
exhibits a discontinuity over time.
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indicated by ’*’.

13



0.0 0.2 0.4 0.6 0.8
t

1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00

x

Predicted solution

0.0 0.2 0.4 0.6 0.8
t

1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00

x

Absolute pointwise error

-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8

0.0
0.1
0.1
0.2
0.2
0.3
0.3
0.4
0.4
0.5

Figure 8: Baseline PINN predicted solution of 1D Burgers equation is shown on the top and
absolute pointwise error between the analytical solution and PINN predicted solution is shown on
the bottom.

We employed a FNN architecture, i.e., a baseline PINN, and trained the model for 10k itera-
tions. Figure 8, shows the PINN predicted solution and the absolute pointwise error between the
analytical solution and PINN predicted solution.

The observed discontinuity in the solution may be attributed to the spectral bias inherent to
FNNs, which we have previously discussed. Thus, the network is not able to capture the dis-
continuity as shown in Figure 8. This limitation is reflected in the computed relative L2 error of
5.17%.

7.2 1D Allen-Cahn equation
The Allen-Cahn equation is used to model the process of phase separation and is characterised
by a diffusion term and a non-linear reaction term that drives the system towards minimising its
free energy, often resulting in the creation of interfaces between phases over time. Consider the
Allen–Cahn equation along with periodic BC (Equation 9).

ut−0.0001uxx +5u3−5u = 0, x ∈ [−1,1], t ∈ [0,1],

u(0,x) = x2 cos(πx), (9)
u(t,−1) = u(t,1),

ux(t,−1) = ux(t,1)

The ground truth was generated using spectral Fourier discretisation and fourth-order explicit
Runge–Kutta time integrator. The solution u(x, t) evolves over time due to the combined effects of
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Figure 9: Baseline PINN predicted solution of 1D Allen-Cahn equation is shown on the top and
absolute pointwise error between the analytical solution and PINN predicted solution is shown on
the bottom.

diffusion and reaction. The diffusion term −0.0001uxx tends to smooth out variations in u, while
the cubic non-linear reaction term u3−5u can create multiple stable states over time.

The initial condition u(0,x) = x2 cos(πx) is smooth and contains no discontinuities. However,
as time progresses, the solution develops sharp transitions between the phases due to the non-linear
dynamics, which resembles a stiffness in the numerical solution.

Similar to the 1D Burgers equation the baseline PINN couldn’t capture the regions with stiff
solution, as shown in Figure 9, leading to a relative L2 error of 1.32%. However, with the appli-
cation of Fourier NN the PINN was able to accurately capture the stiff regions in the solution, as
shown in Figure 10, thus reducing the relative L2 error to 0.06%. This example underscores how
employing a high-dimensional training dataset can effectively mitigate the spectral bias.

7.3 Lid driven cavity
The lid-driven cavity is a well-known benchmark problem in computational fluid dynamics. It
consists of a square cavity with of three rigid walls having no-slip conditions and the top lid moving
with a tangential unit velocity u = 1. The lower left corner of the domain has a reference pressure
p of 0 as shown in Figure 11.

The Lid driven cavity uses the 2D steady-state incompressible Navier-Stokes equations to
model fluid flow, as detailed in Equation 10.
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Figure 10: Fourier NN predicted solution of 1D Allen-Cahn equation is shown on the top and
absolute pointwise error between the analytical solution and PINN predicted solution is shown on
the bottom side.

No slip
walls

Figure 11: Geometry of the lid-driven cavity problem.

∂u
∂x

+
∂v
∂y

= 0

u
∂u
∂x

+ v
∂u
∂y

=−∂ p
∂x

+ν

(
∂ 2u
∂x2 +

∂ 2u
∂y2

)
(10)

u
∂v
∂x

+ v
∂v
∂y

=−∂ p
∂y

+ν

(
∂ 2v
∂x2 +

∂ 2v
∂y2

)
where u and v are velocities in x and y direction, p is the pressure, ν is the kinematic viscosity
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Figure 12: Numerical solution for the lid-driven cavity problem, obtained using the SIMPLE algo-
rithm, showcasing the velocity field and pressure distribution.
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Figure 13: Baseline PINN predicted solution of the lid-driven cavity.

and ρ is the density of the fluid. Focusing on a Reynolds number of 100 to simulate laminar flow
conditions, we set ρ = 1 and ν = 0.01. The numerical solution was acquired through the SIMPLE
(Semi-Implicit Method for Pressure-Linked Equation) algorithm [48], and Figure 12 shows this
solution.

The conflicting BCs on top left and top right corners result in sharp discontinuities. Similar to
the Burgers equation, the baseline PINN struggles to accurately capture these discontinuities due
to spectral bias. This limitation is shown in Figure 13.

To mitigate the issue of spectral bias, we employed the Deep Galerkin Method (DGM) architec-
ture [35], coupled with self-adaptive PINN’s weight balancing algorithm, L-LAAF and importance
sampling. This approach resulted in a reduction of the relative L2 error by nearly 50% compared
to the baseline PINN, as shown in Table 2. Figure 14, showcases the solution predicted by DGM,
highlighting the improved accuracy.

Following the DGM-based model, we integrated it with the XPINN framework, dividing the
domain into three equally spaced sub-domains along the x-direction. This division resulted in three
times reduction in the relative L2 error compared to the DGM-based model, as detailed in Table 2.
This shows the effectiveness of domain decomposition technique while solving problem involving
discontinuities.
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Figure 14: DGM predicted solution of the lid-driven cavity.
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Figure 15: DGM predicted solution of the lid-driven cavity with three sub-domains equally spaced
along the x-direction.

8 Conclusions
Physics-informed neural networks have emerged as a powerful framework for solving problems
involving PDEs. By seamlessly integrating physical laws into deep learning model, they allow ex-
ploring a wide range of scientific and engineering challenges. This chapter has provided a compre-
hensive overview of PINNs, covering the core components, advancements in sampling strategies,
multitask loss function challenges, adaptive activation functions, and the issues with spectral bias,
enhanced accuracy and efficiency of PINNs. Notably, PINNs offer significant advantages over
traditional numerical techniques, enabling:

• The application of transfer learning to leverage insights from solved problems on new and
similar challenges.

• Efficiently addressing high-dimensional parametric problems.

Table 2: Relative L2 error (in %) for Lid driven cavity
u v p

Baseline PINN 47.7 26.3 80.4
DGM architecture 26.8 18.3 41.3

DGM with 3 sub-domain 8.6 9.7 12.6
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• Simplified domain decomposition for stiff problems, avoiding complex algorithms required
for mesh generation.

We solved the 1D Burgers equation, 1D Allen-Cahn equation and the lid-driven cavity problem
to showcase the various improvements over the baseline PINN that allowed for effective handling
of discontinuities. These improvements mark PINNs as a powerful tool for efficiently solving
complex problems. As we enhance PINNs further, we believe their full potential is yet to be
realised, promising more innovative solutions in the future.
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