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Abstract 

There is a need to understand the preheating process implication on the performance of a 
submerged entry nozzle (SEN) that allows the transfer of liquid steel from tundish to mould. 
The SEN suffers from failure attributed to improper preheating, leading to sudden thermal 
shock failures and oxidation of its carbonaceous matrix weakening its resistance to fracture. 
Process knowledge concerning temperature and time period that the SEN is exposed is often 
lacking/or insufficient in sponsor site (steel user of product). It is not currently being practised 
or possible to monitor the temperature of the SEN during its use. This is perhaps due to lack of 
cost-effective methods for sponsor, which therefore necessitates a new approach in obtaining 
quantitative and effect profiling methods that can address the gap in process knowledge 
implications on SEN performance. In future the same profiling methods are suggested is a way 
to generate datasets for modelling and predicting the missing process variables that impact on 
performance (i.e., the effect of time and temperature combined) since the material displays 
distinguishable profiles based on preheat treatment. The data can be further processed to 
address failure classification.  

Three of the same supplier batch SENs were characterised in this study, comprising of one 
virgin SEN and two industrially as-received preheated SENs (i.e., one heated for three hours 
and the other for six hours). Carbon phases present within the SEN were used as a marker when 
profiling and assess oxidation resistance. The synergistic use of Model-free kinetics, Raman 
cluster analysis imaging technique, temperature modulated Raman spectroscopy, supplemented 
with X-ray Photoelectron Spectroscopy analysis, were effective in; 1) distinguishing of carbon 
phases 2) tracking of oxidation and pyrolytic degradation 3) non-isothermal oxidation kinetic 
profiling 4) oxidation resistance comparison between SENs 5)  oxidation kinetic influences 
based on chemical, surface area changes and microstructure. Micro–X-ray Computed 
Tomography provided pore analysis discriminatory values to support the microstructural 
evaluation of oxidation, whilst at the same time highlighting its potential for macro-crack 
network analysis related to thermal shock. Laser flash analysis corroborated detection of 
temperatures linked to microstructural changes of the pore-closure mechanism that was also 
evaluated by temperature modulated Raman, with results tracking the G-peak shift associated 
with stress-strain effects. Lastly, the impulse excitation technique was used for evaluating 
thermal shock resistance of the SENs utilising the Q-factor (dampening) values.  

When evaluating the preheated SENs, the 3-hour SEN presented a lesser risk factor to thermal 
shock than the 6-hour, with values of Q-factor: 10.36 and 92.94 respectively. However, the 6-
hour showed more resistance to oxidation than the 3-hour when using the graphite cluster phase 
at conversion ≥ 0.5% and their corresponding temperatures ≥ 650 °C. It appears that lower 
temperatures showed the virgin to be more resistance to oxidation in relation to the graphite 
cluster phase only. The virgin sample results of thermal shock were somewhat between the two 
SENs indicative of a healing process occurring after the diminishing of thermal shock 
resistance during heating. The Vyazovkin method of activation energy values from the non-
isothermal oxidation kinetics profiles for both resin and graphite regions were in the ranged 
between 150 kJ/mol to 220 kJ/mol. 
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protects the SEN from oxidation during preheating. The image on the far right is the 

inductive heating intervention undertaken on behalf of sponsor company to mitigate non-
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Figure 3. The continuous casting process of a steel plant showing the various section of the 

casting operation. The pre-heated SEN is positioned between the tundish vessel and the mold 

after its installation or in casting position. Molten steel arrives in ladles and are emptied into 
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tundish before finally cooling with the help of mold and spray nozzles (image adapted to 
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Figure 10. An example a Raman spectrum highlighting the important aspects to consider 

when assessing a spectrum. The peaks intensity (useful for detecting concentration), width 
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Chapter 1 Introduction 
The submerged entry nozzle (SEN) is a carbon bonded refractory tube that facilitates the 

passage of molten steel into the mould during the continuous casting process of steel 

manufacturing [1–4]. The continuous casting process being one the most important 

processes of steel making in terms of temperature control, production rate and steel quality, 

need high temperature resistant materials to help regulate the aforementioned features [1–

4]. The SEN is therefore a flow control device used to ensure a continuous production 

process is maintained (see Figure 1). It is also critical in shrouding the molten steel to 

prevent unwanted oxidation or the loss of heat which can negatively impact the steel 

quality [1–6]. Fluxes or slags also share the same objective in of preventing oxidation and 

improving steel quality at various stages in the process [4,7–9]. Since refractories are high 

temperature resistant materials (i.e., good insulators), carbon is added into the material to 

improve its thermal conductivity and thermal shock resistance[10–13].  The carbon within 

the refractory SEN is protected by an outer glaze in the case of SEN at-least during its 

preheating stage heated correctly[1,14,15].  

 
Figure 1. The continuous casting process of steel making showing the position of SEN located 

between the tundish vessel and the mould during casting. a) Steel arrives at the continuous casting 
process in a ladle vessel which empties its content on the tundish vessel and then onto the mold 

for steel cooling and solidification. Slag is added to protect steel from oxidation and remove 
impurities. b) An actual image of a SEN during casting[4].   
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The type of SEN discussed herein is preheated to temperatures of between 1000 °C -1200 

°C as a preparatory step before coming to contact with molten steel (i.e., casting)[1,2]. The 

preheating time can take between 1 and 6 hours at sponsor company site/steel user. This 

preparatory step is essential in preventing thermal shock failure of the SEN[16,17]. It also 

prevents unwanted cooling resulting in the solidification of molten steel on the SEN itself, 

which negatively impacts steel quality[4,16].  In terms of failure modes, the SEN is 

therefore susceptible to a combination of oxidation and thermal shock failure if improperly 

preheated[1,2,4,16,17].  

In the year 2018, major pre-heating failure incidents at sponsor company site raised 

concerns about the implications of their process towards refractory behaviour and its 

general integrity when supplied[17,18]. Additionally, in the first three months where these 

high incidents of failures were observed, 239 SENs were scrapped after not being used 

post preheating (i.e., SENs have gone past their preheating time limit)[17]. These unused 

SENs were evaluated to be equivalent to loosing 18 pieces of SENs per-week, which 

translates to a yearly loss of £137,000[17]. Failures incidents greater than 2% of total SENs 

used weekly, if consistent over a period, calls for immediate attention to either a problem 

with the material integrity or the steel practises or process (i.e., preheating preparatory 

step)[17–19]. The latter being more common as to the reason why failures may occur and 

became a  key driver for the project[17–19].   

Temperature, although a key process parameter is not measured during or post preheating 

[1,17,20]. It is only during trials of new products or major failure incidents that the SEN’s 

temperature is verified [1,17,20]. This can be achieved by mounting thermo-couples 

directly into the SEN or indirectly using a thermal imaging camera[1,17,20].The lack of 

data and difficulty in obtaining live measurements pertaining to the SEN (i.e., monitoring 

temperature of SEN during preheating, temperature of SEN during off-gas time and 

temperature during casting) creates a need to find cost effective solutions to determine 

process implication on the SEN [1,17,20].  As well as the aforementioned challenges to 

monitor process parameters continuously, it may not even be financially feasible to adopt 

this idea when weighed against the inexpensive nature of the SEN.  

This therefore begs the question as to how the SEN’s integrity should be monitored in the 

absence of process data. The following questions provide the basis of this research:  

- Is there a way to profile the integrity of the product when supplied for the purpose 

of standardisation? This should also help differentiate material integrity issues 

originating from supplier (if they were to occur) to that of the steel user’s process.    
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- Subsequently, will this integrity profile change when the SEN is undergoing its 

preheating regime within the steel user’s process?   

- What is the implication of the above profile change? How may it translate to 

performance, so that value can be obtained in:  

1) Improving failure classification.  

2) Improvement of preheating practises by regulating preheat time and 

installation strategies. This impact of which could lead to strategies that 

prevent failures and reducing the number of unused SEN by adopting better 

strategies.  

3) And in future, be able to create data driven statistical models/or machine 

learning models that predict both the type of failure and the process 

parameters influencing it using the material itself. This may be achievable by 

training the generated datasets from these profiles in combination with 

experimental data simulating those of the steel user’s process.  This will also 

ensure failure classification is backed evidence-based research.  

- Are there novel approaches that can be used to examine the product directly 

despite challenges related to its curved and  irregular geometry of faulty/affected 

areas. The ability to analyse very small irregular regions at failure can be 

challenging and tedious especially if a mechanical testing approach was required 

for thermal shock assessment. Most mechanical testing equipment for refractories 

may require standard shapes and sizes making it difficult to examine and quantify 

the effect of thermal shock in service[21–23]. Consequently, the avoidance of 

tedious sample preparation as well as having of flexible method that can 

accommodate a range of sizes will be a key factor to consider.  

- Lastly, the results of the analysis produced from these approaches should be 

quantifiable and accessible in such a manner that non-refractory experts, if need 

be, can be trained to use it. The variables or data produced will also be useful in 

future studies addressing the predictability of missing process parameters and 

failure classification.   

The objective of this study will therefore be geared towards improving the preheating 

process knowledge implication on the SEN, when process information itself is insufficient. 

This will involve finding solutions comprising of profiling techniques and experimental 

approaches that can overcome a myriad of industrial challenges highlighted in the research 

questions above. A profiling technique can help standardised what is expected in terms of 
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performance when the product is supplied and the profile to be expected when the 

product/or SEN is treated correctly by the steel user. It will also help shorten the time it 

takes to determine the origin of failure taking away the need for costly plant and supplier 

investigations.  

In this study, the integrated carbon in the SEN will be used as a marker to track and profile 

the refractory behaviour using sophisticated, yet simple to use techniques[24]. In terms of 

tracking carbon, the main technique and approach investigated will be the use of Raman 

spectroscopy and its synergy with Model-Free Kinetics (MFK)[24]. Their extensive 

flexibility in dealing with varying sample geometries, simple sample preparation needs, 

sensitivity for detecting different carbon phases and efficiency in analysis time, makes 

them an excellent candidate for the purpose of this work.  

In the case of Raman imaging, sophisticated in-built propriety software algorithms have 

emerged that allow for automated detection of phases or features based on an image 

clustering technique (which is one out many statistical multivariate analysis 

technique)[25]. The way in which this would work for a user and for the purpose of this 

study is to firstly acquire the mapped area to investigate using the WiTec Raman 

instrument  (i.e., create the settings required to program scans automatically). A single 

Raman spectrum can be obtained within a short time period of about ~ 0.66ms 

(milliseconds), with each scan representing an image pixel that can be grouped by features 

of similarities (i.e., this is what the cluster technique does) [25]. Once a map is acquired, 

the user has the option to select the cluster technique as a method of analysis and can 

choose the number of clusters (i.e., 2 or more) that the software will use to group features 

of similarity[25] This number will be decided by the user[25]. It will depend on the sample 

and user knowledge about their sample[25].  

The benefit of this method allows one to know and expect the same cluster or set of 

clusters when comparing it to another sample that is of the same type or composition 

effectively profiling what to expect[25]. If a sample treatment were to change slightly by 

heating as an example, the same or similar set of clusters that is expected can be used to 

learn about what these changes may mean (i.e., if the comparison afterward is done across 

sample by way of regression analysis). In other words, is there a trend observed between 

the non-heated and heated sample? If cluster A is expected to exist in both samples, has it 

changed slightly, and if it did, this can be attributed to changes in sample treatment. 

Therefore, cluster A will be a good probing mechanism to track changes that are otherwise 
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difficult to examine in terms of sensitivity, time, and effort and therefore not align to the 

objective of this study.  

It is important to note that the cluster analysis is applied only to each sample given (i.e., 

not across samples). Other analysis methods (i.e., regression analysis based on three or 

more points applied across samples of the same type, where a similar population of clusters 

may exist) can be used to assess the known and acquired cluster to expect when comparing 

across samples.  

Interestingly, another scenario to consider when applying the cluster technique is the 

possibility that due to the treatment of a comparator sample or due to a random scan 

location, samples may no longer share a similar cluster marking or appear significantly 

different (i.e., when comparison is done across samples). There may be localised regions 

within the sample type that contain a specific composition (i.e., elements affecting the 

cluster signal) that only manifest themselves when those areas are scanned (i.e., based on 

distribution within sample) or the effect of certain compositions are only being realised due 

to the degree of change within the comparator sample. Therefore, scarcity or distribution of 

composition, the degree of change due to sample treatment and the area coverage that can 

be accommodated by the Raman scan are important factors considered in this study.   

Without the use of the cluster technique that relies on thousands of scans performed (i.e., 

utilising the Witec Confocal Raman mapping suite) in a selected area (acquired within a 

short period of time), it may be extremely difficult to gain insight on carbon-bonded 

refractory composite especially if the impact of preheating on microstructure is subtle (i.e., 

in the context of a  profiling objective). The aforementioned statement has to be put in the 

context of research questions outlined previously. The Witec software and Raman suite will 

be used in this study to explore the clustering technique with the objective of finding the 

most suitable method in examining the SEN’s behaviour/or profile. Any new insight 

uncovered during the use of the clustering technique will be valuable. This can manifest 

itself as a novel method to probe microstructural, surface area changes, and chemical 

influences governing oxidation resistance, carbon mineral integrity or even provide insight 

on the use of the technique and limitations. It also worth noting that the Raman technique 

is a non-destructive method that identifies, or fingerprints molecules of interest based on 

in-elastic scattering of light[25].  

In the case of MFK, the ability to measure kinetics (and in some cases extrapolate 

thermodynamics) directly from thermo-analytical data alone, without prior knowledge of 

reaction mechanism or models, makes it a valuable approach in the assessment of the SEN 
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[24,26,27]. The adoption of this technique should help overcome a myriad of sample 

challenges and with minimal sample preparation required.  

However, it is important not to confuse classical kinetics with MFK (which combines 

kinetics with thermo-analysis)[26,28]. The thermo-analysis approach does not require a 

reaction mechanism [26,28]. Kinetic parameters obtained from MFK such as activation 

energy (E) and pre-exponential factor (A) are dependent on conversion [26,28,29]. The E 

in MFK represents the sensitivity of the overall reaction rate as a function of 

temperature[26]. The A value, on the other hand represents the intensity of the reaction 

rate[26]. The decrease of E will increase the rate and the increase of A will have the same 

effect[26]. The conversion of matter itself is evaluated as a function of temperature directly 

or indirectly using thermo-analytical methods such as thermogravimetric analysis  (TGA) , 

differential thermogravimetric analysis (DTG), differential thermal analysis (DTA)  and  

differential thermal analysis (DSC) [26,28,29]. It is recommended to use more than two 

heating rates (3-5) and to understand that the accuracy of the arrhenius parameters depend 

on the extreme heating rates or temperatures[30]. It is therefore crucial to replicate test 

runs on these extreme temperatures for better predictions[30]. Both E and A in MFK are 

correlated in such manner that their simultaneous adjustment does not change the overall 

reaction rate [26]. This behaviour is called the compensation effect and has been attributed 

an equation to show this dependency[26,27,30].  

In classical transition state theory, the frequency factor which is analogous to A behaves 

very differently and is independent of activation energy[26]. Rate as known in the classical 

sense is controlled by height of an activation energy barrier (which acts a boundary 

between reactant and product) and the vibrational frequency of the activated 

complex[26,31]. The classical theory also deals with single chemical reactions and does 

not consider the effects of medium[26,28]. Even the reaction mechanism in form of f(α) or 

g(α) should not be confused with that of early kinetic mechanism originating from 

homogenous kinetics[29]. The famous Arrhenius equation also came from homogenous 

kinetics in its early infancy[28]. In MFK isoconversion method, the concept that E changes 

with conversion (α) (denoted as Eα) has been misunderstood and wrongly perceived as a 

mistake[26]. The expectation that E must be constant is predominantly influenced by 

undergraduate physical chemistry text[26]. However, the idea of a constant E will only be 

valid for single step gas phase reaction occurring in the absence of a medium[26]. The 

physical parameters of a medium which also changes as a function of temperature 

therefore becomes a key factor in determining the height of free energy barrier[26]. Having 
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Eα values in MFK represented as constants (i.e., multiple constant values determine for 

each conversion measured) therefore reflects changes occurring in the medium[26]. Aside 

from the theoretical implications, the only practical need for obtaining reaction 

mechanisms would be to predict the experimental rate and especially the rate outside the 

experimental region for it to be useful in any sense[26]. In essence if the kinetic triplet (E, 

A, and f(α)/or g(α)) which can also be obtained in MFK is insufficient in its practical sense 

(i.e., in describing experimental data and predicting kinetic curves outside experimental 

region), then applying the theoretical meanings of classical kinetics will not be 

necessary[26]. Although, E and A do play a similar role to activation enthalpy and 

frequency factor with regards to rate, the stringent focus on the interpretation of classical 

kinetic equations to judge MFK has created misconceptions as highlighted[26]. Meanings 

of E and A can simply be taken as described previously in the context of MFK and can be 

supported by evidence of measured or known characteristic that influence the reaction 

process if known.  

Furthermore, the main purpose of using MFK in this work will be to profile the sensitivity 

of oxidation as a function of preheating. A great portion of the work will be geared towards 

understanding the various ways in which MFK can be used. This will be done initially by 

evaluating a virgin SEN. Thereafter, a selected approach will be used in assessing the 

virgin SEN, 3-hour preheated SEN and a 6-hour preheated SEN, against the objective of 

this work. For the purpose of emphasis and not confuse classical kinetics with MFK, the 

units of A will be annotated in the methodology section alone. It is known that units of A 

do vary, however for the purpose of this work the time unit for A is generally measured in 

the reciprocal per minute (i.e., A will adopt the unit, 1/time unit: measured in minutes)[32–

38]. Nevertheless, wherever there is a need to adopt a particular unit if appropriate (i.e., 

having units of per second as an example for A) in order to perform a calculation with a  

classical kinetic equation, the appropriate units can be assumed or determined[31–35]. 

Neither the order of reaction nor the mechanism or reaction model will be the focus of this 

study and therefore cannot be used to dictate the units of rate or the kinetic parameters 

obtained. It is worth noting that MFK kinetics parameters of both E and A will be derived 

graphically and equations do not need solving directly. This is owed to the simplicity of the 

method.    

The oxidation kinetics of a carbon bonded refractory is sensitive to porosity and chemical 

reactivity of carbon surface area [11,39]. At low temperatures below 950 °C, oxidation is 

governed largely by chemical reactivity of available surface area of carbonaceous matrix 
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(graphite and resin), and to a lesser degree pore structure [11,39]. At higher temperatures 

above 950 °C, kinetics is controlled mainly by pore structure through gaseous diffusion 

permeability and influenced lesser by chemical reactivity [11,39]. Pore structure and 

chemical reactivity are both controlled by the mineralogical grade and the way in which 

the product is manufactured.  The oxidation profiling will therefore be complemented with 

techniques that probes these chemical and microstructural features. This will involve the 

use of micro–X-ray Computed Tomography (μ-CT), and X-ray Photoelectron Spectroscopy 

(XPS). 

The graphite and the binder phase (resin) microstructure (i.e., carbonaceous material within 

the SEN) are expected to have gas  entrapment pores and calcination cracks akin to 

graphite application in nuclear graphite applications[40,41]. Calcination cracks are mostly 

linked to closed porosity resulting from volumetric shrinkage[40]. However, gas 

entrapment pores are associated with open porosity within the binder phase[40]. The shape, 

orientation, and volume fractions of pores may be useful as a discriminator value to profile 

the SEN at minimum. This will ensure that the expected microstructure at various stages of 

the SEN is known. The significant deviation of the expected in future will suggest either a 

material integrity issues or process implications (i.e., deficiency lies within the process not 

the material). The resolution used with μ-CT will be suitable for analysing the 

aforementioned pore structures[41]. For the purpose of profiling, the images will be pre-

processed from the inner bulk material away from regions close to the protective coating 

which can chemically react with inner bulk material and affect the microstructure around it 

(i.e., on the edges closes to it)[14].   

 The μ-CT is in fact a powerful non-destructive technique for microstructural evaluation 

that will allow samples to be tested as received[41,42]. It helps circumvent tedious sample 

preparation and can deal with the brittle/fragile nature of the material. It has superior 

software capabilities for segmenting phases, 3-D volumetric image analysis quantitative in 

results, can be coupled with deep learning for automatic finger printing[41,42]. 

Conventional techniques such as optical microscope and scanning electron microscope 

(SEM) are useful in certain scenarios but requires significant effort for quantitative image 

analysis[41]. There is also a risk of not gathering enough images that describes the 

microstructure analysed and the difficulty of handling porous or fragile materials[41]. 

These microscope techniques are often employed where there is sufficient knowledge that 

can be gathered by evaluating fracture surfaces or surfaces where oxidation and non-

oxidised are easily distinguishable[41]. The aforementioned challenges remain with 
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regards to these standard microscope techniques and for the purpose of this work it is the 

inner bulk microstructure that is of interest which may not oxidise in a manner that is 

easily detected if evaluated by these tools.     

Raman and XPS will complement each other in terms having the ability to probe the 

chemical structures of the carbon phases present [43,44]. The local chemical order and 

long-range crystalline order of carbons are extensively diverse in terms of structures that 

can exist[45]. The large chemical differences observed is also attributed to their versatility 

in bonding chemistry or bonding hybridisation (i.e., sp1, sp2 and sp3)[45]. It is these 

structures that influence the properties of carbon such as their chemical reactivity, physical 

and electrical properties[43,45]. Carbon atoms can be arranged according to their 

crystalline (graphite, diamond, fullerene) and disordered structures (glassy carbon, 

amorphous carbon, graphitic amorphous carbon etc.)[43,45]. Raman has become a 

standard tool for probing carbons due to their capability of evaluating short, medium, and 

long-range order[45]. The limitation in other methods not being able to probe disordered 

carbons sufficiently (an example being X-ray diffraction) gives Raman this 

precedence[45]. In this study the carbonaceous material consists of a mixture of resin 

(disordered) and graphite (crystalline) embedded within a refractory aggregate mixture 

(comprising mainly of alumina aggregate)[46–48]. By utilising Raman with the Witec 

cluster image analysis technique, a better insight can be observed in terms of distinguishing 

the carbon phases, their chemical structures and surface area changes impacted by 

preheating.  

The Raman technique is susceptible to suffer from bulk effects which essentially arise from 

compounds/or elements within the composite that causes a change in the carbon signal/or 

signature that would not have existed if there were not present[44,49]. The XPS, being 

more of a surface sensitive technique is less impacted by this bulk effect and will therefore 

compensates for the affected Raman signals[44,49]. XPS will be used to help understands 

whether the chemical structures of carbon changes (i.e., based on changes of carbon order 

determined by D-parameter scale[43]) with respect to preheat. The expected order of 

carbon will be measured for the virgin and compared to those of the preheated SEN. Since 

graphite is considered more ordered than the resin it is expected to be more resistant to 

oxidation. Values obtained defining this order (i.e., where their chemical structure lie 

within the D-parameter scale referenced against known values of graphite) and can be used 

to assess or rank the potential chemical reactivity (by way of inference) of the carbons 

present within the SEN[43]. The D parameter has a liner relationship to the so called 
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sp2/sp3 ratio[43]. Graphite is at one end of the scale with only sp2 hybridisation whilst 

diamond is the other of the scale with only sp3 hybridisation[43]. The D parameter for pure 

graphite is documented to be 22.5 with 100% sp2[50]. The lower the D value as would be 

expected in the carbons analysed the lower this sp2 percentage[43,50]. This will be due to 

an increase in sp3 which measured more in bulk by Raman using band known as the D-

band (i.e., defect band) [43,50]. 

Given that the carbonaceous matrix of the refractory presents itself akin to a composite, the 

mixture poses a challenge where each area scanned will be influenced by both carbons 

(resin and graphite will co-exist in each scan). This is where the WiTec software cluster 

technique will be extremely useful, when deciphering carbon phases in the case of Raman. 

It is important to also emphasise that the samples will be handled and analysed as received 

with minimal sample preparation if any at all to maintain the microstructures found and to 

meet the industrial objective of this work. It has been evidenced that polishing of graphite 

sample also influence Raman signal and causes overestimation of intrinsic structural 

properties[51]. The label free non-destructive technique (i.e., Raman) will be helpful in 

overcoming tedious sample preparation, analysis time, provide quantifiable results which 

are easily accessible for non-experts of the material. The inner bulk material will be probed 

for part of the study dealing with comparative analysis of the virgin SEN, 3-hour preheated 

SEN and the 6-hour preheated SEN. This will be  away from surface regions that could be 

impacted by the protective coating and to ensure that the carbon markers and the 

microstructure surrounding it are profiled effectively.   

It is believed that longer preheating may increase the risk to oxidation, and a shorter 

preheat regime increases the risk to thermal shock [1]. For the latter point, it is important to 

know whether thermal properties and thermal shock resistance of the carbon-bonded 

refractories change during preheating. The Laser Flash Analysis/Analyser (LFA) which is 

another non-destructive technique will be useful in assessing the thermal property changes 

of the bulk inner material (thermal diffusivity, Cp, thermal conductivity) as a function of 

preheat time. The LFA will also be used to gain insight on microstructural changes and 

may prove useful as a profiling tool for the SEN. The impulse excitation technique (IET) is 

the final non-destructive technique and is used specifically in this instance for assessing the 

thermal shock resistance of the SEN. The IET measures the elastic Young’s modulus and 

dampening from the vibrational frequency response of an excited sample[22,23,46]. The 

elastic Young’s modulus property is sensitive to microstructural changes as well as thermal 

shock changes in the material[22,23,46]. The dampening measurement is more tailored 
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towards measuring faults caused by thermal shock and therefore provides a targeted 

result[22,23,46]. IET is in fact more sensitivity to larger voids or macro-crack networks 

useful for the analysis of thermal shock[23]. 

It is known that traditional thermal shock testing in laboratory environments does not 

reflect the true nature of refractory thermal shock behaviour in-service for composites i.e., 

the ΔTc critical temperature difference (that induces thermal shock) in Hasselman equation 

cannot be accurately associated with the true ΔTc in service, if taken from quench 

experiments[23]. Given that the microstructure of carbon-bonded refractories is complex 

(composites), its fracture behaviour and its transient thermal stress behaviour in a thermal 

transient condition is difficult to examine (if not impossible for the latter analytically)[23]. 

Efforts are always geared towards both experiment and theory to inform design application 

since no unified theory can suffice all composites[23]. However, with the use of 

dampening and elastic Young’s modulus from IET, the changes in microstructures 

associated with their thermal shock resistance can be profiled effectively.   

Lastly, the introduction of μ-CT will be useful in future failure classification studies of 

thermal shock if macro-network cracks are profiled using a different resolution. It will also 

be extremely useful for overcoming challenges associated with the analysis of smaller 

targeted samples having irregular shapes that do not possess the appropriate handling 

dimension for IET or other bulk mechanical testing methods. Introducing this technique for 

the purpose of microstructural evaluation to support the inner bulk oxidation sensitivity 

profiling part of the study will therefore be the catalyst to inspire alternatives concepts in 

future.  

Discussed in the remaining sections in brief, will be the industrial motivation, 

methodology, product, and process knowledge surrounding the SEN. A review on 

feasibility and novel insight that can be gained when using Raman spectroscopy with MFK 

will be addressed. The sections to follow, starting from chapter 4, will focus initially on 

gaining an understanding and appreciation of the variety of ways in which MFK 

approaches can be used. Due the diverse feature of MFK a great portion of the work will 

be directed to decipher it. This is subsequently followed by chapter 5 which deals with the 

industrial application (i.e., looking into the effects of preheat) and the value that can be 

directly derived from MFK analysis. It will focus less on equations (as only a single 

selected approach will be used) and more on conveying the meaning of results. Raman is 

then introduced in sections, thereafter, providing a unique insight on the method 

development steps that would guide how the SEN should be characterise using its carbon 
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signatures, depth scan (for method development to gain insight by oxidising sample in a 

laboratory environment) vs lateral scan (for evaluating the actual SENs as received) and 

evidencing the use of image cluster technique. The Raman chapters will be supported by 

XPS and μ-CT analysis to evaluate potential chemical and surface area changes that may  

influence the oxidation kinetics of carbons. Finally, in chapter 8, the effect of preheat on 

the thermal shock resistance will be addressed.   

Access to specialised equipment (particularly with the use of IET, confocal Raman with 

WiTec software suite, temperature modulated fixture for Raman, μ-CT) was obtained 

externally through a competitive grant proposal bid accompanied with a stringent 

timeframe to conduct the work. Therefore, the planning of this work needed to be done in a 

manner that best makes use of the available time and resource and in effect shapes the 

organisation of the thesis. The methodologies or approaches used therefore aim to lay the 

foundation on profiling carbon-bonded refractories in the manner described previously on 

the objective of the study.   

Chapter 2- Theoretical Review and Motivation 

2.1 Industrial motivation   
High incidents of preheat failures occurred in sponsor company (steel user) beyond levels 

that called for supplier investigation in the year 2018[17,18].  The investigation efforts 

from sponsor company were very much reliant on the supplier data about their 

manufacturing processes and preheating trial results conducted on sponsor site[17,18].  

Investigation by the supplier at sponsor company site indicated that the fault was mainly 

due to the sponsor company’s installation/preheating practices, in particular, preheating 

burner misalignment[17,18]. Thermo-couple trials were conducted to confirm that the 

misalignment of burners did in fact cause the SEN to be under heated[17,18]. The SEN’s 

temperature distribution also indicated high levels of temperature mismatch during heating. 

Adjustments to the burner and the chamber were made to rectify preheating 

treatment[17,18]. Although, the trials provided an opportunity to optimise preheating of the 

SENs in terms alignment issues it was not able completely resolve the fast-cooling rate 

noticed in some parts of the SEN between off-gas time (time taken away from flare) and 

installation of SEN into the position of casting[17,18]. 

However, a similar investigation was conducted by sponsor company’s sister site in the 

following year in trying to understand the thermal stresses during heating up, cooling 

(during off gas time), and when the SEN is in casting position (when the SEN becomes in 
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contact with molten steel)[52]. It was a  conclusive in their investigation that the 

installation aspect of the SEN was found to be by far the most important factor than 

thermal stress caused by non-uniformity during heating[52]. They also made a 

recommendation to focus on reducing off-gas time prior to the SEN coming to contact with 

molten steel[52].  

The persistence of the failure incident and cost involved in the investigation process 

prompted sponsor company site to find better ways for determining performance issues. It 

was noted in the presentation given by the supplier to sponsor company that the influence 

of preheating on the mix (raw material inside the SEN) was something that was not 

investigated[17,18]. This indicated an opportunity for standardising performance and being 

able to distinguish failures arising due to their process or supplier material’s integrity in a 

much simpler and smarter way which drives the body of this work.   

The preheat research was later confirmed and assigned as a doctoral study coinciding with 

the second half of the doctoral research programme (2019).  It replaced the initial research 

of secondary steel making and clogging phenomena (where there is already a significant 

body of prior work).  This revised approach was determined to have greater industrial 

impact in terms of knowledge and may lead to possible analytical procedures that save cost 

in the long run. There is real value in knowing the possibility of increasing the preheating 

time. Knowing the limits of preheating can help reduce refractory consumption and save 

additional cost in terms of reducing the number of unused pre-heated SEN that have 

expired their preheating time. The study may also circumvent the cost involved in failure 

analysis of major incidents that involves trial and major material testing regime that often 

relies on the virgin mix (raw material) instead of directly assessing the product due to 

geometrical and sample challenges.   
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Figure 2. Thermocouple trial (two images on the left) conducted on sponsor site. The SEN (middle 
image) is being gas flared or preheated outside in an open oxidising atmosphere with thermo-

couples installed at various points along its length. The protective glaze coating protects the SEN 
from oxidation during preheating. The image on the far right is the inductive heating intervention 

undertaken on behalf of sponsor company to mitigate non-uniformity of heating. 

In the interim, the thermo-couple trials conducted at sponsor site initiated a series of 

heating propositions alongside burner re-positioning and preheating chamber re-

construction[17,18]. There has been trials and discussion surrounding the use of inductive 

heating strategies (see Figure 2) to eliminate the uneven heating of the SEN. Induction 

heating has been adopted in other major steel making industry to achieve even heating and 

faster heating rates that suppresses oxidation by early activation of the glass protective 

coating around the SEN[53]. Although, these heating strategies may improve performance 

by meeting the preheat target temperatures, their influence on the SEN must still be 

investigated. The question about the material’s integrity and ways to detect performance 

issues using the material itself to inform about process influences remained unaddressed. 

This will therefore be the main driver for this research.  

2.2 Submerged Entry Nozzle  

2.2.1 Background and Structure 

2.2.1.1 Continuous casting process  

 The continuous casting process of producing steel was invented to mitigate wastage of 

steel production and increase productivity[3,54–56]. The continuous casting process 

facilitates the cooling down of steel into intermediate products as either slabs or billets 
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which are later transformed to thinner products called sheets, at other steel processing 

sections of an integrated steel plant (i.e., cold rolling and hot rolling 

processes)[3,54,56,57].  

 

Figure 3. The continuous casting process of a steel plant showing the various section of the casting 
operation. The pre-heated SEN is positioned between the tundish vessel and the mold after its 

installation or in casting position. Molten steel arrives in ladles and are emptied into tundish before 
finally cooling with the help of mold and spray nozzles (image adapted to show position of 

SEN)[54]. 

During casting, molten steel arrives at the continuous casters of a steel plant inside vessel 

containments called ladles (see Figure 3)[54,58]. Once the ladle arrives, it is positioned 

right above another vessel called the tundish[3,54]. This is where the ladle’s steel content is 

gradually released[54,58]. Ladles also have a tube-like shroud similar to SEN that 

facilitates the transfer of molten steel into the tundish [3,54,58]. The tundish act as a buffer 

container that facilitates the means to control the speed of casting and can be used for 

further steel treatments including inclusion removal for better quality steel[3,54].  

The preheated SEN is positioned between the tundish and the mould (see Figure 3 and 

Figure 1) [3,54,58,59]. As well as acting as a flow control device, it is equally responsible 

for shrouding the liquid steel from atmospheric contact with air[3,54,58]. The SEN 

therefore prevents re-oxidation of steel during casting and helps improve steel quality 

[3,7,54,58]. Despite the benefits the SEN holds during casting, it suffers from major 

drawbacks due to the effects of improper preheating (i.e., thermal shock and loss of 
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strength due to oxidation) as well as clogging and mold flux erosion[1,2,7,17,60,61]. Most 

steel plants use SENs with an exchange mechanism by design, in-order to maintain the 

continuous process of casting[17,18,59]. The exchange mechanism gives steel 

manufacturers the ability to regularly change the SENs during casting whiles maintaining 

the continuous production stream [17,18,59]. The SEN utilised on sponsor company site is 

gas flared during the preheating stage in an open atmosphere, but a protective glass coating 

is what protects it from the oxidising atmosphere[14,17,18].   

2.2.1.2 Manufacturing process of SEN 

The route of manufacturing for carbon-bonded refractories generally involves the below 

steps chronologically, with the last two dedicated to manufacturing of the SEN itself (also 

see Figure 4 for the SEN route)[10,12,18,62,63]:  

1. A mixing stage of raw material blends  

2. A moulding stage to give its required shape and in the case of the SEN, this will 

take the route of isostatic pressing 

3. A baking or carbonising stage conducted in an inert atmosphere 

4. An impregnation stages to reduce porosity  

5. A glazing stage in the case of the SEN for oxidation protection  

6. An insulation blanket or coating wrapping around the SEN for preventing heat-loss 

during preheating service  

 

Figure 4. Depiction of the general manufacturing process of refractories, highlighting the route the 
SEN would take under “Fired refractories” (shaped refractories) according to Louis Pilato (image 
adapted with star symbol and thick and red inner border under Fired refractories to show the route 

of the SEN)[62].  
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Prior to blending, the aggregates, binders, and fillers would have been ground, milled 

(granulated),  sieved, and distributed to the required particle sizes[10,12,62]. Blending or 

mixing temperatures can range between 160 °C – 200 °C depending on the binder of 

choice and its curing properties which then forms a so-called green batch[10,12,62]. The 

isostatic forming of the product ensures that there is less defect (mainly porosity), making 

the final product more isotropic overall[10,12,62].  Carbonisation at higher temperatures 

(to approximately 1200 °C in some cases) creates pores within the material itself that 

requires further impregnation to improve the density of the final product[10,12,62]. 

Impregnation agents such as resin and coke can be used for this purpose [10,12,62].    

The coking temperature of carbon bonded refractories have an impact on their strength and 

elastic Young’s modulus[47,48,64]. The dynamic elastic Young’s modulus is known to 

decrease in the initial stages of heating up to 500 °C due to the effects of volatile release 

from resins[47]. Beyond this temperature the thermal expansion mismatch between 

aggregate and carbonaceous matrix causes an increase in the elastic Young’s modulus[47]. 

There is a holding time of heating and then cooling down which create microcracks which 

in effect lowers the strength of the material [47,48,64]. Zielke et al has shown the effect of 

coking on the strength of a carbon bonded refractory whereby the higher the coke 

temperature the lower the strength (< 1200 °C) (see Figure 5) [65].  Strength is also 

observed to decreased when the material is heated beyond its coked temperature (shown by 

material coked at 800 °C in Figure 5)[65]. The pore opening and closure mechanism 

described by various authors (Luchini et al, Werner et al etc.) affecting the aforementioned 

properties in carbon bonded refractories will be expected to influence the behaviour of 

SEN during preheating[47,48,64].  

Phenolic resin binders in the form of resol or novalak resins are predominantly adopted in 

manufacturing practises as the main bonding material for carbon bonded 

refractories[10,12,62]. Their adoption in industry is due to phenolic resins being more 

environmentally friendly in comparison to tar, coal-tar, and pitch[10,12,62]. These resins 

originate from a series of condensation reactions between phenol and formaldehyde 

precursors and crosslinked upon curing [10,12,62].  

Their pyrolysis stage combines a complex series of many mechanisms occurring 

simultaneously: i.e., condensation, oxidation, decomposition, slight shrinkage, dehydration 

[10,12,62,63]. During pyrolysis a careful balance of the release of volatiles and 

condensation must be managed to obtain good carbon yield by peroxidation or chlorination 

to increase the cross-linking density of the resin[63]. Their curing stage has to also be 



18 
 

carefully monitored, to allow a good mixing time prior to hardening[63,66]. The time it 

takes to harden can be adjusted by the presence of a catalyst and changes in PH[10,63].  

The phenolic resins are classed as non-graphitising carbons however, they exhibit 

significant changes in structure during heating and are able to be catalytically graphitised 

during their processing and/or when used at steel making temperatures. Otherwise, 

graphitisation can occur only at temperatures above 2000 °C[63,66]. 

Phenolic resins have greater strength in contrast with their pitch bonded 

counterparts[10,12,63,66]. They also succeed in producing higher carbon yields during 

carbonisation, and are readily available in many forms (i.e., power, solution, solids) 

[10,12,63,66]. 

 

 
Figure 5 The influence on coking temperature on the biaxial flexural strength of carbon bonded 

refractories with the same carbon content of 33%. The higher coked sample shows lower strength 
at temperatures below 1200 °C due to thermal expansion mismatch theory of Luchini (i.e., it has  
higher pores or micro crack formation when cooling). Strength is observed to increase up to the 

coked temperature before decreasing as a result of newly generated cracks[64].  

Phenolic resins do, however, possess a lower thermal conductivity, a higher elastic Young’s 

modulus and are less thermal shock resistant [63,66,67]. However, their thermal shock 
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inferiority may not be detectable when inside a refractory composite[67]. This is due to the 

complexity of the composite whose thermal shock resistance depends on its microstructure 

and the way in which crack propagates through it[67].  Its oxidation resistance is also 

inferior due to having a higher surface area in comparison to pitch[67]. The addition of 

more resin carbon than graphite increases porosity[12]. In general, having more carbon 

content increase apparent bulk porosity and decreases density decreased[12].  The presence 

of pores and surface area attributable to these carbons therefore poses a  risk to oxidation  

in the context of SEN preheating[10,39]. 

The formation of glassy carbon after carbonisation makes them very susceptible to 

spalling[10]. As a binder they can form dense products without many open pores which 

negatively impacts the structure if gaseous evolution occurs during its decomposition 

through heating[63,66]. Hexahydric alcohol has been used to try circumventing some of 

the disadvantages associated with the use of phenolic resin (spalling)[10]. The addition of 

graphite to the resin also reduces the spalling effect[12].  This factor is also important as 

preheating of the SEN can cause pyrolytic degradation of the resin[24].  

Additives in the form of antioxidants, resin graphitizers, are commonly used to improve 

the product behaviour depending on its purpose [10,12,68]. They can also be used to 

improve the strength of the refractory[12]. Additives can come in the form of metals or 

metallic alloys (of Carbides, Nitrides and Boron types)[10,68,69]. Lastly, aggregates will 

also have to be pre-synthesised or sourced with great purity prior to incorporating into the 

manufacturing process[10,68,69].  

The raw material choices and their processing parameters would eventually determine both 

the cost, quality, and performance of product produced[12]. It is documented that the most 

notable parameters for raw materials inspection are its particle size distribution, presence 

of impurities, ash content and degree of graphitisation in the case of binders[12,63]. 

Quality control inspection with the aid of sophisticated software is always in-place to 

ensure manufacturing processes are consistent[18]. It is the believe that a consistent 

process produces consistent products[18].  Products would inevitably have slight variations 

which will have to be accounted for as acceptable tolerances documented in service-

agreement with respective customers[18].   
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2.2.1.3 Structural Components of the SEN and their implications  

 

Figure 6. Cross sectional image of the SEN adapted from Memarpor et al., showing the z-band, 
protective glass coating, alumina-graphite main bulk material and insulation coating locations[15].  
The diagrammatic illustration of the SEN structures above (Figure 6) will serve as a visual 

reference in the subsections to follow.   

2.2.1.3.1 Carbonaceous Matrix (Graphite) 

The integration of carbon in the SEN allows it to be heated rapidly in order to reach the 

optimal temperature required for protection against oxidation. The increase in carbon 

content (Graphite) is associated with an increase in thermal conductivity, lowering of 

elastic Young’s modulus and thermal expansion [10,12,67] (see Figure 7). These properties 

have the overall bulk impact of improving the thermal shock resistance of the refractory 

[10,12,67]. Its non-wettability by slag attack enhances its corrosion resistance[10,12,67]. 

Graphite also provides a means of increasing toughness as it hinders crack propagation due 

to its thermal expansion mismatch with the aggregates creating compressive strains and 

micro-crack deflections[70]. It develops higher strength for the refractory when 

heated[10,67,69]. Cooper et al., demonstrated that graphite flakes in carbon-based refractory 

system increase the strength of refractories(see Figure 7)[69]. This mechanism of 

toughening described  (as graphite pull out and crack branching) was based on a clay-
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graphite refractory, however, it was suggested that this effect of graphite flake can be 

expected in other carbon-based ceramic composites[69]. 

 
Figure 7. The effect of graphite on the carbon-based refractories systems. a) The effect of increased 
graphite flake shows an increased in bending strength adapted from cooper 1987, b) The increase in 

graphite content on the properties of  magnesia carbon bonded refractory system showing an 
increase in thermal conductivity and a decreasing trend for  both Young’s modulus and depth of 

slag penetration.    

The properties of a graphite as a HCP (hexagonal closed packed) single crystal are well 

known to be anisotropic[10,67]. It has a planar structure with the weaker bonds situated 

between the planes and the strong covalent bonds joining the carbon atoms sitting on the 

plane [10].  Its thermal conductivity is far greater in the direction parallel to the plane than 

perpendicular to it (i.e., 200 times more)[10]. Its thermal expansion property is greater in 

the direction perpendicular to its plane the by the same magnitude (200 times)[10]. Even 

its compressive strength is far greater in the direction perpendicular to its planes than 

parallel to it[10].  However, it is important to distinguish these properties from that of the 

commonly manufactured carbon bonded refractories where there is a random array of 
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graphite crystallites (amorphous carbon and well-ordered carbon) that exist within a 

random structure[10]. The degree of graphitic anisotropic decreases with such random 

structures to an extend where it may no longer be feasible to determine properties of the 

bulk from graphitic orientation alone[10].  

A study conducted by Rand, B. et al., did however, evidence the anisotropic influence of 

orientation on graphite’s thermal expansion coefficient when a prepared model graphite 

composite devoid of additives (antioxidants) was uniaxially pressed and heated at 1600 

°C[67]. The study showed the tendency of graphite flakes aligning perpendicular to the 

pressing direction[67]. Since the in-plane thermal expansion coefficient is almost zero at 

this preferential orientation after pressing, the thermal expansion coefficient declined as 

function of increased graphite content[67]. This was in contrast to graphite aligned parallel 

which remained a constant value[67]. The results obtained were based primarily on 

experimental conditions aimed at modulating particle sizes of oxide and graphite to obtain 

a preferred orientation and not to be confused with industrially manufactured carbon-

bonded refractories in terms of processing and the microstructure produced as a result[67].  

The disadvantage of carbon sources within refractories is their susceptibility to oxidation at 

temperatures above 400 °C if not protected and exposed to oxidising 

environments[1,2,10,24]. The increase in carbon also creates a risk of carbon pick up in 

molten steel which is undesirable[12,71]. The high thermal conductivity may pose a risk to 

faster cooling of the SEN when being transported for installation[12].  It can cause a rapid 

undesirable decrease in the temperature of the molten metal leading to its solidification on 

the refractory [12].   

There is also a major gap in terms of the practical application of thermal shock assessments 

with regards to composite refractories[23]. There are inconsistencies between theoretical 

values of the critical temperature difference to induce shock (ΔTc) versus those measured 

in quench test experiments[23]. Many parameters of the quench environment are unknown, 

and its heat transfer properties can be affected by factors such as temperature and specimen 

surface[23]. This means that the values produced from such experiments will have major 

issue if used to give accurate design criteria for practical use. Determining thermal shock 

behaviour during a transient thermal condition analytically yet remains a challenge[23].  

Although, extensive research has been utilised to establish the knowledge of thermal shock 

with regards to ceramic monolithics, for their composite counterparts the knowledge 

cannot be directly transferred[23]. Refractory composites bring about more complexity 

such as anisotropic features and mismatching of properties, the presence of different phases 
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and interfacial features between matrix and its surroundings[23]. These would influence 

the fracture behaviour often described using Hassleman’s unified theory of thermal 

shock[23]. In other words, no unified theory can suffice all composite which means efforts 

have to be continuously geared toward both experiments and theoretical studies to improve 

knowledge and seek better ways of predicting performance[23].  

2.2.1.3.2 Protective Coating 

The primary protection of the SEN against oxidation is provided by a glass/silicon outer 

coating (SiO2, Na2O K2O) that forms an alkaline glaze during the process of preheating 

(see Figure 6)[2,72]. It is the activation of this glass-oxide coating at temperatures above 

800 °C that necessitates a rapid heating regime for ultimate protection[1,2,72]. Under 

heating therefore poses a great risk to oxidation as well as thermal shock failure when the 

SEN is suddenly in contact with liquid steel[2].  

The integrity of the glazed coating of industrial SEN investigated by Memarpour et al., 

highlighted how alkaline phases (Na2O, K2O) within the glaze can react with the graphite 

refractory base material to form CO gas[15]. The dissociation of which can be a source of 

carbon and oxygen pick up for the steel[15]. The presence of silicon found on the coating 

after preheating also presented a risk when it co-existed with carbon within the SEN 

interface[15]. According to Memarpour et al., this resulted in an increased activity of 

silicon which can lead to the formation of undesirable silicates that attract inclusion from 

steel and lead to clogging[15,73].  

The decrease of silica in the glaze after preheating can also be used as to indicate that it has 

reacted with the refractory base material [15,73]. A no glaze penetration of the base 

refractory material indicates good protection against oxidation and confirms that the 

heating rate of the SEN was effective enough to activate the glaze protection 

required[15,73].  

Madias et al., also investigated a glazed SEN composition and arrived at similar 

conclusions of glass formers within the glaze composition being able to react with the 

refractory base material[2]. In their study the existence of porosity within the glaze was an 

additional assessment indicating poor preheating and a risk of oxidation[2]. Chromium 

found in some SEN glaze compositions was known to be protective and prevented porosity 

formation by forming an (Cr2O3) oxide during preheating[2]. However, the preheating 

gaseous atmosphere (i.e., CO and CO2 partial pressure) and temperature are both important 

factors to consider thermodynamically when heating the SEN with respect to Cr2O3 being 

able to protect the SEN[2]. Madias et al., showed through an Ellingham diagrammatic 
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illustration that at 1260 °C chromium oxide was stable in a rich CO atmosphere, but if the 

partial pressure of CO were to be less than 1 atm (atmospheric unit of pressure) the 

protection of the glaze would be lost due to a reduction of the chromium oxide [2]. At 

preheating temperatures of a 1000 °C, the chromium will be reduced if partial pressure of 

CO was to be less than 1.3 x 10-2 (atm) [2].  

Kumar et al., also investigated preheating mainly focused on the zirconia band of the SEN 

but briefly touched on the alumina-graphite phase[14].  Their study also highlighted there 

is a presence of metallic silicon in the base material post preheating of the alumina-

graphite part of the SEN[14]. There were also additional features related to observed grain 

geometrical differences of silicon particles before preheating and after the preheating 

process[14].  Their assessment of the zirconia band highlighted the preheating degradation 

mechanism of zirconia that occurred through the formation of zircon in the glaze and its 

dissolution during casting[14].  Finally, they highlighted the persistence of the coating 

protection during casting for at least 90 minutes with regards to the zirconia band[14].   

Novel coatings in the form yttra stabilized zirconia and calcium titanate have been shown 

to improve SEN protection against oxidation and reduce the impact of clogging[72,73].  

An additional improvement that has been tested to circumvent the increase of silicon 

activity at the SEN interface caused by carbon, was to engineer a specialised composite 

nozzle comprising of two parts[74]. The composite nozzle had an inner bore which was 

made with a carbon-free refractory material and then co-pressed with an outer bore of an 

alumina carbon-based refractory[74].     

2.2.1.3.3 Z- band/Sleeve  

The Z-band/sleeve is made of zirconia graphite-based refractory[14]. The is a component 

found just above the port of the SEN and it serves to protect the SEN against mold flux 

erosion during casting (see Figure 6)[14,60]. Zirconia is an advanced refractory usually 

incorporated to give additional benefits where other refractories may not do so well[75–

77].  It maintains a good thermal shock resistance while having better strength, fracture 

toughness and erosion resistance properties [75–77]. It is regarded to be  more corrosion 

resistance than alumina, hence it is used to counteract mold flux corrosion [75–77]. It is 

often stabilised/or partially stabilised by calcium oxide, magnesium oxide, or yttria doping 

for better thermal shock resistance [73,75–77].  

Kumar et al., investigated the impact of preheating on the glaze coated Z-band and the 

impact of glaze coating after preheating i.e., during casting for the first 90 minutes and 480 

minutes[14].  Their study proved that the preheating temperature was critical in the 
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degradation mechanism involved with regards to the Z-band prior to casting. It was 

uncovered that during preheating destabilisation of the zirconia aggregate occurred leading 

to the formation of pits and fissures[14]. A further interaction between the high silica 

content in the glaze infiltrating into the fissures led to the formation of zircon. The 

presence of zircon at preheating temperatures caused the fragmentation of zirconia 

aggregates and drifts to the top layer of the glaze at the initial stage[14]. During casting, a 

rapid dissolution rate of the zircon was observed when in contact with the mold flux [14]. 

After 480 minutes of casting the glaze was lost and dissolution rate observed with regards 

to destabilised zirconia was noted as constant [14]. It was also emphasized that the 

destabilised region was only limited to the outer reaction surface of the zirconia grains[14].  

It was conclusive that preheating temperature was critical in impacting the glaze thickness 

and should be adapted based on plant practises[14].   

Although not easily adopted due to expense or at times requiring more field testing for 

supplementary validation checks, there have been many developments related to the use of 

zirconia in other parts of the SEN [75]. Zircon-zirconia and alumina-zirconia systems 

based on a toughening dispersion mechanism of monoclinic zirconia crystals holds a 

potential for application in SENs to resist clogging and reduce temperature of preheat[75]. 

An additional development by Vesuvius Crucible Co. and Cookson Group PLC working 

collaboratively have produced a so called O’Zirconia refractory based on reacting zirconia 

with silicon nitride[75]. Field trials have shown the potential of O’Zirconia-graphite 

refractory protecting against alumina building up in the SEN, outperforming refractories 

made with sialon-graphite[75]. 

It is also important to note that the Z-band has been a major focus in many studies mainly 

related to its degradation with mold flux slag[5,16,76,78,79]. There is still ongoing 

research highlighting the complexities involved in the phenomenon of slag 

crawling[5,16,76,78,79]. Some of which aim to supplement early theories in terms of 

degradation mechanisms with regards to mold flux erosion and industrial/plant operations, 

this is in contrast with preheating studies which are quite limited[14,60].   

2.2.1.3.4  Main Aggregate - Alumina    

Various high melting point oxide aggregates are selected to make up part of the SEN’s base 

material. Alumina is the major compositional constituent for the SEN, although other 

oxides such as silica, zirconia, lime, titania, and magnesia are additions that are commonly 

incorporated into the mix, in order to obtain the best properties[53,80,81].   In the 1960’s 

fused silica was used as the main material of choice for the nozzles, which was later 
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changed to alumina to counteract the effect of Mn (manganese) in steel and provide better 

erosion resistance[53,80,81].  

The preferred method used for synthesis of tabular alumina grains(40 to 200 μm)  is by 

heating pellets of calcined alumina at temperatures just below its melting point [69]. This 

converts it to approximately 100% alpha alumina[69]. They possess high crushing strength 

(30 – 60 MPa) and good thermal conductivity (40 W m-1 K-1) making them a useful 

application for counteracting thermal shock as a component of the SEN[69].  

 
Figure 8. The electron interaction of catalyst with carbon proposed by Long and Skyes. a) 

Represent the electron configuration adopted when an oxygen atom is initially absorbed, b) and c) 
are the configurations adopted for easy evolution of carbon monoxide by transfer of electron to 
catalyst or forming a covalent bond with it, respectively, and d) represent the configuration that 

inhibits the evolution of carbon monoxide by accepting electrons from a donor which stabilises its 
structure [81,82]. 

Yamaguchi A et al., investigated the effect certain refractory oxides may have on the 

oxidation of graphite using electron theory (i.e., the electron interaction of catalyst with 

carbon proposed by Long and Skyes) [81,82]. Refractory oxides are mostly stable at 

preheating temperatures and therefore cannot oxidise graphite, hence the use of electron 

theory is the only way in which their effects could be explained[81,82]. According to this 

theory, a carbon atom that has oxygen adsorbed onto it takes the initial configuration of 

Figure 8 (a) [81,82]. The oxygen in this state is firmly attached to the lattice electron 

configuration and requires the breaking of the two sigma and one pi bond to release carbon 

monoxide as a product of the reaction[81,82]. Based on the electron theory, if graphite was 

to exist with a catalyst the bonds required to be broken will be different[81,82]. They will 

either take the configuration of  Figure 8 (b) or Figure 8 (c) in order to release the carbon 

mono oxide[81,82]. If the graphite transfers an electron to the catalyst, then configuration 

Figure 8 (b) will be adopted[81,82]. If the catalyst forms a covalent bond with graphite, 

then configuration Figure 8 (c) will be adopted[81,82]. Due to the loss of one pi bond, the 

configuration of Figure 8 (b) and (c) are much weaker (in comparison to Figure 8 (a)) and 
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can therefore facilitate the evolution of carbon monoxide[81,82]. The last configuration of 

Figure 8 (d) is adopted when the catalyst transfers electrons to graphite completely and as a 

result stabilises the oxygen atom in that configuration[81,82]. This makes it difficult for the 

evolution of carbon mono oxide to occur and acts more like an inhibitor in this 

instance[81,82].   

Yamaguchi et al., experiments indicated that the presence of alumina oxide accelerates 

graphite oxidation though an electron accepting mechanism. This changes the 

conformation of the graphite bonding structure or electron distribution facilitating its ease 

to be oxidise in the presence of an oxidising agent[81]. However, titania, zirconia and 

magnesia were regarded as electron donors and therefore reduce the effect of oxidation by 

donating electrons to graphite stabilising its structure or electron distribution[81].  Silica 

was noted to reduce the effect of oxidation by a very small amount and its electron-

donating or accepting properties are not known[81]. All experiments were performed at 

low temperatures relevant to the preheating temperatures discussed herein[81].  

2.2.1.3.5 Insulation coating  

A highly porous insulation layer of fibrous refractory material (can be made from: silica 

glass, pure alumina, and alumina-silicate) is the final component wrapped around the 

SEN’s outermost region (see Figure 6)[52,53,69].  This component serves to protect the 

SEN from losing heat during off-gas time which is the period between the SEN being taken 

away from the burner and in contact with molten steel during casting[17–19]. It melts 

away when in contact with the melt/molten steel[17–19]. Its thickness can range from 3 – 6 

mm[52,53,83].   

The off-gas time was a useful parameter investigated during the preheat failure incident at 

sponsor site[17]. The off-gas time was divided it up into three parts during the 

investigation[17].  The time taken to change a tube (i.e., equating to anytime up to 2.5 

minutes of cooling time), the flying tundish change time (i.e., up to 4.5 minutes of cooling 

time), and the start-up of casting (i.e., > 4.5 minutes)[17]. It was demonstrated during the 

trial that adjustments of the burners to get a better heat distribution improved the time it 

took for parts of the SEN to cool down[17]. The ports and the base of SEN were only able 

to maintain their temperatures above 800 °C during the tube change time post 

adjustments[17]. However, the zirconia-band and 500mm from the SEN’s plate were able 

to main temperatures above 800 °C for all time sections of the off-gas time[17].  
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2.2.2 Pre-heating temperature and time  
Preheating time can vary quite significantly from anywhere between 1 to 6 hours at 

sponsor company[17]. The SEN can also experience variation in wall temperature during 

its preheating cycle[1,17]. This non-uniformity of temperature distribution can be 

attributed to the positioning of the burners relative to the SEN’s walls during its heating 

cycle and can take around 30 minutes to reach its optimal temperature of preheat[1,17]. 

There is a higher risk to thermal shock at short heating times and a risk to oxidation and 

longer heating periods[1]. The SEN’s is heated to temperatures 1000 °C to 1200 °C and it 

should be kept above 800 °C post preheating as best practise[1,2,17].  A faster heating 

regime would ensure that critical temperatures (550 °C – 950 °C) where oxidation is 

likely to occur are passed quickly[1]. Faster heating rate also ensures that the glaze is 

activated in time to prevent any oxidation from occurring[1,17].  

Svensson et al., found in their industrial preheat trials, variation of temperatures across 

the length of the SEN and all steel plants they investigated. Those with faster heating 

rates were essentially protected by against oxidation by reaching the optimum preheat 

temperature required to activate glaze coating[1].  

Another critical process time not covered in this context is the casting time or heat 

(usually representing the same steel quality with successive ladle per heat) experienced by 

the SEN when in contact with the molten metal[84,85].  A SEN can be used and 

maintained for approximately 4 heats before changed [84,85]. The SEN must be 

maintainable for a long duration when both preheat time and casting time is considered.   

2.2.3 Fundamentals of Raman and Model-Free Kinetics  

2.2.6.1 Raman Fundamentals, Limitations, and Carbonaceous Matrix Assessment  

It is known that diffraction-based methods (neutron, electron, X-ray) are insufficient in 

their characterisation of structures pertaining to disordered forms of carbon and a more 

suited for crystalline carbon forms[45]. Raman spectroscopy on the other hand has shown 

proven capability to characterise carbons (solid) with high sensitivity ranging from short, 

medium to long range order[45]. It is effective in resolving disordered forms of carbon[45]. 

Due to this reason, it has become the standard tool for characterisation especially for 

samples where different forms of carbons co-exist[45].  

It fundamentally uses the vibrational dynamics of molecules to uncover their structure and 

relate it to the ordering of carbon forms[45,86,87]. It is a form of spectroscopy that uses 

the process of inelastic light scatter effect, when a laser source interacts with a material/or 
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molecules (i.e., be it solid, liquid or gas) to cause its excitation of vibrational mode[45,86–

88].  

The Raman scattering process can be summarised as two main parts (see Figure 9):  

1) An incident light is absorbed by a polarizable sample causing the molecules at 

the ground vibrational state to transition into an excited state/or virtual state.  

2) This is subsequently followed by a transition from the excited state to a lower 

energy state emitting a photon of energy (loss) in the process and creating or 

absorbing a vibrational quantum of energy (phonon) dictated by two processes 

(stokes and anti-stokes)[45,86,89].  

The stokes process being the loss of energy due to the difference between the ground state 

and excited state [45,86,89]. Stokes processes are mainly used in Raman studies due to 

having higher intensities than the anti-stokes process [45,86].  

The anti-stoke process is where a molecule already exists in an excited state then absorbs 

light (photon) energy to transition into a virtual state and then returns to the ground state. 

The energy gained from the incident photon due to difference between ground state and 

excited is known as anti-stokes [45,86,89].  

Rayleigh scattering which is normally filtered out via Raman instrumentation is a form of 

elastic scattering where there is no difference in energy between the incident photon and 

scattered photon(see Figure 9) [45,86,89].  

A Raman shift in energy is equivalent to its scattered photon/ or vibrational states of the 

molecule under investigation[88] This can be represented graphically as a spectra of 

scattered light (on the y-axis) vs frequency of light (on the x-axis: with its unit referred to 

as wavenumber cm-1) as depicted in Figure 10.   Other units such can be adopted on both 

the x-axis and y-axis and depending on the Raman instrument used, however the meanings  

in Figure 10 still apply.  
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Figure 9.  Adapted illustration of the different modes of light scattering phenomenon in a Raman 

instrumentation when an incident photon reacts with a polarisable sample. The arrow demonstrates 
the direction of excitation and de-excitation of molecules to various vibrational states involved in 

each type of scattering (Rayleigh, Stokes, Anti-Stokes, Fluorescence; E, referring to their 
associated energies)[89]. 

 

A typical Raman graphical spectrum would show [88]:   

i) Intensity – which is indicative of the measured component concentration within 

the sample 

ii)  A Raman shift position/peak – used for identification of samples structure, 

phase, and stoichiometric content, and   

iii) Peak width – useful for calculating crystallinity (FWHM: Full Width Half 

Maximum), to detect the influence of defects/or doping and its shift in position 

relative to where it originates can be used to understand the effects of temperature, 

pressure, and stress.  

The graph below represents the aforementioned points (Figure 10):  
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Figure 10. An example a Raman spectrum highlighting the important aspects to consider when 
assessing a spectrum. The peaks intensity (useful for detecting concentration), width (useful for 

detecting defects or doping) and position (useful for identification of molecules) are three key main 
features that can used to understand Raman components[88] 

The most common limitations pertaining to Raman spectroscopy comes in form of a 

fluorescence effect obscuring the Raman signal, and high excitation effect/laser power 

which can thermally decompose samples sensitive to heat[86,88,89]. When an incident 

photon’s energy is equivalent to an electronic energy level of a molecule, excitation to this 

energy level followed by a de-excitation that emits a photon with a longer wavelength than 

the incident photon is what causes fluorescence to occur (refer to Figure 9)[89]. Alumina is 

known to cause fluorescence; however, graphene can suppress this effect. With the advent 

of more sophisticated Raman tooling fluorescence can be mitigated via time-gated 

techniques to quickly obtain Raman signals prior to the effect of fluorescence[49,86,88]. 

The diversity of carbon presented in its bonding types to forming two-fold, three-fold and 

four-fold hybridized bonding allows for their classification into crystalline and disordered 

forms[45,87]. The common crystalline carbon phases are graphite, diamond and fullerite. 

The disorder members have many forms some of which are: glassy carbon, graphitic 

amorphous (g-C), nanocrystalline carbon, diamond-like amorphous carbon (d-C) etc.[45]. 

Since graphite’s phonon dispersion, density of states, and Raman spectra is well 

established, it can be used as a reference point when analysing similar system. This is often 

the case despite the breaking of Raman selection rules and unexplained features in some 

spectra of carbons[45,87,90].   
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A typical graphite sample has the following peaks as the most observable. A G-band peak 

position at 1581.118 cm-1 (Defect free graphite), a D-band peak position may appear 

around 1350 cm-1, a D’-band peak (depending on laser used) at 1620 cm-1, and a G’/or also 

referred to as 2D-peak at around 2700 cm-1(refer to Figure 11 for illustration)[45,87,90].  

The G-band is always present in graphite, and it is a Raman active optical mode (in-plane 

stretching mode) with E2g symmetry[45,87,90]. It represents the presence of sp2 bonding 

structure where it is found[45,87].  This is in contrast to sp3 as in the case of diamond 

which appears at around 1333 cm-1; and for the p bonding in linear carbon chains, their 

Raman peaks lie around 1850-2100 cm-1 [45,87].  The shifting of the G-band is also often 

associated with stress/strain phenomena of a sample[45,87,90,91].  The shifting of the band 

to lower frequencies is indicative of tensile stress whereas the shifting to higher 

frequencies relative to the expected is considered compressive stress (see Figure 

11)[90,91]. 

 

 
Figure 11. Raman spectra of a typical graphite like sample highlighting the most common of its 

peaks and the effect of stress-strain on the direction of the G-peak position. The D peak and the D’ 
peaks are defect induced. The G peak is the sp2 representation of the bonding in graphitic samples 
and its shift in position can be used to assign stress/strain distribution.  The 2D appears to indicate 

stacking/thickness of the planar structure of graphitic samples[90]. 
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The G-band is also expected to shift linearly with temperature in most cases (−0.02 

cm−1/°C in the case of graphene)[92]. The change in frequency of the G-band can be 

determined via a thermodynamic derivation that relates the temperature change, volume 

(due to thermal expansion of graphite), and pressure [92].   

Rosenburg et al, investigated a silicon oxycarbide and found that the FWHM of the G-peak 

was stable with respect to temperature change (see Figure 13(a))[92]. Maslova et al., also 

found that the same FWHM did not change with laser frequency for two anthracene-based 

coke pyrolyzed at 2000 °C and at 2900 C[51]. Due to this stability and its linear 

relationship with ID/IG ratio, an equation was derived to calculate in-plane crystalline 

size[51].  

The D and D’ peaks are known as disorder or defect induced bands that are absent in 

highly crystalline graphite[45,87]. The D-band originates from disorder induced activity at 

the A1g phonon[45]. The D-band is sensitive to laser frequency/energy and has been 

observed to shift strongly with laser energy by approximately 50 cm-1 /eV (The reason is 

yet to be explained) (see Figure 12)[45]. The D’-band can also appear in some disordered 

carbons ascribed to the splitting of the E2g peak and breakdown of Raman selection 

rules[45,87]. The D’-peak also exhibits dispersive behaviour and sensitive to laser energy 

(see Figure 12)[87].  

The 2D-peak or G’ is knowns as the second order, overtone of the D-band[45,87]. It exists 

without the need for a defect and mostly utilised to determine the layer thickness of 

graphene/ or graphite-like samples[45,87]. The changes in the shape of the main peak and 

the number of peaks that can be fitted is what dictates the thickness of a highly graphitised 

sample[87]. It also has a dispersive behaviour and thus affected by Raman laser(see Figure 

12)[87].  

The common measurement in determining carbon order is the intensity ratio of the D-peak 

to G-peak (ID/IG)[45,87]. The lower the ratio the more graphitised a sample is [45,87].  A 

famous study by Tuinstra and Koenig in the 1970’s evidence that the ID/IG ratio was 

inversely proportional to in -plane crystalline size La[45,87,93]. Due to the dispersive 

nature of the D peaks, other modification of the same equation relating crystalline size to 

ID/IG ratio have emerged[51,87,93]. Initially, a formula to include the energy of the laser 

was derived, then in more recent times formulas have emerged that can be used 

independent of wavelength of laser used; with some variations in terms of their nano-

crystalline size predictability range limit[51,87,93].  
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 Another parameter of significance that can be obtained from the Raman is the defect types 

which was investigated by Eckmann et al., by plotting ID/IG ratio against ID’/IG for various 

modified graphene and graphite samples (see Figure 13 (b))[94]. They uncovered that a 

group of modified carbons sharing the same slope of  ID/IG vs  ID’/IG  had the same ID/ ID’  

ratio and therefore belonged to the same defect type[94]. The ID/ ID’ ratio was regarded as 

independent of defect concentration but sensitive to only the type of defect contained 

within the carbon. The ID/ ID’ at approximately 13 is associated with sp3 hybridisation 

defect, which decreases to vacancy-type defects at about 7 and finally arriving at a 

minimum value of 3.5 (in graphite samples) (refer to Figure 13 (b) for graphical 

illustration)[94]. 

 

 

 

Figure 12. Illustration of the Laser energy dependence on the peak shift position of D, D' and 2D/G' 
peaks. The D band is known to shift position with laser by approximately 50 cm-1 /eV, the D' shifts 
by approximately 10 cm-1 /eV and lastly the 2D/ or G' shift s by approximately 100 cm-1 /eV. The 

laser sensitivity of these peaks must be considered when conducting experiments[87]. 
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Figure 13. A silicon oxycarbide ceramic analysis of Raman showing stability of FWHM on the left  
and defect types on the right. a) nano-crystalline carbon FWHM stability with temperature change 
(C-11 and C-17; numbers denoting percentage of carbon present in the ceramic), b) defect types 

calculated for both C-11 and C-17 and position on master plot of defects found in modified 
graphene and graphite[92]. 

With the advancement of sophisticated Raman data acquisition and analysis software many 

of the challenges that were initially associated with raman spectra has massively 

improved[25]. Alongside instrumentation improvement such as in lasers, filters, and 

grating slits, the data analysis, image analysis and pre-processing capabilities included in 

software packages has changed the landscape[25]. Multivariate analysis methods and 

proprietary algorithms within Raman software allows for automatic detection and 

identification of Raman features in their thousands[25]. The sensitivity and intelligence of 

these data driven tools helps map phases in sample mixtures, uncover hidden features, 

statistically summarise a data sets, filter out areas of interest, conduct background 

subtractions, correlative image mapping, apply various peak fitting models, conduct cluster 

analysis, combination of image features, component analysis, and remove defect (cosmic 

ray removal) or mask unwanted (i.e., fluorescence effect) regions[25].  

The recently developed Witec-Five plus propriety software component selection module 

and cluster analysis will be applied in this research to facilitate the uncovering of 

carbonaceous phases within a mixture of aggregates. It will unveil new insight in 

behaviour and superior chemometric imaging analysis in this field [25].    
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2.2.6.2 Basic of Model-free Kinetics, Thermal Analysis, and Its Association to Classical 

Kinetics  

“Model free” as the name implies, allows the determination of kinetic parameter without 

any knowledge of the reaction model[26,29,30]. Advances within this field has allowed 

kinetic predictions to be made without the need for both reaction model and pre-

exponential factor (A)[26,29]. MFK uses methods from thermal analysis instrumentation 

to directly predict kinetic parameters[26,29,30]. The common thermal analysis procedures 

are as follows[26,29,30,95]: 

• Thermogravimetric (TG); used to measure the change in mass of a sample as 

reaction proceeds  

• Differential/Derivative Thermogravimetric (DTG); used to measure the rate of 

mass change as reaction proceeds (versus Temperature for non-isothermal 

heating)  

• Differential Scanning Calorimetry (DSC); used to measure the heat flow change 

into or out of the sample. Useful for determining whether a reaction is 

endothermic or exothermic  

• Differential Thermal Analysis (DTA); measures the difference in temperature 

between that of the samples against a reference 

In solid state reactions the concept of molar concentration used in the description of 

liquids and gaseous mixed phase kinetics, does not bear suitability[29]. Thermal analysis, 

therefore, makes use of the changes in samples weight or mass in combination with heat 

flow to describe reaction of solids[29]. This makes it justifiable for the use in m 

isoconversion methods which assess the kinetic parameters as a function of 

conversion[29].  

Kinetic parameters determined from the MFK context should be understood as a 

measurement of the reaction’s overall process[29,30]. Thermal analysis instruments like 

the Simultaneous Thermal Analyser/ or Simultaneous DSC-TGA (STA/SDT) do not have 

the capability to measure individual reaction steps, which in essence forms the theoretical 

basis of classic kinetics[29]. The analysis of a single reaction step, by classic theory is 

also devoid of the transport step, due to the absence of medium[26]. Rate in the classical 

sense is determined by the activation energy barrier height (in relation to reactants vs 

product) and frequency of activated complex[26]. 

Therefore, the activation energy in a MFK context is referred to as the global or effective 

activation energy (as opposed to molar activation energy found in Arrhenius’s famous rate 
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equation) [29,30]. Its value is likely due to the combined contributions of the individual 

steps and their activation energy barrier[29,30]. The kinetic parameters can therefore take 

on behaviours not expected by the classic kinetic theory[29,30]. For example, the global 

activation energy has the ability to significantly change with respect to temperature, 

conversion and adopt values that are negative[30].  The pre-exponential factor or 

frequency factor which is independent of activation energy in transition state theory does 

not hold true in the case of MFK[26]. The pre-exponential factor is correlated to the 

global activation energy in a compensating manner[26,27,30]. This is observable through 

a graphical linear correlation if the pre-exponential factor was plotted against the global 

activation energy[26]. In essence, the global activation energy indicates the sensitivity to 

reaction rate by temperature (i.e., a temperature coefficient) whereas the pre-exponential 

factor represents the amplitude of that rate[26]. Increasing one directly affects the other, 

but they both have an effect on rate in a similar way to enthalpy and frequency factor in 

the transition state theory[26,30].   

The expectation of having a constant kinetic parameter and a  stringent focus on classical 

interpretation of these kinetic parameters in relation to MFK has created 

misconceptions[26]. These ideas are often inspired by undergraduate physical chemistry 

text referring to single step gas phase reactions in the absence of a medium[26]. 

Constancy will only be true in the aforementioned situation[26]. Where there is a medium 

(transport step involved) present the height of the free energy barrier will be influenced 

by it and any changes in temperature will in turn affect its physical nature[26] Meanings 

of activation energy and pre-exponential factor can also be simply taken as sensitivity to 

rate and the intensity, respectively[26]. It can also be supported by evidence of measured 

or known characteristic that influence the reaction process if known [26] 

Its noteworthy that the Arrhenius equation has been a subject of criticism in that it can 

only be used meaningfully (in its original sense) in reactions of homogenous nature[28]. 

Many other phenomena follow the Arrhenius-like expression with ultimately different 

meaning such as Darsi-Fermi statistics (in electrons) and Bose-Einstein statistics (in 

phonons)[28]. The Arrhenius equation has even been used to describe temperature 

dependence reaction of some solid-state process (for instance: nucleation, diffusion, and 

nuclei growth) merely with the assumption that the system under investigation must go 

through the energy barrier potential and obey Boltzmann Statistics in their energy 

distribution along reaction coordinate[28]. Hence, its use in MFK is acceptable based on 
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its sound theoretical foundation and the ability to associate some physical meaning with 

its parameters[28].  

It has been argued that obtaining of the kinetic triplet is trivial in the practical sense when 

using MFK approach[26,29]. One of the main purposes to obtaining the kinetic triplet is 

to be able to predict reactions (especially those outside the experimental region). If by 

obtaining the kinetic triplet, one can describe the reaction sufficiently and predict reaction 

outside of experimental temperature region then this becomes useful in theoretical sense 

too[26]. However, if this criterion is not met then there will not be a necessity to apply 

theoretical meanings and MFK can be described in the manner previously explained.  

Highlighted in the method chapters will be the three forms of MFK equations that will be 

used in this study. It is recommended to use three or more heating programs[30]. The 

choice of which is determine by sample type and the data quality[30,96]. The non-

isothermal approach will be employed in this study.  

2.2.4 Review of the application of Raman spectroscopy for carbon-bonded 

refractories  
A thorough review of literature points only to a single journal article published by 

Gyakwaa et al., employing Raman to directly examine the SEN, but only in relation to the 

study of non-metallic inclusions not preheating [86]. An alternative study conducted by 

Zeilke et al., did utilised Raman for evaluating the graphitisation of the carbon with 

respect to coking temperature in a carbon-bonded alumina filter components which is 

somewhat closer to the SEN in terms of composition, microstructure, and behaviour [64].  

The decrease in the carbon order intensity ratio (integrated area) ID/IG as a function of 

temperature increase was equated to an increase in the planar graphite domain[64]. This 

was observed with samples coked at both low and high temperatures compared to their 

room temperature specimens suggesting an increase in graphitisation during coking[64]. 

It was also observed that at higher carbon contents the position of the G-peak shifts to 

lower wavenumber when compared against room temperature samples whereas the low 

coked G position remained almost constant despite the testing temperature used[64]. The 

shift in the G-peak position was then associated with microstructural transformation that 

can be used to support the decrease in strength observed at room temperature for high 

temperature coked samples[64]. The application of carbon-nanotube in carbon bonded 

refractories has also been a use case for Raman application[97–100]. Halder et al., utilised 

the technique to study the bonding and presence of their nanotubes inside a magnesia 

graphite composite[100].The research published from the work conducted in this 
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literature also serves as proof of scarcity in the direct examination of SEN by Raman with 

its carbon constituents and it is especially rare in its implication to preheating[24].  

Aside from the direct examination of the SEN or within a similar aggregate system, 

Raman analysis has been applied to study the respective individual carbon components on 

their own (resin and graphite) in studies that pertain more towards the influence of 

manufacturing processes/or synthesis on the microstructure of the carbons[97–101].  Ko 

et al., demonstrated the use of Raman to investigate the processes of coking or pyrolysis 

on the graphitisation/or ordering of phenolic resin[102]. They were able to use crystalline 

size derived from Raman spectra to study the changes in structure of carbon ordering at 

high temperatures[102]. The La in plane crystalline size was observed to increase only 

when above 1000 °C with respect to temperature[102]. The ordering parameter of ID/IG 

ratio also decreased in trend (> 1000 °C); however, it had values above 1.5 even after 

heat-treatment at 2500 °C indicating that the graphitised resin was still disordered[102]. 

The Lc stacking order which was measured using X-ray diffraction (XRD), increased 

rapidly above the same temperature but only increased slightly when below 1000 

°C[102]. This was indicative of randomness in structure and disorder at low temperatures 

during coking, and isotropic behaviour at high temperatures[102]. They also observed 

shifting of the wavenumber position of the resin G and D peak at higher temperatures 

above 500 °C[102]. A shift at 1600 cm-1 of the G peak was associated with a separate 

phase comprising of a microcrystalline order[102]. Luz et al., studied the graphitisation of 

phenolic resin that are used in magnesia carbon bonded refractories and preferred the use 

of XRD for accurate examination of stacking order crystalline size (Lc)[103]. They were 

not able to find any correlation between oxidation with graphitisation levels in their study 

using XRD method and alluded to other aspects that may be influencing oxidation such as 

surface area, impurity, and concentration[103].  Wang et al., evaluated the graphitisation 

and formation of nanotubes from pyrolysis and Fe-catalysis of phenolic resins[98]. They 

found that increase in pyrolysis temperature improved graphitisation[98].  

In terms of graphite analysis there are many fundamental studies with respect to Raman 

analysis, highlighting how to gain various information such as the types of defects and 

quantity, graphitisation/ordering, determining stress/strain, determining of crystalline size 

and temperature dependence of the common observable peaks but seldom studied within 

an alumina-carbon bonded refractory composite if non-existent[51,64,90–92,104].  
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2.2.5 Review on application of Model-Free-Kinetics for carbon-bonded refractories  
The application of model-free kinetics (MFK) to study the kinetics of oxidation on 

carbon-bonded refractories like the SEN has not been explored to the best of knowledge, 

despite its simplicity[24].  The core shrinking model or derived mathematical kinetic 

models have been used to explore the oxidation kinetics of these refractories and mostly, 

addressing the kinetics of MgO-C via the direct oxidation route (equation:  C(s) + O2(g) = 

2CO(g))[11,105,106]. The indirect oxidation where the aggregate oxide reacts with 

carbon can occur but only at temperatures above 1400 °C due to the stability of the metal 

oxides (equation: C(s) + MxO(s) = CO(g) + Mx(g); where Mx is the metal)[11,105]. 

Adding to the complexity of these models in terms of interpretation, is the layer of 

oxidised region, which is an important parameter in measuring of resistance to 

oxidation[11,105–107].   Lui et al., studied the indirect oxidation of MgO and found that 

an increase in carbon content decreased the decarburised layer but increased the effective 

diffusion coefficient which seemed paradoxical in apparent meaning[106]. It was 

explained that the molar density of carbon prevailed more than the coefficient of effective 

diffusion when carbon content was increased and therefore took a longer time to form the 

same decarburised layer as the comparator sample[106].  

It is also important to note that there are other studies that have investigated various 

effects on oxidation such as partial pressure of gaseous species, flow characteristics, 

graphite flake reactivity, open porosity, effect carbon content and orientation of 

specimens[11,105–107].  

In terms of MFK however, there are studies on carbon-carbon composites that can be 

utilised as preliminary information  to gauge the feasibility of its application on carbon-

bonded refractory composites. The existence of different phases of carbon presents the 

same opportunity as resin and graphite (in refractories) from a MFK analysis 

perspective[108–111]. And since most kinetic studies of refractories are focused on the 

direct oxidation route, the carbon-carbon composites share a similar trend in terms of 

temperature coverage and analysis[108–111].   

Guo et al., used MFK to study the oxidation of carbon-carbon composites and found that, 

at low temperatures, oxidation was controlled by chemical reaction[108]. However, at 

high temperatures the reaction mostly depended on gaseous transport during the middle 

stages of the reaction (i.e., oxidation was stable until after 60% conversion)[108]. At the 

final stages of the reaction, there was decrease in reactant carbon fibres, coupled with 
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surface micro-depression, which meant the rate decreased as a result of reduced surface 

area[108].  

This is somewhat analogous to the fundamental understanding of oxidation of carbon-

bonded refractories[11]. Chatterjee et al., gives a detail report on the oxidation 

mechanism of the graphite phase deciphered by Ozgen et al., who studied an alumina-

graphite composite (clay-bonded) with 30% graphite content[11]. Chatterjee et al., 

explains that at low temperatures up to 950 °C, the kinetics of oxidation was largely 

controlled by chemical reaction at the active surface of graphite and to a lesser degree 

controlled partly by gaseous transport via the refractories pore-structure[11]. At high 

temperatures the reaction mostly depended on gaseous transport through the pore-

structure of the decarburised layer; to which a description of a mathematical function was 

derived that considers geometrical factors when assessing the kinetics at high 

temperatures[11].  

Apart from the published research article from this literature there is scarcity in the 

analysis of the resin phase (whilst embedded in the refractory composite) during the 

oxidation kinetic degradation of carbon-bonded refractories[24]. Wang et al 2006., came 

close in their analysis of oxidation kinetics of a normal phenolic resin against a modified 

lignin-phenolic composite (with silicon additions) using the non-conversion method of 

MFK to compare between the resins[112]. The model free method was employed to only 

study the resins in isolation (in the absence of refractory aggregate)[112]. The modified 

resin proved to be more resistant to oxidation based on thermal analysis observation and 

activation energy value[112]. For further validation of this chemical resistance to 

oxidation of the modified resin, it was added to an alumina aggregate mix and carbonised 

to formed an alumina carbon bonded refractory composite, before admitting into an 

oxidation test. The assessment of oxidation resistance was based on the degree of 

decarburised layer formed (when comparing between the refractory with modified resin  

the one with normal phenolic resin)[112]. Their observation agreed with the MFK 

analysis[112]. MFK finds itself being utilised mainly in areas such as curing kinetics, 

synthesis, oxidation, and pyrolysis with regards to the resin phase and often investigated 

in the absence of a composite structure like the SEN or similar aggregate systems[95,112–

114].   
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Chapter 3- Methodology  

 3.1 Model-Free Kinetics Approach  

3.1.1 Fundamental Equations 
The solid-state kinetic expression of rate degradation/oxidation is illustrated in Equation 

1[26]. 𝒅𝒅𝒅𝒅/𝒅𝒅𝒅𝒅 defines the time rate of reaction, which is represented as a function of both 

temperature and conversion in the term K (T) and f(α), respectively[26,30,32,115]. f(α) is 

indicative of the driven mechanism for the reaction[26].   

 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐾𝐾(𝑇𝑇).𝑓𝑓(𝑑𝑑) 

                                                                                                                                                        

[1] 

Equation 2 is used in the calculation of conversion from mass change during sample 

oxidation. Where the mo equates to initial mass of sample, mt is the calculated mass at 

each time-point during the process of oxidation reaction, and finally the m͚ denotes the 

final mass residual at the end of the reaction [26,30,32,115]. 

                                                         

𝑑𝑑 =  
𝑚𝑚o –  𝑚𝑚t
𝑚𝑚o –  m͚

 

                                                                                                                                                                                

[2]                      

In Equation 3 K in the Arrhenius representation can be used to calculate the rate constant 

as depicted below:  

                                                             

𝐾𝐾 (𝑇𝑇) = 𝐴𝐴 𝑒𝑒𝑒𝑒𝑒𝑒
−𝐸𝐸
𝑅𝑅𝑇𝑇

 

                                                                                                                                                             

[3] 

Where the activation energy is denoted as E (kJ mol-1), R is the gas constant 8.314 JK-

1.mol-1, T is the absolute temperature measured in Kelvin and A is pre-exponential 

factor/or Arrhenius constant (min-1)[32–38].  
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𝛽𝛽 =
𝑑𝑑𝑇𝑇
𝑑𝑑𝑑𝑑

 

                                                                                                                                          [4]   

In Equation 4 β represents the heating rate of the most commonly employed non-

isothermal heating program under thermal analysis[29,30]. It represents the linear change 

in temperature over time[30].  Operators of  the thermal analysis program can decide on 

whether to use an isothermal temperature setting, where T (temperature) is constant i.e., T 

= const.  or employ the common non-isothermal setting where T changes with time 

T=T(t)[30].   

From Equation 3, we can observe that rate constant K has a dependency on temperature 

and therefore can be utilised for the general/or commonly used non-isothermal case 

description[24,29]. By taking Equation 1 and transforming it into the general, non-

isothermal case with the use of the temperature dependent term of heating rate “β”, 

Equation 5 is conceived[24,29].  

 

 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝛽𝛽.
𝑑𝑑𝑑𝑑
𝑑𝑑𝑇𝑇

 

                                                                                                                                                           

[5] 

 

Equation 6 results in the combination of the aforementioned equations forming the basis 

for all non-isothermal kinetic reactions[24,29].  

                                           
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝛽𝛽.
𝑑𝑑𝑑𝑑
𝑑𝑑𝑇𝑇

=  𝐾𝐾(𝑇𝑇).𝑓𝑓(𝑑𝑑) = 𝐴𝐴.𝑓𝑓(𝑑𝑑) 𝑒𝑒
−𝐸𝐸𝐸𝐸
𝑅𝑅𝑅𝑅   

                                                                                                                                                             

[6] 

3.1.2 Isoconversion Methods  
By utilisation of Equation 6, derivations of the most prominent methods of the 

isoconversion have emerged, notably: Kissinger–Akahira–Sunose (KAS), Ozawa-Flynn-

Wall (OFW), Friedman, and Vyazovkin method respectively, in the Equations: 7, 8, 9 and 
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10[24,29,30]. As alluded to in previous sections, these methods produce multiple sets of 

kinetic parameters for E and A based as a function of conversion[24,29,30].    

 

                                                            

𝑙𝑙𝑙𝑙 �
𝛽𝛽𝑖𝑖
𝑇𝑇𝛼𝛼,𝑖𝑖
2 � = 𝑙𝑙𝑙𝑙 �

𝐴𝐴𝛼𝛼𝑅𝑅
𝑔𝑔(𝑑𝑑)𝐸𝐸𝛼𝛼

� − �
𝐸𝐸𝛼𝛼
𝑅𝑅𝑇𝑇𝛼𝛼,𝑖𝑖

� 

Kissinger-Akahira-Sunose equation  

                                                                                                                                                           

[7] 

𝑙𝑙𝑙𝑙 𝛽𝛽𝑖𝑖 = 𝑙𝑙𝑙𝑙
𝐴𝐴𝛼𝛼𝐸𝐸𝛼𝛼,𝑖𝑖

𝑅𝑅𝑔𝑔(𝑑𝑑)
− 5.3308 − 1.052�

𝐸𝐸𝛼𝛼,𝑖𝑖

𝑅𝑅𝑇𝑇𝛼𝛼,𝑖𝑖
� 

Ozawa-Flynn-Wall equation  

                                                                                                                                                       

[8] 

𝑙𝑙𝑙𝑙 �
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
�
𝛼𝛼,𝑖𝑖

= 𝑙𝑙𝑙𝑙[𝐴𝐴𝛼𝛼  𝑓𝑓(𝑑𝑑)]− �
𝐸𝐸𝛼𝛼
𝑅𝑅𝑇𝑇𝛼𝛼,𝑖𝑖

� 

Friedmann equation  

 

[9] 

 

 

 𝜙𝜙(𝐸𝐸𝛼𝛼) = ���
𝐼𝐼(𝐸𝐸𝛼𝛼,𝑇𝑇𝛼𝛼,𝑖𝑖)
𝐼𝐼(𝐸𝐸𝛼𝛼,𝑇𝑇𝛼𝛼,𝑗𝑗)

 ∙  
𝛽𝛽𝑗𝑗
𝛽𝛽𝑖𝑖
�

𝑛𝑛

𝑖𝑖≠𝑗𝑗

𝑛𝑛

𝑖𝑖

 

Where, temperature integral is:  

𝐼𝐼(𝐸𝐸𝛼𝛼,𝑇𝑇𝛼𝛼) =  � 𝑒𝑒𝑒𝑒𝑒𝑒 �
−𝐸𝐸𝛼𝛼
𝑅𝑅𝑇𝑇

�𝑑𝑑𝑇𝑇 
𝑅𝑅

0
   

     
Vyazovkin method  

[10] 

 

 

For all equations above with the exception of Vyazovkin, the activation energy and pre-

exponential factor are obtained by using variables on the left side and plotting it against 

1/T (where β denotes heating rate and α, 𝑖𝑖; are a function of both the conversion and 
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heating rate) of the last part of the above equations[24,30]. The slope of the graph and its 

intersect are used to derive the apparent activation energy and pre-exponential 

factor[24,30].  

In Equation 10, n represents the number of heating rate, Tα,i  is referred to as the 

thermodynamic temperature for each so called “𝑖𝑖th” heating rate[26,116]. The activation 

energy values are obtained by minimising the function 𝜙𝜙(𝐸𝐸𝛼𝛼)[26,115,116].  Activation 

energy is determined for each conversion by solving the temperature integral in the 

minimisation function.  

From Equation 7, 8 and 9, it appears as though, that the true value of the pre-exponential 

factor is associated with knowing the reaction model. However, the emergence of 

Vyazovkin methods and the compensation effect equation makes it possible to determine 

the pre-exponential factor without the need of a model[26,27,116].  Plotting the values of 

slope (i.e., activation energy values of conversion) against intersect values (of pre-

exponential factor) gives an equation of line in representing the compensation effect.  

Two constants a and b can be derived from the Equation 11 to then optimise or better 

predict the pre-exponential factor (E and A are the activation energy pre-exponential 

factor respectively)[26,27].  

𝑙𝑙𝑙𝑙𝐴𝐴 = 𝑎𝑎𝐸𝐸 + 𝑏𝑏 

                                                                                                                                        [11] 

Equation 7, 8 and 10 are classed as integral form of the isoconversion equations whereas 

the Equation 9 is considered derived as a differential method[29,30]. All of the integral 

forms therefore relate to Equation 6 derivative form by the following series of equations 

which share a common base in Equation 12[24,29,30,39]: 

   

𝑔𝑔(𝑑𝑑) = �
𝑑𝑑𝑑𝑑
𝑓𝑓(𝑑𝑑)

𝛼𝛼

0
= 𝐴𝐴 � 𝑒𝑒𝑒𝑒𝑒𝑒 �

−𝐸𝐸
𝑅𝑅𝑇𝑇

�
𝑡𝑡

0
 dt 

 

[12] 

 

𝑔𝑔(𝑑𝑑) = �
𝑑𝑑𝑑𝑑
𝑓𝑓(𝑑𝑑)

𝛼𝛼

0
=
𝐴𝐴
𝛽𝛽
� 𝑒𝑒𝑒𝑒𝑒𝑒 �

−𝐸𝐸
𝑅𝑅𝑇𝑇

�  𝑑𝑑𝑇𝑇
𝑅𝑅

0
=
𝐴𝐴𝐸𝐸
𝛽𝛽𝑅𝑅

𝑒𝑒(𝑒𝑒) ≅ 
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  𝑔𝑔(𝑎𝑎) =  
𝐴𝐴𝐸𝐸
𝛽𝛽𝑅𝑅

 𝑒𝑒−𝑥𝑥 ��
1
𝑒𝑒
�
2

− 2! �
1
𝑒𝑒
�
2

+ 3! �
1
𝑒𝑒
�
3

. . � 

                                                                                                                                                             

[13]                                                                        

𝑒𝑒 (𝑒𝑒) =  𝑒𝑒−𝑥𝑥  �
1
𝑒𝑒2
� 

                                                                                                                                                         

[14] 

The temperature integral p(x), where x=E/RT, does not appear to have an analytical 

solution which warranted approximations to be derived (depicted in Equation 12 and 

14)[24,36,39,114]. These derivations made it possible to derive the integral form of the 

model free equations listed above by way of mathematical re-arrangement and 

transferring equation between the base equation 6 and those corresponding to equation 11 

[24,30,36,39,114].  In terms of the KAS method the approximation used was the Frank-

Kameneskii approximation[24,39]. It had the values of x as “20 < x < 50” through which 

the KAS equation was derived[24,39]. Derivation of the OFW equation was done by 

utilising Doyle’s approximation with values of x to be between “20 < x < 60” 

[24,36,39,114]. The temperature integral can also be approximated by using the fourth 

Senum and Yang approximation which often used in the Vyazovkin method[28,96,117].  

The Vyazovkin method is now the most advanced and accurate method in terms of 

predicting kinetic parameter by way of mathematical minimisation of equation 10 to 

obtain activation energy[26,30,116]. It is more complex in computation, however, a 

MATLAB code, supplemented with additional equation of deriving pre-exponential factor 

and reaction model is freely available[116]. To make it even more accessible a software 

built from this code is available for predicting Vyazovkin kinetic triplet simply by 

importing thermo-analytical data into the kinetic software which can makes its adoption 

in industry more promising[116]. The work conducted in this literature will use the 

software method to employ the Vyazovkin kinetic predictions[116]. The software will use 

the columns of temperature, time, DSC, and the mass from the thermo-analytical data to 

perform the necessary predictions[116]. 

3.1.3 Non-Conversion Method 
The most basic forms of the model free equations are those that produce a single kinetic 

parameter for the entirety of the reaction[24,30,118]. These are termed non-conversion 
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methods of model free. This attribute makes them unsuitable for the assessment of 

reaction complexities, however interesting discussing have emerged in literature about 

their use in determining the rate limiting step of reaction[24,29,30,117,118]. Sbirrazzuoli 

et al., mentioned that predictions of kinetic parameters using these methods are associated 

with 50% conversion[119]. Assessment of this hypothesis will be crucial in this 

experiment and in learning the various ways in which model free equations can be 

employed. It is also important to note that the derivation of the Kissinger method obeys a 

limit law that of first order reaction model (f(α)=(1-α)) which makes it not entirely model 

free from a mathematical standpoint[29,30]. The equations mentioned in previous 

sections are similar to the ones in this section but only differ on the basis of conversion.  

 

 𝑙𝑙𝑙𝑙 �
𝛽𝛽
𝑇𝑇𝑝𝑝2
� = 𝑙𝑙𝑙𝑙 �

𝐴𝐴𝑅𝑅
𝐸𝐸
� − �

𝐸𝐸
𝑅𝑅

1
𝑇𝑇𝑃𝑃
� 

Kissinger equation  

 

[15] 

 

 𝑙𝑙𝑙𝑙 𝛽𝛽𝑖𝑖 = 𝑙𝑙𝑙𝑙
𝐴𝐴𝐸𝐸

𝑅𝑅𝑔𝑔(𝑑𝑑) − 5.3308 − 1.052 �
𝐸𝐸
𝑅𝑅

1
𝑇𝑇𝑃𝑃
�  

Ozawa equation  

 

[16] 

By plotting the first part of equation against 1/Tp, with Tp representing the 

maximum peak temperature from the DTG curve, an Arrhenius plot is produced, 

where the slope and intercept represent activation energy and pre-exponential 

factor[24,29,30]. The simplicity of these equations makes them a popular choice 

for comparing degradation of similar compounds which degrade within similar 

regions[24,29,30]. 
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3.2 Materials, Preparation, and Identification  
Three Submerged Entry Nozzles (SENs) of the same product (mixture) were examined 

and provided for by sponsor company TATA-Steel Strip UK ltd. The direct examination 

of the port was of major interest (see Figure 14 B and C for sampling locations), due to it 

being the most common failure location. It also presents major sampling challenges in 

terms of geometry, brittleness and limited sampling numbers that can be obtained from it.   

The conditions at which the three SENs were provided is as follows: 

• A Virgin SEN that has not been gas flare by the sponsor company  
• A 3-hour preheated SEN that has undergone gas flared (natural gas) preheating for 

3 hours in an open atmosphere as done in practise  
• A 6-hour preheated SEN that undergone has undergone gas flared preheating for 6 

hours in the same environment as above 
 

 

Figure 14. The three SEN provided by sponsor company and sampling locations. A) Image of the 
three SENs, two of which are preheated (one for 3 hours and the other for 6 hours) and a Virgin 

SEN (that was not preheated). B) Shows the location (Port) of IET samples (of which, only two can 
be obtained per SEN) and the general samples for other characterisation techniques other than LFA. 

C) Shows the sampling location (which is labelled as base) for LFA analysis.  

Samples were cut to dimension of variable sizes depending on test method to be 

employed. Initially, the entire SEN was allocated to Swansea University’s work-shop 

technician staff to section various parts of the SEN to about 3mm thickness using various 

saws blades/carbide or diamond blade cutters. Further cutting of samples into smaller 

subsection were then conducted using a variety of approaches as follows:  
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• Type: IsoMet 1000 precision saw with diamond blades were used for cutting 

through medium to small section of the SEN with precision whilst working in 

external facility (see Figure 15) 

• Type: Magnusson 6.49" Coping saw was used to cut through smaller defined 

square sections  

• 40 – 80 grit sanding paper was also used to remove small quantities of material for 

weight consistency useful for MFK analysis   

 

Figure 15. IsoMet precision saw cutting a subsection of the SEN piece (left), the middle image 
shows a cut sample for IET analysis being weighed, and on the far  right a set of samples mounted 

on a stub in readiness of μ-CT-Xray tomography scan. 

The aforementioned tools were suitable for samples intended for Raman, μ-CT, thermo-

analysis, XPS. The samples for the LFA and IET were specially cut by Swansea 

University’s workshop technician staff who experience a great deal of difficulty in cutting 

these samples to specified work order dimensions. 

For the initial characterisation of the SEN’s composition, an Attenuated Total Reflectance 

- Fourier Transform Infrared (ATR)-FTIR spectroscopy by Themo Scientific (Nicolet 

iS10) was used within the range 500 – 4000 cm-1.  The Virgin SEN was examined in the 

initial stage since all of the SENs to be examined were of the same product. Furthermore, 

the elemental analysis or compositional analysis was only to confirm the major 

compositions present[REDACTED]. 
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Subsequently, for the work reported in this thesis, elemental analysis with Energy 

Dispersive x-ray Spectroscopy (EDX) was used as a supplement to characterise all three 

SENs using various area scans on. The SEM Hitachi TM4000-plus and version TM3030-

plus, Tabletop Scanning Electron Microscopy (SEM) (Hitachi High Technologies 

America, Inc.) couple with EDX detector (Silicon drift detector with area coverage of 30 

mm2, manufactured for Hitachi by Oxford Instrument Analytical Ltd) was used in 

identifying the elements with various settings.  An accelerating voltage of (15000 volts) 

with magnification of (x30), a working distance of (9420.73 μm for TM4000-plus and 

12300 μm for TM3030-plus), emission current of (43200 nA for TM3030-plus and 48800 

nA for TM4000-plus). Refer to the appendices to visualise the area scans taken from the 

SEM version TM4000-plus using BSE signals (back scattered electron detector) to image 

and acquire composition detailed below using Table 1, Table 2, and Table 3:  

 

Table 1. An EDX elemental analysis of the Virgin SEN, highlighting the major composition of 
elemental aluminium and silicon present that make up the refractory. These metals in the form of 

alumina and silica were observed by utilising ATR-FTIR analysis in conjunction. The SEM Hitachi 
TM4000-plus coupled with EDX SSD was used to map and analyse three areas and combined the 

results shown 

Map Sum Spectrum of 13, 14 and 15 for Virgin SEN 

Element Line Type Weight % 
Weight % 

Sigma 
Atomic % 

Na K series 2.43 0.13 3.10 

Mg K series 0.99 0.11 1.20 

Al K series 73.30 0.70 79.56 

Si K series 9.55 0.27 9.96 

P K series 0.74 0.27 0.70 

K K series 0.48 0.16 0.36 

Ca K series 2.02 0.18 1.48 

Ti K series 0.98 0.22 0.60 

Zr L series 9.50 0.71 3.05 

Total  100.00  100.00 

 

The SEM TM3030-plus version was used at time where part of this literature was 

published in a peer reviewed journal to supplement the findings of titania present in the 

refractory and detectable by Raman[24]. The corresponding analysis will be found in the 

main text.   
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Table 2. An EDX elemental analysis of the 3 hours preheated SEN (3-hour), highlighting the major 
composition of elemental aluminium and silicon present that make up the refractory. These metals 

in the form of alumina and silica were observed by utilising ATR-FTIR analysis in conjunction. 
The SEM Hitachi TM4000-plus coupled with EDX SSD was used to map and analyse three areas 

and combined the results shown. 

Map Sum Spectrum of 16,17 and 18 for the 3-hour SEN 

Element Line Type Weight % 
Weight % 

Sigma 
Atomic % 

Na K series 3.41 0.12 4.13 

Mg K series 0.95 0.10 1.09 

Al K series 72.03 0.61 74.37 

Si K series 16.51 0.29 16.37 

P K series 0.65 0.23 0.59 

K K series 0.98 0.16 0.70 

Ca K series 1.61 0.17 1.12 

Ti K series 1.65 0.21 0.96 

Zr L series 2.21 0.64 0.67 

Total  100.00  100.00 

 

Table 3. An EDX elemental analysis of the 6 hours preheated SEN (6-hour), highlighting the major 
composition of elemental aluminium and silicon present that make up the refractory. These metals 

in the form of alumina and silica were observed by utilising ATR-FTIR analysis in conjunction. 
The SEM Hitachi TM4000-plus coupled with EDX SSD was used to map and analyse three areas 

and combined the results shown 

Map Sum Spectrum of 19, 20, 21 for the 6-hour SEN 

Element Line Type Weight % 
Weight % 

Sigma 
Atomic % 

Na K series 2.96 0.13 3.56 

Mg K series 0.43 0.10 0.48 

Al K series 70.98 0.63 72.58 

Si K series 20.45 0.33 20.09 

P K series 0.91 0.23 0.81 

K K series 0.61 0.17 0.43 

Ca K series 1.13 0.17 0.78 

Ti K series 1.86 0.23 1.07 

Zr L series 0.67 0.66 0.20 

Total  100.00  100.00 
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From the FTIR data obtained the main constituents were attributed to alumina and silica, 

based on assignment peaks ranging from 951 cm-1 to 1381 cm-1[120–122]. This was 

supported by EDX analysis conducted on all three SENs.  

Other peaks were identified. Typical carbon peak for sp2 hybridised C=C double bond 

around 1540 cm-1 to 1650 cm-1 could not be resolved, however 951 cm-1 was designated 

to C–H bending vibration of sp2 hybridized bonding [44]. Peak position of 3645 cm-1 is 

usually attributable to adsorb water and O–H stretching[122,123]. The peak identified at 

2980.5 cm-1 and 2881.7 cm-1 is associated to Al–O and alkane C–H stretching, 

respectively[123,124]. Instrument signatures were also observed at 1973.4 cm-1, 2031.7 

cm-1 and 2152.2 cm-1 [125,126]. The FTIR results can be referred to in the appendices.   

No sample preparation was required for conducting the above elemental characterisation. 

The graphite in the refractory is conductive however, a carbon tape was used to mount 

samples onto the SEM holder for analysis.   

3.3 Characterisation  

3.3.1 Thermo-kinetic Analysis  
TA thermal analysis instrument, SDT Q600 was used to gather the data required for 

distinguishing of carbon oxidation behaviour. The data obtained from the SDT was used 

in the model free kinetic evaluation.  The SDT was also used to oxidised samples (from 

Virgin SEN) intended for Raman depth scan in the initial stages of developing method 

knowledge on cluster technique and sample behaviour.  

• For the model free kinetics analysis, all samples assessed had the following 

parameters: non-isothermal heating rates of 3, 11, 27 °C/min were employed. A 

gas flow rate of 100ml/min (air) was used in the chamber. Weight measured for 

tested sample was approximately 17±3 mg[24]. The TA software provided a 

useful interface to visualise, extract and pre-process data into derivatives forms 

with units of interest and deciphering conversion. Data analysis and graphical 

plots of the various model fee equations were conducted in excel and Origin 

software.  

• Both the Virgin SEN and the preheated SEN underwent the same experimental 

treatment aforementioned. 3 samples run were conducted for each SEN. This 

comes after trialling out repeated heated rate on the extreme or higher heating 

programs selected for better accuracy as recommended [30].  
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• To better understand the non-conversion method and the single activation energy 

achieved by this method; isothermal experiments were conducted and evaluated 

against predicted reaction rates (from the non-conversion predicted kinetic 

parameters). The Virgin SEN was utilised in this part of the study, to firstly 

conduct the model free experiment detailed above. An additional, three isothermal 

oxidation experiments were then conducted at 510 °C, 540 °C and 570 °C with an 

initial flow rate of 95 ml/min (in argon) in a non-oxidising environment until the 

required temperature was reached before changing into an oxidising environment 

(in air) at a flow rate of 100 ml/min[24]. The output of the model free kinetics 

results (slope value, intersect, DTG peak temperature in kelvin) were then used as 

inputs to the Arrhenius equation to firstly uncover what it predicts and then to 

compared against the isothermal experiments. 

• For the Raman oxidation tracking capability and development of method 

understanding regarding the use of cluster technique, isothermal experiments were 

conducted on 8 samples. The first 4 sample’s oxidation temperature was set to 510 

°C, with time stamps of 1,2,3, and 4 minutes oxidation[24].  The lower 

temperature ensured that only the resin phase will oxidise to allow the unique 

analysis and insight or preferential oxidation[24].  The other 4 samples were 

oxidised at 900 °C with the same time intervals[24]. A non-oxidising environment 

was used (argon) at a flow rate of 95 ml/min until the desired isothermal 

temperature was reached before switching to an oxidising environment of air at a 

flow rate of 100 ml/min[24].  

The SDT chamber used for the thermo-analysis contains an alumina pan of 90 μl to which 

samples were placed[24]. The sample pan and reference pan are inserted into the bifilar 

wound furnace of the chamber.  The sample balance has a sensitivity of 0.1μg and it 

equipped with a Platinum-Rhodium (Type R) thermocouples for monitoring temperature 

(differential thermal analysis capability) with sensitivity of 0.001 °C[24]. 

3.3.2 Raman Spectroscopy Analysis  
WiTec Alpha 300R Confocal Raman laser microscope was used in conducting this study 

with advance software capabilities. The equipment was accessed at the Material Research 

Facility at Culham Science fusion centre. The WiTEC project five plus software 

capability was used to process and analyse the data. The component identification module 

and the cluster analysis algorithm were used in identifying and distinguishing different 

carbon signatures and mapping their respective locations. 
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• For Raman oxidation tracking study (method development understanding of 

samples and cluster technique), samples were initially oxidised by SDT thermal 

analyser prior to the using the WiTec Alpha 300R Confocal Raman laser 

microscope with the following settings. Depth scans were conducted on samples, 

the choice of which was inspired by the amount of expected oxidation and 

assessment of reach required to resolve clusters. The depth scan profile was set to 

a scan width of 80 µm and depth of 70 µm[24]. Number of points chosen per line 

and line per image were set at 200. “Scan speed [s/Line], retrace speed [s/Line], 

and integration time were set at 4.0, 0.50 and 0.02, respectively”[24].  A fast-

scanning mode was used by selecting a high speed and low intensity setting with 

the EMCCD detector (1600 x 200 pixels)[24]. EMCCD gain was 230 and 

preamplifier gain was set to 1. Laser wavelength of 532 nm, laser power of 

approximately 15 mw and a 600 g/mm grating were used[24]. The objective 

magnification which was set to 10x as the final setting parameter. The scan 

conducted amounted to a total of 40000 scans per image from which statistical 

data can be derived[24]. 

• For the high temperature scans, a Linkam TS1500 environmental heating stage 

was purged with argon gas and used to modulate the temperature whilst 

conducting scans. The environmental chamber crucible was 7mm in diameter and 

3mm in depth. Samples investigated were approximately 2mm x 2 mm (length vs 

depth).  The objective was set at 50x, with depth scan area of 30 µm x 30 µm[24]. 

Points chosen per line and line per image were both set at 100. Scan speed 

[s/Line], retrace speed [s/Line], and integration time were set at 5.0, 0.50 and 0.05, 

respectively[24]. Laser power used was approximately 14mw, with the same laser 

wavelength and grating as above[24].  

• For Raman analysis comparing Virgin SEN, 3-hour and 6-hour SEN, lateral area 

scan instead of depth was adopted, building on from knowledge acquired at the 

previous experiment (Raman oxidation tracking study above). In a perfectly 

preheated condition, there is a possibility that the sample will not oxidise or in 

such an amount that is not is easily distinguishable. Therefore, the horizontal scan 

will be most suited and sensitive to surface changes. The depth scan during the 

method development stage would have given a good understanding of the bulk 

effects within the samples. Scan locations were initially tracked from the coating 

region to the main bulk to assess the most suitable and consistent areas for 
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profiling which will reveal insight of microstructure. The area dimension used was 

scan width of 70 µm and scan height of 80 µm. The remaining setting were the 

same as the Raman oxidation tracking study settings above.  

3.3.3 XPS Analysis  
XPS Analysis was performed using a Thermo NEXSA XPS fitted with a monochromated 

Al kα X-ray source (1486.7 eV), a spherical sector analyser and 3 multichannel resistive 

plate, 128 channel delay line detectors. All data was recorded at 19.2W and an X-ray 

beam size of 400 x 200 µm. Survey scans were recorded at a pass energy of 200 eV, and 

high-resolution scans recorded at a pass energy of 40 eV. Electronic charge neutralization 

was achieved using a Dual-beam low-energy electron/ion source (Thermo Scientific FG-

03). Ion gun current = 150 µA. Ion gun voltage = 45 V. All sample data was recorded at a 

pressure below 10-8 Torr and a room temperature of 294 K. Depth profile was performed 

using Ar 4000+ eV monatomic mode with raster size of 2x2 mm2 for 600s (etching rate 

0.57 nm/s ref. Ta2O5).  

Data was analysed using CasaXPS v2.3.20PR1.0. Peaks were fitted with a Shirley 

background prior to component analysis. Lorentzian Asymmetric Lineshapes of 

(1.5,3,243) were used to fit components. C KLL Auger peak analysis was conducted 

applying a synthetic differential to obtain the D-parameter. The D-parameter serves as a 

more reliable method for determining sp2/sp3 ratio for this work.  

2 samples were taken from each SEN (the Virgin SEN, the 3 hours preheated SEN and the 

6 hours preheated SEN) for scanning. Each sample had a scan that was non-etched and 

then another after being etched to create an opportunity for deciphering carbon phases 

present. The results were then combined for each SEN category during analysis of results. 

The groping was based on 2 factors, etched or non-etched and the SEN from which the 

samples were taken.   

The x-ray photoelectron (XPS) data collection was performed at the EPSRC National 

Facility for XPS (“HarwellXPS”), operated by Cardiff University and UCL, under 

Contract No. PR16195. 

3.3.4 µ-CT Analysis  
The ZEISS Xradia 620 Versa µ-CT was used to scan samples at the Henry Moseley X-ray 

Imaging Facility at The University of Manchester. Samples were mounted onto a rotating 

stage (360) and scanned with acceleration voltage of 100 kV and current set at139.95 µA. 

Exposure time was set in range of 1- 2 seconds, source filter choice was LE5, and optical 
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magnification was set at 4X. There were approximately 2002 image projects per scan 

with a resolution between 1.6 and 2.7 µm per voxel (depending on exposure time).  Image 

reconstruction was conducted with inbuilt scout and scan software version 16.0.1. Avizo-

amira software at Swansea University was used to analyse the data by applying threshold 

segmentation to differentiate composite components and create measure for evaluation.  

The virgin, and preheated samples were examined during this study.  

3.3.5 IET Analysis  
Impulse Excitation Testing/Technique (IET) was conducted at the Materials Research 

Facility at Culham science fusion centre with the Grindosonic Mk7 Impulse excitation 

tester. Impulse excitation had a frequency range 20 Hz – 100 kHz and can provide various 

data such as acoustic wave dampening data, Elastic Young’s modulus, Shear modulus and 

concrete strength. Rectangular sample geometry measurement, sample weight, and 

Poisson ratio (0.3) were used as input data into the instrument to determine the elastic 

Young’s modulus.  The SEN rectangular samples were excited by a small striking 

projectile, and its oscillation frequency was then measured using a microphone. The 

flexural excitation mode was used to determine the mechanical properties of the material. 

The Fourier transformed frequency spectrum was extracted and then used to determine 

dampening parameters. The virgin, 3-hour preheated SEN and 6-hour preheated SENs 

were all tested at room temperature. The sizes of the samples were approximately: length 

of 73.84 ± 0.08 (mm); width of 20.41 ± 1.63 (mm); depth of 5.54 ± 0.32 (mm) and weight 

of 23.02 ± 2.92 (grams). Only two samples can be taken from each SEN’s port. Difficulty 

in cutting the samples to the exact dimensions meant that each SEN with its two samples 

will vary slightly.  

3.3.6 LFA Analysis  
Thermal analysis was examined to understand the implication of preheat on the thermal 

properties by utilising Netzsch 457 MicroFlash Laser Flash Analyser (LFA). Cylindrical 

samples were cut from the base of the SEN using precision power tooling by Swansea 

University’s Workshop technicians. Sample size for LFA was ~ 12.8 diameter and sample 

thickness of ~ 3-4mm. The LFA is equipped with a Indium antimonide (InSb) sensor, 

laser filter was set to 100 mm, argon purged at a flow rate of 100ml/min. Samples were 

irradiated with a short laser pulse from one side and on the opposite side the time taken to 

for the heat pulse travel is measured by an infrared camera. These results in the 

calculating of values of thermal diffusivity, specific heat capacity and thermal 

conductivity by way of inference using a known calibration sample.  
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Chapter 4- Carbon Oxidation Phase Profiling  

4.1 Assessment of Non-conversion model free via oxidation profiling of Resin 

phase  
The non-conversion model free kinetic (MFK) methods only yield a single activation 

energy value and does not provide means for evaluating the complexity of a reaction 

behaviour[24,29]. It is however important to understand whether more information can be 

derived from it, despite its simplicity to use[24,29]. To determine whether the non-

conversion method is representative of the rate limiting step as mentioned by Svoboda 

and Malek, or the maximum rate at 50% conversion as suggested by Sbirrazzuoli et al., 

two of the most commonly used methods were assessed and validated against isothermal 

experiments[117,119]. The non-conversion MFK analysis should facilitate a way to 

understand whether rate can be predicted if values were substituted into the famous 

Arrhenius equation.   

Before delving into the kinetics, this section also explores how to gather meaningful 

information from the thermo-analytical output of a TGA and DTG data plot. The DTG 

from Figure 16 shows the rate of weight loss due to oxidation of carbon as a function of 

temperature increase for both the resin phase and graphite within the refractory. The resin 

phase (being a lower order carbon) as expected oxidised at lower temperatures than the 

graphite[24]. The DTG peaks for each respective heating rates: 3 °C min-1, 11 °C min-1 

and 27 °C min-1 were distinctive enough for analysis using model free approaches[24]. 

The peak temperatures from the DTG (Tp (K)) curve and their respective heating rates (β) 

were used to plot the Kissinger and Ozawa method as depicted in Figure 16. The effect of 

heating rate on the resin is observed to shift the DTG peak position to higher temperatures 

but with lower peak maximum values.  The lowering of the peak maxima is indicative 

oxidation resistance[24]. The shift in temperature coverage, however, is due to the 

accelerated heating of the sample exterior relative to its interior[127,128].  

The TGA analysis clearly depicts the mass changes of the resin and graphite phase. Two 

major stepwise drop regions were observable. The onset of oxidation on the TGA plot 

was observed to vary as a function of heating rate by shifting slightly to higher 

temperatures. The onset of oxidation may be of prime importance in design solutions. A 

reasonable rate of heating can be explored to delay the onset of oxidation so long as it 

does not compromise the material integrity[1,24]. Industrials trials conducted by 

Svensson et al, demonstrated that a steel plant with the highest heating was more effective 
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in protecting the SEN from oxidation[1]. They attributed this to reaching the desired 

temperatures that densifies the glass protective coating much faster[1].  This is, therefore, 

an additional benefit when the kinetics (onset delay) is also considered as highlighted in 

this study. 

The kinetic values of activation energy and Arrhenius constant are displayed in Table 4. 

The values of activation energy for both methods produced were equivalent (242 kJ/mol). 

Their graphical representation is show in Figure 16 b, and Figure 16 c. From the slope of 

each graph, their activation energy values were determined (Kissinger and Ozawa) with 

good linear fitting (R2 of 098453 and 0.98598 respectively)[24].  

 

 
Figure 16. a) Shows the weight loss due to oxidation of carbon as a function of temperature 

increase for both the resin phase and graphite within the refractory the refractory. Peak positions of 
resin and DTG highlighted alongside their respective onset oxidation point b) shows the Ozawa 

Arrhenius Plot, c) Shows the Kissinger Arrhenius plot. The heating rate is β; Tp denotes peak 
temperature[24]. 
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Table 4. The activation energy and Arrhenius parameter values for both Kissinger (α) and Ozawa 
(β) are displayed. The symbol “(*)” is indicative of Arrhenius parameter using variable heating 

rates with Kissinger’s equation re-arrangement. The symbol “(Δ)” refers to the Arrhenius derived 
from intercept of the slope[24]. 

E(kJmol-1) ln A A 

 
            242.11(α) 

35.28(∗) 

35.13(∗) 

35.31(∗) 

2.09E+15(∗) 

1.82E+15(∗) 

2.17E+15(∗) 

          242.84(β) 40.34(∆) 3.31E+17(∆) 

  

For the Ozawa method, its value of arrhenius constant was derived from the intercept of 

the slope. For the Kissinger method re-arrangement of its equation can generate values of 

Arrhenius constant as a function of heating rate that show a better prediction[24]. The 

same equation was used by xu et al., in their study of curing kinetics[129]. Nevertheless, 

their intercept values, from the slope of each graph were compared. The order of 

magnitude difference between their constants decreased from 7 to 2, when the equation 

method was used to calculate the Arrhenius constants for the Kissinger method[24]. This 

could suggest an improvement in Kissinger’s prediction with the use of the equation-

based method since the activation energy values of both methods were practically the 

same[24]. 

The differences between their Arrhenius were analysed using equation 3 rate constant 

formulae by using the kinetic values obtained from the model free predictions and 

isothermal experimental temperatures as inputs. The isothermal temperatures that were 

used to validate findings were: 510 °C, 540 °C and 570 °C[24].  The broad choice of 

selected temperatures was conducted in order to clarify the capabilities of these MFK 

models in predicting initial DTG rates or their peak maximum rate at these 

temperatures[24].  

For each isothermal experiment conducted their maximum DTG peak value was 

determined as follows: 0.3367%/min for 510°C, 0.3675%/min for 540 °C, and 

0.4637%/min for 570°C[24]. The predictive rates constants calculated for the Kissinger 

were deemed be too low (~ 0.0025 %/min for 510 °C) and therefore considered 

inaccurate in terms of predicting initial rate or even peak maximum derivative/rate[24].  



60 
 

 
Figure 17. The isothermal experiment at 510 °C which is initiated after the gas flow was switched 
from an argon source to air. a)The DTG rate of mass loss against time is shown as a brown line. 
The purple line shows the conversion in graph with a peak DTG measured at 40% conversion. b) 

Represents the TGA plot of weight loss with time (brown line). Temperature profile and Gas-
Switch instances are also depicted in each graph[24]. 

In contrast, the Ozawa rate constants (K(T)) calculated were as follows : 0.30575%/min 

for 510°C, 0.54875%/min for 540 °C, 0.7915%/min for 570°C[24]. The prediction that 

was closest in agreement with the isothermal experiment was the one with  temperature of 

510 °C[24]. From these observations it is safe to conclude that the kinetic parameter 

obtained from the Ozawa method are suitable for practical use in predicting maximum 

rates but restricted within a small temperature region from the onset of oxidation (487 °C 

-510 °C)[24].  

The isothermal experiment at 510 °C is shown in Figure 17, with its maximum peak at 

0.33669%/min and has an initial rate of approximately 0.027%/min which was 

extrapolated at 0.1% conversion from the start of oxidation[24]. The initial rate was not 

determined by either of the methods employed[24].  These observations have shed some 

light in the meanings behind these equations, their usefulness and capabilities when used 

in the context of refractory oxidation profiling[24].   

Interesting observations were also noticed when trying to use the Arrhenius equation to 

predict the rate constants for the MFK models. To get a prediction, activation energy in 
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the form of joules and Arrhenius constant taken from the MFK as described previously 

without any assumption applied mathematically (i.e., in attempt to change the value of 

Arrhenius by converting from per minute to per second or vice versa) was effective. The 

predicted rate constant values made sense only if interpreted as function of time unit in 

seconds (i.e., mass loss per second). This was then converted to minutes for comparison 

with isothermal data. Temperature was also converted to Kelvin during calculations.  

In terms of the Arrhenius constant, it is clear from this observation that its accurate 

prediction relies heavily on the MFK method used (i.e., if model-based method is not 

employed). The above is also the reason why its units will not be annotated when 

Arrhenius is referred to in this literature. It will be used in a similar fashion to Ozawa 

non-conversion method in the subsequent sections with the help of the compensation 

effect to get better predictors.  

4.2 Isoconversion Analysis of Resin Phase   
The determination of the activation energy as a function of conversion reveals the 

complex nature of reaction behaviour[24,26,27]. This section therefore explores how 

reaction behaviour can be understood from the kinetic data produced and assesses the 

accuracy or limitations with regards to the model free methods of KAS and OFW 

methods[24]. 

Figure 18 a, and Figure 18 b, shows the Arrhenius plots of OFW and KAS methods 

respectively. The compensation effect was used in order to optimise the values of 

Arrhenius constant[24]. The kinetic predictions from the KAS method were higher than 

that of the OFW but their overall trend remained similar (see Figure 18 d). There was a 

decreasing trend associated with the activation and Arrhenius constant as a function of 

conversion (see Table 5). It is often understood in simple reactions that a decrease in 

activation in the case where Arrhenius does not significantly change, amounts to a 

decrease in rate[24,27]. However, the reaction profile of the DTG showed that there was a 

steady increase in rate of mass loss, which then reaches its peak at 60% conversion before 

steadily decreasing. This complex sigmoidal behaviour, therefore, re-enforces the need to 

analyse the effect of the Arrhenius constant in order to explain reaction behaviour[24,27].   
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Figure 18. Graphical representation of the Arrhenius plot of a) OFW and b) KAS; linear regression 
applied on conversion with each slope and intercept producing an activation energy and Arrhenius 
constant. c) Graphical illustration of compensation effect displaying the linearity between “ln A” 

and activation energy. d) Shows the activation energy values for both KAS and OFW with respect 
to conversion (KAS displaying higher kinetic parameters but sharing the same trend)[24] 
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Table 5. The isoconversion oxidation kinetic predictions of the Ozawa Flynn Method. "*" is 
indicative of the optimised “ln A" factor through the use of the compensation effect[24]. 

OZAWA-FLYNN WALL METHOD 

Conversion (%) Ea (kJ mol-1) R2 * lnA 

10 241.1 ± 2.5 0.98699 52.4 ± 3.3 

20 233.6 ± 2.3 0.98804 51.0 ± 2.9 

30 225.8 ± 1.8 0.99248 49.4 ± 2.2 

40 217.1 ± 1.1 0.99662 47.7 ± 1.4 

50 208.4 ± 0.6 0.99902 46.0 ± 0.7 

60 197.9 ± 0.1 0.99998 44.0 ± 0.1 

70 186.3 ± 0.4 0.99947 41.7 ± 0.5 

80 172.7 ± 0.7 0.99782 39.1 ± 0.9 

90 157.1 ± 0.6 0.99814 36.0 ± 0.7 

100 155.8 ± 0.7 0.99959 35.8 ± 0.3 

 

To analyse the effect of Arrhenius constant, the rate dependency of the activated complex 

theory approach was used[24,27]. The Arrhenius constant was then associated with 

entropy to explain the reaction behaviour using a thermodynamic approach[24,27].   

From the Gibbs free energy equation, a symbolic representation can be adopted in MFK, 

utilising, the knowledge of the shift in equilibrium between the reactants and activated 

complex evaluated as follows according to Vyazovkin[24,27]: 

 

𝛥𝛥𝛥𝛥 = 𝛥𝛥𝛥𝛥 − 𝑇𝑇𝛥𝛥𝑇𝑇 

[16] 

 

Where (𝛥𝛥𝛥𝛥), is referred to the free energy of activated complex formation. The 

equilibrium is shifted to the formation of activated complex when the entropy (𝛥𝛥𝑇𝑇) 

increases, lowering the Gibbs free energy (𝛥𝛥𝛥𝛥)[24,27].  It is the “difference in entropy of 

reactant (SR) to the entropy of activated complex (SAC) that determines the total change of 

entropy (𝛥𝛥𝑇𝑇) (represented in Figure 19)[24,27]. To calculate this entropy change (which 
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will be referred to total entropy or entropy for simplicity) the following equations are 

provided [24,27]:  

𝐴𝐴 =
𝑘𝑘𝐵𝐵𝑇𝑇
ℎ

exp �
𝛥𝛥𝑇𝑇
𝑅𝑅
� 

[17]                                                                                                                          

 

 𝛥𝛥𝑇𝑇 = 𝑅𝑅 ln �
𝐴𝐴ℎ
𝑘𝑘𝐵𝐵𝑇𝑇

� 

                                                                                                                                                        

[18] 

The activated complex theory makes use of a rate dependency relationship similar to that 

of the Arrhenius rate constant in equation 3., as shown below (i.e., replacement of ΔH 

with E (activation energy), and taking equation 17 as the Arrhenius constant (A), the rate 

equation 3 can be derived as a symbolic representation)[24,27].  

 

𝑘𝑘(𝑇𝑇) =
𝑘𝑘𝐵𝐵𝑇𝑇
ℎ

exp �
𝛥𝛥𝑇𝑇
𝑅𝑅
� exp �

−𝛥𝛥𝛥𝛥
𝑅𝑅𝑇𝑇

� 

                                                                                                                                                        

[19] 

Where, the Boltzmann constant, Planck constant, change in entropy and change in 

activation enthalpy are represented by kB, h, ΔS and ΔH respectively[24,27]. 

 

 
Figure 19 Graph showing the change in entropy change versus the Arrhenius parameter in this 

case represented as logarithmic value “ ln A”.  Adapted from already publish work to include the 
thermodynamic descriptors of SAC, SR, and ΔS, with arrows indicating directional increase or 

decrease in the gap between SAC, and SR [24] 
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By plotting the values of entropy against the values of ln A, a linear relationship was 

formed as shown in Figure 19.  Entropy is highest at the beginning of the oxidation 

reaction and decreases along the reaction pathway if we refer to concept proposed by 

Vyazovkin symbolically to assess the frequency factor[24,27]. To understand where this 

decrease may originate, one must explore what is already known about the microstructure 

of these type refractories and their behaviour.  Around the same temperature where this 

refractory carbon composite starts to oxides, Luchini et al., highlighted in their study that 

these were the same initial temperatures (~ 500 °C) where the effects of thermal 

expansion mismatch on the microstructure were noticeable[24,47]. The effect itself is 

described as causing pore closure, densification, and a rise in the elastic Young’s modulus 

of the material as temperature was increased[24,47].  The most affected part of the 

refractory was also discussed. Alumina and graphite were noticeably more influenced by 

this effect when temperature rose above the critical onset temperature of oxidation[24,47]. 

Luchini et al., attributed this to the constituents (Alumina and Graphite) having a higher 

thermal expansion than that of their resin/glassy carbon counterpart[47]. 

From the above we can therefore deduce that pore closure is a key parameter in 

controlling the oxidation mechanism[24]. The pore closure in other words would restrict 

the mobility of the activated complex when entropy decreases as depicted in Figure 19, 

but with the caveat that this is held to be true only when the entropy change is deemed 

positive[24,27]. The decrease in the observable total entropy values in the positive region 

indicates that there is a decrease in gap between activation entropy of reactant and 

activation entropy of active complex[24,27]. Vyazovkin, describes this to only occur by 

either increasing the activation entropy of reactants or by the decrease in the activation 

entropy of activated complex [24,27]. Due to the fact that oxidation is a dissociative 

process, the latter seems more plausible[24]. It will be expected that gaseous transport 

into and out of refractory will be impeded.  Active sites and surface of resin phase will 

diminish as the pore closure mechanism increases as a function of temperature[24].  The 

surface characteristic changes showing reduced surface area of resin and increased 

presence of graphite due to expansion is shown in Raman image (Figure 39 and Figure 

47), in chapter 7 and 8.[24] 

As the reaction reaches the end, the entropy takes on negative values. The depletion of 

reactants at this point will undoubtedly change the orderliness of the reaction interface 

(i.e., presence of remaining higher molecular weight or more ordered resin structures and 
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the remaining ordered graphite carbon reaction interface), the expansion of graphite 

causing further densification subsequently driving the pore closure mechanism all support 

this associative process toward the end of reaction. The more negative values (bigger 

numbers) the number is the more resistance to oxidation[24,27]. This was the direction of 

entropy towards the end of the reaction[24].  

Finally, the reliability of the kinetic methods used were assessed by evaluating them 

against their temperature integral approximation (see Figure 20). The temperature integral 

approximations are useful to consider when applying these method as they indicate the 

accuracy of prediction or whether in fact these methods can be used  (it is often 

overlooked in literature)[24,36,39,114]. 

 

 
Figure 20. “X” the temperature integral approximation derived from KAS and OFW against the 

average temperature in each conversion (heating rate of 11 °c/min was used and X=E/RT). The X 
values of the OFW stayed within its limits of approximation and was therefore considered more 

accurate than KAS. 

Performance of the KAS and OFW method are therefore expected to work best when they 

stay within their temperature integral limit approximations from which they were 

derived[24,36,39,114].  For the KAS approach, the limits tested were: 20 < x < 50 where 

the x= Ea/RT (where Ea is activation energy per conversion, and T is the average 

temperature from the isoconversion plot)[24]. And for the OFW method the limits tested 

were: 20 < x < 60 where the x is also = Ea/RT[24].  The OFW was seen to be more 
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accurate than KAS especially during the initially stages of reaction and therefore the KAS 

method was disregarded for further use in this study[24]. All values assessed from the 

OFW method stayed within the limits discussed above[24].  

In summary the reaction complexity can be described by combining kinetics with entropy. 

This evaluation however requires the use of Arrhenius constant and cannot solely rely on 

just the change in activation energy values. The OFW isoconversion method is more 

accurate in terms of its kinetic capabilities than KAS. 

4.3 Assessment of isoconversion predictive capabilities and mechanistic 

association to model-fitting and model-free approaches  
To assess the effectiveness of using model free approaches in predicting isothermal 

reactions from non-isothermal isoconversion data, the Friedmann approach of equation 20, 

was explored. The Friedmann equation below can be used to determine the time taken to 

reach a set conversion (with, t = time taken, T= temperature, α = conversion, f(α) is the 

reaction model)[130]: 

 𝑑𝑑𝛼𝛼 = �𝑑𝑑𝑑𝑑
𝑡𝑡

0

= � �
𝑑𝑑𝑑𝑑

𝐴𝐴𝛼𝛼  𝑓𝑓(𝑑𝑑) exp � −𝐸𝐸
𝑅𝑅𝑇𝑇𝛼𝛼(𝑑𝑑)�

�
𝛼𝛼

0
 

                                                                                                                                [20]                                                 

Evaluation of this equation with kinetic inputs from the OFW method was inadequate in 

terms of accuracy in predicting comparable values to the isothermal experimental data (510 

°C 540 °C 570 °C)[24]. The inaccuracy can also be compounded by the fact that the 

reaction mechanism under investigation is quite complex (in the non-isothermal approach 

)[24].  

To overcome this issue a better integral method known as the Vyazovkin method was 

instead utilised for predicting more accurate values of activation energy (Table 6).These 

values were derived from a freely available kinetic software program[116].  It was then 

possible use the values of “a” and “b” from the compensation effect of OFW.  However, a 

systemic error is carried over from OFW method by utilising the compensation effect 

constants of “a” and “b” in this manner[30]. 
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Figure 21. a) Time taken to reach a set conversion point versus temperature (model generated for 
predicting isothermal experiments). b) Isothermal experimental data at 510 °C, 540 °C, and 570 

°C for the time taken vs temperature. c) Theoretical prediction for 510 °C compared with 
experimental data. d) Theoretical prediction for 540 °C compared with experimental data. Standard 

error is used to assess the difference between theoretical and actual experimental values[24].  

 

Table 6. Shows the Vyazovkin activation energy values with respect to conversion that served as 
inputs for calculation improvement in this section  

 

 

 

 

 

 

 

Conversion (%) Activation Energy (kJ/mol) 

20 226.7822 

30 218.8131 

40 209.81461 

50 199.02974 

60 185.8929 

70 169.8032 

80 150.4979 
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An extra step was then taken to modify the way in which the method of Friedman is used. 

A carefully selected combinations of kinetic parameters served as inputs for activation 

energy, Arrhenius constants alongside a set of selected temperatures[24]. These kinetic 

combinations with their associated temperatures produced a linear graphical trend with the 

same R2 values (0.983 see Figure 21 a)[24].  The equation that emerged from the linear 

regression analysis was then used as the basis for calculating the time taken variable which 

is novel approach itself[24].  

Three inputs of activation energy and Arrhenius constant were taken from the following 

conversions:  60% (peak maximum), 70% and 80%. Aside from the peak maximum 

conversion, it was realised that the selected conversions that worked in this manner happen 

to fall within the regions of the latter stage of the non-isothermal reaction[24].  

Three subsequent temperatures were selected from the non-isothermal reaction consistent 

with 10%conversion (487 °C), 20% conversion (506 °C), and the peak maximum at 60% 

conversion (540 °C). These temperatures were then associated with the kinetic parameters 

from the order of the lowest to highest, i.e., 487 °C was coupled with kinetic parameters 

obtained at 60% conversion, 506 °C was associated with kinetic parameters obtained at 

70% conversion and lastly, 540 °C was associated to the kinetic parameters obtained at 

80% conversion[24]. Any other combination failed to meet this high linearity of coefficient 

alluded to previously[24]. It was also observable that the first two choices of temperature 

are taken from the beginning stage of the reaction, this is in contrast to the way the kinetic 

parameters were selected.  Finally, the reaction model f(α) was kept the same for all three 

calculations and selected at 20% conversion[24]. The reaction model of f(α) was calculated 

in a model free approach as depicted below (Equation 21)[24,26]: 

𝑓𝑓(𝑑𝑑) =
𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑

𝐴𝐴𝛼𝛼  exp �−𝐸𝐸𝛼𝛼𝑅𝑅𝑇𝑇 �
 

[21] 

The theoretical predictions suggest that the time taken reduced as temperature increased for 

each respective conversion[24]. However, when compared against the experimental 

isothermal data, a subtle difference was uncovered. From the experimental data, the trend 

of reduction in time, as a function of temperature increase, still holds true for all tested 

temperature with a slight exceptional case for the temperature at 570 °C[24].  The trend at 
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this temperature increased but only for conversion less than 50% (see Figure 21 b). The 

remaining conversion followed the same reduction in time as observed with the theoretical 

predictions and lower tested temperatures[24].   

This anomaly also shed light into the pore closure mechanism since the decreasing 

trend/slope steepness of the time taken above 50% was lesser, when compared to the 

previous temperatures (see Figure 21 b). When the overall behaviour is considered (i.e., 

increase in time and only marginal decrease), this may suggest that at higher temperatures 

the slight delays in reaction time is as a result of the pore closure mechanism having a 

greater effect at higher temperatures[24]. 

Perhaps the use of the Friedman approach in obtaining the kinetic parameter might be an 

alternative option (although regarded as more accurate often suffers from poor analytical 

output data that requires pre-processing which can introduce more errors), however the use 

of single activation energy to predict extends of conversion or time taken to reach it, is 

feasible, but should be verified against a broad range of temperatures to find its limits.  

The isothermal prediction accuracy was highly dependent on both conversion and 

temperature (see Figure 21 a, and b)[24]. It is safe to extrapolate from the empirically 

modified approach that the predictions would work best at lower temperatures[24]. To test 

this hypothesis, a baseline standard error of < 0.5 was set, to investigate the prediction 

capabilities with respect to 510°C, 540°C and 570°C; by comparing the theoretical 

predictions from the modified empirical approach versus the actual isothermal 

experimental data (see Figure 21 c, and d)[24]. 510°C performed the best when used in the 

modified model and gave a good prediction between 40% to 80% conversion (see Figure 

21 c). 540 °C gave good predictions from 50% to 80% conversion (see Figure 21 d), 

however, 570 °C could not be used due to margins of error being greater than the baseline 

that was set[24].  

Results obtained from the kinetic isoconversion study of the resin were also assessed 

against common solid-state kinetic models using Z(α) master plot (see Figure 22)[24]. 

There were no overall fit for the models tested. However, the experimental curve seems to 

follow a mixture of Avarami and exponential/power law in terms of trend/shape[24]. The 

experimental curve never quite fit any of the models and varied largely as a function of 

conversion[24]. It was observed that at lower conversions of 20% and below, a reasonable 

relationship can be drawn with certain models in terms of proximity[24]. Assessment of the 

10% conversion cross point indicated that the avarami models of A4 and A3 and the power 

law of P4 were in better agreement with experimental curve[24]. F3 (third order) and A4 
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model exhibited better the agreement at 20% conversion[24]. The agreement at these lower 

conversions could mean model fitting approaches may be suitable for predicting kinetic 

parameters but only at lower temperatures for the complex reaction under 

investigation[24].  

 
Figure 22. Z(α) master plot of common solid-state theoretical models compared against 

experimental plot. Z(α) theoretical output was calculated by multiplying the differential with the 
integral forms of reaction mechanism equations below. Experimental values were determined 

using dα/dt (3°C/min) in the equation: Z(α) =(dα/dt) T2. [π(x)/βT][30]; where π(x) can be 
determined by the fourth rationale of the Senum-Yang approximation[116] 

This observation clearly shows that model-fitting approaches although useful may not 

necessarily be needed in terms of the practical application that is sought after in this 

industrial context. The rapid characterisation, predictive capabilities, profiling reaction 

mechanism presented by model-free therefore makes the use of model-fitting trivial and 

not necessary in this case[24,26]. Furthermore, there are other simple methods that can be 

used to know whether a reaction follows a particular trend. For instance, one can use an 

isothermal experiment in deciphering various common-solid state mechanism if the 

following was met:  

a) If the reaction reaches the maximum rate as soon the isothermal temperature 

tested was reached, then this would be regarded as a deceleratory model[30]. 

b) If the reaction is not the above case, then it falls within the sigmoidal models 

or acceleratory models. If the reaction does not peak and carries on to the 

Z(
α)
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end then an acceleratory model such as the power/law model can be used, 

otherwise if it peaks and drops the sigmoidal model will be more 

appropriate[30].  

There are other methods which involve plot of ln(dα/dt) against time, and the shape obtain 

from this isothermal data can be used to determine whether a reaction is first order, 

contracting volume or even increasing diffusion[30]. Finally, it is important to understand 

that the reaction itself may have its own unique model not described by the common solid-

state models which can also be derived by way model free[26,30,116].  

In summary, the results obtained from the predictions proves the extent at which these 

isoconversion methods can be used. From a simple non- isothermal experiment, one can 

predict isothermal data. Reaction mechanism can be inferred does not always have to 

match known kinetic models as the reaction itself has its own unique path and not always 

required for explaining reaction behaviour.  

4.3 Isoconversion Analysis of Graphite Phase   
The previous sections have mainly focused on deriving meaning behind reactions and ways 

to utilise various model-free kinetic models, specifically the integral models in obtaining 

isoconversion kinetic parameters. In this section, the graphite oxidation phase will be 

analysed using an additional method that is based on a differential method known as the 

Friedman method[29,39]. The differential method is supposedly more accurate than its 

integral counterparts but is often limited by the quality of data output produced from 

thermo-analytical instrument[29,30,39]. Smoothing or pre-processing of the derivative 

noisy data can introduce faults and errors into calculation which is why the integral 

methods are often preferred[29,30]. It is important to note that in terms of kinetic 

prediction capabilities, the Vyazovkin is an exception to this and performs better than the 

differential form of Friedmann[29,30].   

Guo et al., compared the Friedmann differential method with KAS and OFW integral 

methods whilst investigating the oxidation of graphite and found it to be more 

accurate[39]. It is therefore crucial to know whether this will also be the case for a carbon 

refractory composite. In an industrial context it may be more suited to use a single model 

for kinetic profiling rather than multiple. This therefore necessitates the understanding of 

whether the integral form of OFW can still give equivalent predictions as their thermo-

analytical data (i.e., integral form ) is deemed more reliable [29,30].  

From the SDT analysis, the graphite oxidation initiates at temperatures above 600 °C. 

There is an observable shift in the onset of oxidation as a function of heating rate similar to 
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what was observed and discussed in the previous sections regarding the resin phase. A 

clear difference between the peak derivatives of mass loss to resin was noticed. A decrease 

was observed with regards to the resin phase as a function of heating rate (using 

temperature derivative of percentage weight change/units referenced) depicted in Figure 

23. In contrast to graphite, where there was a marginal increase of the peak (DTG) as a 

function of heating rate from 3 °C/min to 11 °C/min, however there was not much of a 

change in the DTG peak between 11 °C/min to 27 °C/min.  

Guo et al., describes the temperature regions of graphite oxidation in three: a) a region 

400-600 °C is regarded as the chemical reaction dominated region, b) the in-pore diffusion 

control region was from 600-800 °C and lastly the boundary layer contribution regime was 

at temperatures above 800 °C[39]. In summation, it is the combined nature of chemical 

reactivity and diffusion driving the reaction[11,39]. With an increased temperature it is 

expected that the chemical rate increases, however this will be restricted by gaseous 

product layer formation [11,39]. Therefore, the positive shift observed with the DTG may 

appear as a marginal increase in rate, but its feature is indicative of both of these effects.  

 

 
Figure 23. A graphical representation showing the oxidation of both resin and graphite oxidation as 
a function of temperature increase. The graphite maximum DTG peak temperature are highlighted 

for reference.  

Perhaps the best way to show the effect of temperature increase in this situation is to utilise 

the time derivative of percentage weight change of the DTG instead (see Figure 24).  The 
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rapid heating delays the onset of oxidation and therefore preserves the amount of surface 

area available for chemical reaction to occur (with expanding graphite)[46,47], and at 

higher temperatures. Once oxidation occurs (at the initial stages), it subsequently increases 

the reactive surface area and thereby increasing the effect of oxidation itself[39].  The DTG 

plot shows this behaviour (temperature effect) with a rapid increase in chemical reactivity 

for sample heated at 27 °C/min (see Figure 24).   

The slower heating rate exemplifies the in-pore diffusion properties more readily.  

Oxidation will also increase at the beginning stage of the reaction as a function of 

temperature, but as the reaction progresses to higher temperature their surfaces will be 

cover with stagnant gas layer comprised of reaction products and air[39]. The oxygen 

required to react with the carbon therefore must diffuse through this layer and the pore 

structure in order to react with the carbon[39].  

And towards the end of the reaction there is a reduction in surface area available for 

reaction to occur [11,39]. The dominant mechanism at that temperature will also be factor 

in modulating reaction, hence a rapid a decrease in rate is expected [11,39].  

 

Figure 24. DTG time derivative of percentage weigh change as function temperature increase 
during oxidation (%/min) of graphite showing the effect of heating rate on the mechanisms 

influencing oxidation. 

The isoconversion methods of Friedmann, OFW and Vyazovkin were used to gain more 

insight into the reaction properties by looking at the changes of activation energy and 

Arrhenius constant with respect to conversion and temperature. The plot of Friedmann was 
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simply achieved by plotting the logarithmic rate ln(dα/dt) versus the 1/ Tp (which is a 

temperature of the associated heating rate i, and conversion in their respective equations); 

for the OFW the ln(β) versus the 1/Tp were used, where β refers to the heating rate (Figure 

25). Their Arrhenius plots are depicted with high correlation coefficients. 

 

Figure 25. The Arrhenius isoconversion plot of a) OFW method and b) the Friedmann method 
used for profiling the oxidation behaviour of in the graphite phase of a virgin sample. 
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All of the methods employed seem to agree with respect to activation energy that there is a 

gradual increase in their trend. This is at least true to 70% conversion where a slight 

decrease was noticed only with the OFW method (refer to Figure 26).  The OFW method 

also predicted similar values of activation energy to that of Friedmann suggesting that it 

can be used to determine kinetic parameters with respect to the composite under 

investigation. The OFW and Vyazovkin do share a similar shape/or curve in terms of 

activation energy. And at the latter stages of the reaction the Vyazovkin seems to suggest 

that the activation energy plateaus rather than increasing when compared against the 

Friedmann method (Figure 26).  

Since all of their respective Arrhenius constants tend to decrease as a function of 

conversion (only marginal increase was observed with Friedmann between 20% to 30% 

conversion: ln A 19.50925 to ln A 19.5656), it can be inferred that the reaction intensity 

reduces slightly as a function of temperature increase based on the previous mechanisms 

described above (gases layer and diffusion). The evaluation of entropy values of ln-A may 

not be necessary in this case.   

The Vyazovkin method being the most accurate can be used solely to describe the reaction 

behaviour in this instance. In terms of Arrhenius constant predictions, the Friedmann 

method seemed to have lower values than OFW making it more accurate (that if we used 

Vyazovkin method as a reference point of accuracy). The values produced from the 

Friedmann approach, however, does not follow the compensation effect linearity that was 

observed with the OFW and Vyazovkin method. A plot of the ln A against activation energy 

does not produce a linear regression with regards to the Friedmann approach.  
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Figure 26. Graph of activation energy and ln A for various model free-kinetic models: Friedmann, 
OFW and Vyazovkin. Each models shows their predictive capability in analysing the graphite 

phase in a virgin refractory sample. 

For the final analysis of this work the kinetic software that was utilised to obtain the 

activation energy of Vyazovkin was also used to derive the kinetic triplet at 50% 

conversion[116].  This allows for the determination of a unique theoretical mechanism that 

can used to predict the experimental data[116]. This can be achieved using Sestak and 

Berggren model by inputting the values of m, n and p from the software to obtain the 

model (equation 22)[116]. The Sestak and Berggren empirical model is often used to 

derived many of known solid state-kinetic models that exist[30,116]: 

 

𝑓𝑓(𝑑𝑑) =  𝑑𝑑𝑚𝑚(1 − 𝑑𝑑)𝑛𝑛[−ln (1− 𝑑𝑑)]𝑝𝑝 

[22] 
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The predicted values of m, n, and p were 0.1, 1.08 and 0 respectively. The Arrhenius 

constant predicted at 50% conversion was 8.53x106 (ln A = 15.9591) with the activation 

energy value of 167.69 kJ/Mol. The 3 °C/min heating rate adapted by the software was 

used in the theoretical calculation. From these number we can therefore describe the 

reaction using the following (equation 24): 

 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑇𝑇

=  
8.53x106

3
 . 𝑒𝑒�

167.69 𝑥𝑥 103
𝑅𝑅.𝑅𝑅 �.𝑑𝑑0.1 (1 − 𝑑𝑑)1.08 

[24] 

 

 

Figure 27. The use of kinetic triplet to predict experimental data with the use of Vyazovkin kinetic 
parameters. 

The two curves in Figure 27, shows the plot of experimental data compared to the 

predicted curve derived from the empirical equation describing the reaction. The software 

can also predict OFW activation energy values and uses it to calculate the relative error 

against the Vyazovkin’s activation energy at 50% conversion[116]. It is mentioned that if 

the error obtained is greater than 10% then one can consider the reaction to be 

multistep[116].  

We can therefore conclude that the reaction mechanism can easily be understood, profiled, 

and predicted using model-free approach of Vyazovkin without issues encountered in 
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previous chapters. The need for a kinetic triplet (activation energy, Arrhenius constant, and 

reaction mechanism) prediction is also satisfied if required.  

Chapter 5-Influence of preheat on oxidation kinetic profiling   

5.1 Isoconversion Preheat Analysis of Resin Phase    
Industrially preheated SENs were provided by sponsor company to evaluate whether their 

heating practices contribute to a kinetic profile change that can significantly impact the 

performance of their SEN. The preheating regime can last from 1 hour to 6 hours [17,18]. 

After preheating the SEN, it is then expected to be used in service for various heats 

(approximately 4 hours)[84,85]. It is crucial to know whether there will be significant 

changes when heated (correctly), as this can inform whether time should be reduced, kept 

the same or increased (or bring about new solutions/strategies).  Since a lot of waste is 

attributed to unused preheated SENs in practice, and it is of value knowing whether their 

oxidation profiles (resistance) differ during the preheating regime[17].  

Based on the fact the Vyazovkin method is far more superior and accurate in its prediction 

as discussed in the previous chapters, it will be the main method used for this analysis. 

From the activation energy values obtained in  Figure 28, it is clear there is a major 

difference in prediction from the virgin SEN sample (0 hour) compared to the preheated 

sample group (3 hour preheated and 6 hours preheated).  Higher activation energy values 

were obtained for the virgin SEN. The same can be said about the Arrhenius constant of the 

virgin SEN in terms of having much higher values reported (see Figure 33). The higher 

activation energy values may suggest better resistance to oxidation; however, this is 

overshadowed by the influence of the Arrhenius constant being too high in contrast with 

the preheated group. As a result, it is expected that the resin phase of the virgin material 

will oxidise at a much faster rate than the preheated samples.  
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Figure 28. A graph showing the Vyazovkin kinetic parameters of activation energy and Arrhenius 
constant for a virgin SEN, 3-hour preheated, and 6-hour preheated when analysing the resin phase 

of a carbon-bonded refractory composite 

Since the entropy behaviour of the virgin SEN has both positive and negative values, and 

the preheated SENs only possess negative values; we can compare them at the conversions 

where their negative values coincide in order to obtain a fair understanding on the 

deductive reasoning applied above.  At 0.5 conversion the preheated SENs has values of: -

101.07 and -105.59 for the 3-hour and 6-hour sample respectively.  The virgin SEN has a 

value of -6.98 (small negative value) which is regarded as having higher/or is larger total 

entropy value (see Table 7). Due to this higher entropy value, we can safely conclude that 

the virgin SEN will react much faster than the preheated at or above conversion mentioned 

and its corresponding temperatures. This would also suggest the presence of 

microstructural influences causing the reduction of Arrhenius constant dramatically with 

regards to the preheated SEN given them an advantage of oxidation with regards to the 

preferential oxidation of the resin.   
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Table 7. Kinetic and thermodynamic parameter obtained from Vyazovkin method. An 
improvement was applied to the values a and b of the compensation effect by using the predicted 

Arrhenius constant from the kinetic software that allow for a better prediction of entropy 
compared to the earlier report values using OFW compensation effect values of a and b. 

conversion 
Ea Vyzk 

(kJmol-1). 
Ln A T(Kelvin) Entropy (J/K) 

0.2 226.78 34.40 779.95 33.10 

0.3 218.81 33.02 791.161 21.55 

0.4 209.81 31.47 799.57 8.56 

0.5 199.029 29.61 806.73 -6.98 

0.6 185.89 27.34 813.58 -25.89 

0.7 169.80 24.56 820.83 -49.04 

0.8 150.497 21.23 829.53 -76.821 

 

 

Figure 29. Entropy (change) evaluation of preheated samples (3-hour vs 6-Hour preheated): 
Analysis of the resin phase applied for the resin phase only. 
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Without the entropy evaluation, it is quite difficult to uncover what the true difference is 

between the 3-hour heated versus the 6-hour preheated due to their closeness in prediction 

for both kinetic parameters. Overall, they both share a similar trend and thus should have 

similar microstructures. The values of activation energy are slightly higher for the most 

part with regards to the 3-hour preheated sample, the effect of which is dampened by also 

having a slightly higher Arrhenius constant overall.  Evaluation of the entropy values 

shown in Figure 29, gives a better insight. At 0.2 conversion (20%), the 6-hour preheated 

sample has a smaller negative value meaning it has a larger total entropy therefore making 

it more reactive and less resistance to oxidation compared to the 3-hour preheated sample. 

At 0.5 and 0.8 conversion the situation changes and its now the 3-hour sample that has the 

smaller negative value in contrast to the 6-hour. Consequently, this makes the 6-hour 

sample more resistance to oxidation.  Since the kinetic parameter that decides the reaction 

mechanism of Vyazovkin is determined at 0.5 conversion, the theoretical obtained would 

describe the 6-hour preheated SEN as more resistance to oxidation. This at least true for 

moderate to high temperature where the resin phase oxides.  

5.2 Isoconversion Preheat Analysis of Graphite Phase    
The graphite region of oxidation perhaps holds a greater significance in terms of 

preheating practises and temperatures that SEN frequently experiences. As well as under 

heating of the SEN due to burner misalignment, cooling is also likely to occur at 

temperatures just below 800 °C during off-gas time (i.e., time between SEN taken away 

from flare until it is in direct contact with molten steel) which is highly 

undesirable[2,17,52]. Lack of effective heating to activate the glass coating at the required 

temperature during prolong heating periods can also increase the risk to oxidation which 

can happen at temperature just slightly above the 800 °C but less than the temperature 

required to densify the glass coating[1,2,17]. The profiling of the graphite phase as a 

function of conversion can therefore provide behavioural insight that may help improve 

how the material is treated[24]. 

The Vyazovkin approach was used in deriving the kinetic parameter as a function of 

conversion.  A clearly distinguishable trend was observed from the SENs that were heated 

in comparison to the virgin material. The SENs that were preheated shared the same trend 

for both their activation energy and Arrhenius constant values which suggest that may 

share a similar microstructure. The activation energies of the 3-hour preheated sample was 

higher than the 6-hour preheated sample, however this effect is dampened by the fact that 

the 3-hour preheated SENs also had higher Arrhenius constant values (see Figure 30).  The 
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activation energies of the preheated SEN tend to decrease at the beginning stages of the 

reaction coupled with a decrease of Arrhenius constant, all the way to about 50% 

conversion. Beyond this point the kinetic parameter tend to plateau as if in steady state 

(which can be observed in diffusion dominated mechanisms[39]). After 70% conversion 

there is a noticeable increase in both kinetic parameters of the preheated.  

 

Figure 30. A graph showing the Vyazovkin kinetic parameters of activation energy and Arrhenius 
constant for a virgin SEN, 3-hour preheated, and 6-hour preheated when analysing the graphite 

phase of a carbon -refractory composite 

The profile of the virgin SEN is differing greatly in graphical pattern observed.  The 

activation energies of the virgin sample behave opposite in trend compared to its Arrhenius 

counterpart (i.e., in contrast to the preheated SENs).  The activation energy increases as a 

function of conversion whereas the Arrhenius constant decreases. However, the decrease of 

the virgin sample’s Arrhenius is only marginal and may not be regarded as significant 

compared to those observed with the preheated samples. Another interesting analysis to 

note is that the Arrhenius constant values of the virgin sample is closer to those observed in 
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the 6-hour pre-heated sample.  To truly understand the overall effect of these parameters an 

entropy analysis was undertaken to evaluate their resistance to oxidation.  

 

Figure 31. Entropy (change) evaluation of virgin SEN sample, and preheated samples:3-hour and 6-
Hour.  The analysis comprises of the graphite phase only. Entropy is used symbolically to assess 

the magnitude difference between SENs 

Starting with the comparison between virgin and the preheated group, at 20% conversion 

the virgin sample had a bigger negative number which translate to lower total entropy. This 

would make it more resistance to oxidation than the preheated SENs at this conversion and 

its corresponding average temperatures (803.67 °C ± 2.92). At the 50% conversion it is 

observed that the virgin sample is only more resistant to oxidation than the 3-hour 

preheated sample, with respect to their corresponding temperatures (879.50 °C ± 3.28). 

And for the last assessed conversion of 80% the same trend is observed as previous and 

with respect to their associated temperatures (949.46 °C ± 5.94).   

When comparing between the preheated SEN samples, the more resistant to oxidation is 

the 6-hour preheated SEN at all conversions. It is only outperformed by the virgin SEN at 

20% conversion or corresponding temperatures.  

In terms of resistance preheating at the correct temperature may actually improve the 

microstructure at certain temperatures and thus improves its oxidation resistance. Longer 

preheating therefore may pose a risk to oxidation only if the glass coating densification 
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was not achieved by rapid heating that is required. The virgin sample is seemingly also 

more resistance to oxidation than a SEN that was preheated for short period of time. 

Chapter 6-Raman Oxidation Tracking and Assessment of 

Preheated SENs  
The ability to use Raman in synergy with the Model-free approach brings together two 

simple yet sophisticated techniques that bring with them a wealth of information[24]. 

Raman has recently been adopted to study SEN inclusions that causes clogging and 

negatively impacts the steel quality and output[86]. If Raman can also be adopted in the 

study of oxidation behaviour and mechanical implication of the SEN, then it will be a 

versatile tool worth adopting in an industrial context for assessing SEN’s integrity.  Raman 

is known to be effective at deciphering the order of carbons, the defect types that are 

present, calculation of crystallite size, stress and strain effects and 

oxidation[24,45,51,94,104].  

To investigate the tracking ability of Raman on oxidation of carbon-bonded refractory, four 

samples were oxidised incrementally at 1, 2, 3, and 4-minutes duration using the SDT. The 

isothermal temperature was set to 510 °C to preferentially oxidise the resin. The sample 

remained in bulk state to preserve the microstructure for both Raman analysis and further 

analysis using μ-CT tomography.   

The WiTec software used in this study has an in-built cluster analysis algorithm that allows 

one to automatically set the number of clusters for the program to learn and distinguish 

features based on similarities of features on thousands of automatically scanned Raman 

data points from a map[24,25]. The software was therefore used in this study as an 

advanced technique to distinguish between the carbon types present and those carbons 

whose signals were affected by substrates (i.e., specific compositions or elements) present 

within the refractory[24].  

An automatic depth scan map was selected to scan a region of interest from each oxidised 

sample. These map scans would generate 40000 data points with each scan point 

representing an image pixel(see Figure 32)[24]. After conducting the map scan, the 

clustering algorithm made it possible to locate the graphite rich regions (co-existing with 

resin) and resin rich regions (co-existing with graphite) based on features of similarity [24]. 

Each map of an oxidised sample area was then divided into 4 clusters. The clusters that 

were the least affected by substrate effects was then used to determine the oxidation 
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relationship with respect to their Raman signals after the software averages them into one 

Raman spectrum. The same step was applied across each sample.  

Determining which cluster to use and number requires knowing what constitutes to bad 

signal or interference i.e., fluorescence effect or Raman signal with raised background 

coupled with noisy data and at times a sharp reduction in a Raman feature with noisy data 

or its sudden amplification[24,89]. Cascading between different graphical representation 

can help visualise these effects as shown in Figure 33. 

 

 

Figure 32. WiTec cluster analysis map output data, with location tracking of different carbon 
regions in a sample comprising of 40,000 data points. Automatic colour assignment is given unless 
changed manually when cluster technique is applied to show grouping of similar clusters shown. 

The green colour selected is a single Raman spectrum of carbon belonging or affiliated to cluster 3 
averaged map of all cluster within the selected group. The green represents 1 out of 4 cluster that 

can be represented graphical form shown in Figure 33.  

To analyse the data a single Lorentzian fitting to the G and D peaks of the elected clusters 

were obtain (to get information in terms of width, height and errors associated)[24,93]. The 

single deconvolution method is simply a recommendation taken from Mallet-Ladeira et al., 

in their study to improve how to determine crystallite size of carbon materials using Raman 

[24,93]. The main measurements of interest to which a correlation can be determined was 

the ratio of the intensity peaks of D to G (ID/IG ratio) and the crystallite size of the carbons 

derived from the width of their G-peak [24,93,131].  To determine crystallite size of the 
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resin region/cluster a method proposed by P. Mallet-Ladeira et al., was used[93]. However, 

for graphite a different method was used that was proposed by Maslova et al[51]. The 

choices of which to method to use was presumed based on the expected sizes of each 

carbon type in literature[51,93,131].  

 

 

 

Figure 33. Re-position of the graphical output of 4 carbon cluster to select the best feature less 
impacted by the proximity of substrates around it; a) and b) are different representations from 

cascade mode to single merge respectively. 

As commonly observed with graphite and graphite like structures, the main Raman modes 

that were detected was the G, D and 2D peak as shown in Figure 34. The resin cluster 

being more of a disordered carbon will have a more pronounced D-peak which is defect 

induce band[24,45]. The G-peak is observed in all sp2 hybridized structures and can used 
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as a measure of highly ordered carbon when its intensity is high, and the D-peak is low in 

the case of graphite [24,45].   

The analysis of the result shown in Figure 35, demonstrates the correlation potential in 

using Raman to track oxidation in carbon bonded refractories[24]. The analysis indicates 

that the intensity order ratio decreased for both the resin and graphite cluster as a function 

of oxidation[24]. For the resin a limit, was observed in terms of how far the cluster can be 

used to track oxidation[24]. This limit was observed at the 4-minute oxidation time-point 

which suggests that the substrate effects were too high at this level of oxidation for the 

resin features to be used (the limit amounts to about 20% conversion of resin phase)[24]. 

Aggregates within the refractory composite such as alumina and titania were observed to 

influence the G and D peak features at certain levels of oxidation[24]. The graphite phase 

was also affected by substrate effects at the same time-point, but the effect was less[24].  

 

 

Figure 34. a) A Raman depth scan profile with applied cluster mapping using WiTec software to 
distinguish carbons. The top Raman spectra in red is Graphite (region) and the one below it in blue 

is the resin (region). b) and c) are their associated locations mapped in yellow with each pixel 
representing a Raman spectrum. The black regions are for masking other carbon regions affected 

by substrates[24]. 

Crystallite sizes increased as function of oxidation for the resin phase with the same the 

substrate effect occurring at the 4-minute oxidation time-point[24]. The crystallite size of 
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graphite remined the same throughout but an anomaly was measure at the 3-minute 

oxidation time-point which can be attributed to the fitting method used as well as the effect 

of substrates within that particular scanned region[24,132].   

The correlation found within this work seems to suggest that correlation of carbon features 

in Raman Spectra to oxidation is material specific[24,131]. Studies in these areas are rare, 

however one such studies that can be used to contrast findings were those conducted by 

Lu, et al on grades of nuclear graphite[131]. The only correlation found in their study was 

with FWHM (full width half maximum) often used to determine crystallite size of carbon 

materials[131]. The trend of increase crystallite size with respect to oxidation as observed 

in this study was also the same trend observed in their study with respect to their FWHM 

maximum assessment[24,131]. The additional correlation found in this work in relation to 

ID/IG ratio which they were unable to find may also be attributable to the mapping 

technique and statistically cluster algorithm software that can help uncover features 

otherwise difficult to assess in the absence of advance techniques as used in this work[24]. 

Lu, et al., summarises the oxidation tracking behaviour as the monitoring of preferential 

oxidation of binders which by default have smaller nano-crystallite sizes, and with the 

progression of oxidation larger nano-crystallite sizes in the filler part of the material are 

exposed[24,131]. Due to the density of and microstructure of fillers, the oxygen reacts with 

the fillers by starting from their outer surface [24]. This meant that oxygen could not 

diffuse in between the nano-crystallites sizes in the filler as it does in resin binder phase 

and therefore the crystallites do not change in size for the filler[24]. Extrapolating from the 

judgement made by Lu, et al., about the constancy of crystallite size with respect to filler, a 

similar observation can be drawn from the analysis of this work regarding the constancy of 

crystallite size measured with the graphite cluster region as shown in Figure 35 b[24]. 

Further oxidation with graphite beyond the resin temperature region therefore should not 

affect the graphite crystallite sizes apart from the effect of substrates as observed in this 

study[24,131].  

A higher temperature isothermal oxidation experiment was however attempted to oxidise 

graphite phase with the same time-points and environmental conditions as resin; however, 

the degree of oxidation was severe enough for the substrates to have a great influence on 

the signals obtained at each time interval. Out of the signal that could be obtained which 

we were also affected greatly by substrate effects their crystallite sizes remained similar.   
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Figure 35. a) Crystallite size measured for resin as a function of oxidation time, b) Graphite 
crystallite size as a function of oxidation, c) The change in ID/IG ratio of resin phase with respect 

to oxidation and d) The ID/IG ratio change of the graphite phase with respect to oxidation 
point[24]. 

Further analysis of the substrate effect during the lower temperatures experiment 

conducted to preferentially oxidised the resin, highlighted some interesting features.  The 

G intensity may have been expected to increase as resin oxidised however it was realised 

that this may not always be the case[24].  Sample oxidised at the two-minute interval 

decreased in signal compared to the previous time-point, which suggest a suppressive 

effect on the signals obtained[24]. Upon investigation of the map obtained within the 

scanned region (2-min oxidation sample), high intensity TiO2 signals were observed[24]. 

The G-peak and D-peak intensity for both the resin and graphite clusters decreased 

(depicted in Figure 36). Beyond this point of oxidation, the intensity of the G-peak did 

increase and TiO2 was not found in the map of those regions. TiO2 is known as an 

oxidation inhibitor in refractories that stabilises the electronic configuration structure of 

graphite by donating electron which explains its presence[81]. Since, the effect observed 

was similar to what was observed in studies pertaining to the improvement of catalytic 

behaviour of titania, where an increase in titania decreased graphene signals and vice 

versa; the same conclusions were applied in this work[24,133–135].  Peaks of titania were 
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identified at 158, 399, 501 and 615 (rel.cm-1) on the Raman spectra as shown in Figure 36 

[24,133–135]. 

 

 
Figure 36. Effect of titania suppression on the G and D peak clusters at 2-minute oxidation point. 
(a) 4 cluster mapped with their respective locations; Two clusters show high intensities of titania 
peaks: 156, 399, 503, and 615 rel.cm-1. (b) b) A single graphical output from the cluster showing 

the peaks of titania and suppressed signals of the carbon peaks (G and D). 

Aggregate such as alumina, and silica can also impact signals obtained on heavily oxidised 

samples in a process known as interference[24,49]. The also includes metallic antioxidants 

such as silicon and aluminium often found in refractories[49]. The presence of these major 

aggregates and their metallic counterparts can amplify signals obtained [24,49].  The effect 

of these major aggregates was clearly observable at 4-minute oxidation time-point (see 

Figure 37 a).  

When the changes in peak components were assessed for the resin cluster, only its hwhm 

(half width half maximum) of its G peak remained slightly stable[24]. All assessed 

components increased significantly from the previous oxidation time point. This meant that 

at the 4-oxidation time-point all clusters would have been affected by substrates within the 

refractory.  Graphite components remained fairly stable but exhibited a significant increase 

in peak intensity (see Figure 37 b).  Another reason why the resin clusters was more 
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affected is due to its poor suppression of the alumina fluorescence effect compared to 

graphite[24,49].   

 
Figure 37. Changes in peak components due to substrate effects; from 3-minute oxidation to the 4-

minute oxidation time point. a) component cluster of resin least affected at each oxidation level, 
and b) component of the least affected graphite cluster at each oxidation level. 

 

Figure 38. EDS map of elements of in the refractory that can impact signals obtained by Raman 
(Aluminium silicon and titanium) using the oxidised sample at 1 minute oxidation timepoint. 

Finally, the shift in peak position was assessed with respect to oxidation to evaluate the 

strain effects of the composite[24]. In the resin cluster region, the G-peak position changed 

from its compressive state at room temperature and decreased with respect to oxidation, up 

to the 3-minute interval (1586 rel.cm-1;1582 rel.cm-1; 1579 rel.cm-1)[24]. It therefore 

transforms into a tensile state at the 3-minute interval. Contrasting this to the graphite 

cluster, which only changed from the 3-minute oxidation time point to 4-minute oxidation 

time point[24]. The graphite G-peak decreased in peak position value (1576 rel.cm-1) 

putting into a tensile state, the effect of which can be attributed to substrates within the 

refractory composite[24]. The G-peak as explain in the literature review is positioned by 

default (without any strain effects) at ~ 1581 rel.cm-1, an increased in value is therefore 



93 
 

attributed to a compressive state and a decrease in value is reference to a tensile 

state[24,91]. The non-oxidised samples of graphite and resin peak positions were 1582 cm -

1 and 1583 cm -1, respectively.   

Chapter 7-Synergistic uses of Raman with XPS and μ-CT to 

evaluate chemical and microstructural influence on oxidation   
The oxidation behaviour observed within the refractory composite at high temperatures 

will be govern by both chemical reaction and diffusion as discussed in previous 

chapters[11,39]. At different stages one process may be more pronounced than the 

other[11,39]. It is therefore important to understand both the chemical and microstructural 

influences that contribute to these processes and assess where Raman can bring value if 

adopted in industry.  

XPS is a highly sensitive technique for surface analysis and is less affected by bulk effect 

observed (as observed in previous section) in Raman[44]. It is especially useful when 

used to study and quantify the bonding hybridisation of carbon (i.e., sp2 sp3)[45]. The sp3 

feature (an indicator of a compound being less graphitised/amorphous) in a Raman 

spectrum that appears for diamond is typically 50 – 100 times smaller than the sp2 

graphite feature[45]. This is due to resonant effects making it difficult to accurately 

determine the correct amounts of sp2 to sp3 ratio when using Raman[45]. XPS therefore 

supplements Raman by providing this ratio using it owns carbon order parameter known 

as the D-parameter[43]. This parameter will be evaluated with respect to the preheated 

industrial SEN samples and Virgin SEN samples.  

The cluster algorithm was used as applied to initially distinguish between carbon regions 

unaffected and regions where, due to the close proximity of aggregates, the signals 

obtained were affected influenced negatively(by aggregates)[24]. The best signal out of 

each map representing a graphite phase (graphite rich region) and resin phase (resin rich 

region) was then used to evaluate their chemical order as function of preheated time.  

The combined (averaged) carbon signal of the entire map that contained all the clusters in 

one sample was also assessed to see if this feature can be as reliable as selecting a single 

cluster from each sample as a comparator between SENs.  

Location tracking the WiTec Raman microscope was used to navigate through sample 

precisely and store location of scans which was quite when learning about the material. 

Multiple scans were initially conducted using the above tool to understand carbon 
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signatures at different regions and the number of clusters that can give the best information 

about the sample’s microstructure.  

 A lateral scan approach was taken in this instance to map samples so that changes to 

surface characteristic can be easily picked up and not skewed by other influences as 

alluded to in previous sections. Scanned regions were carefully selected in the inner part of 

the bulk away from the interface of coating to avoid poor carbon signals.  

In terms of XPS, a surface scan and depth scan were conducted on samples (taken from 

Virgin SEN and preheated SEN) to reveal the chemistry of the carbon that may influence 

their sensitivity to oxidation (see Figure 43). The carbon auger peak was used in this part 

of the study for analysis of carbon features. It was transformed by way of synthetic 

differential to obtain the D-parameter (see Figure 43 c and Figure 43 d) which is relatable 

to sp2/p3 ratio. Pure graphite value for D-parameter with 100% sp2 is documented as  22.5 

by Lascovich[50]. For the less ordered carbons, their values would be less than this number 

due to higher percentage of sp3 [43].  

The mapped scan of the Raman spectra displayed very unique characteristics in terms of 

which features were more visible with respect to preheating. The virgin sample shown in 

Figure 39 (labelled Top), evidenced that the resin phase (labelled A in area colour map) 

was a visibly dominant feature in terms of area covered (in pixels) (refer to brown area 

map  labelled A in Figure 39). Three out of the four clusters (carbon signals with respect to 

their D-peak) in the Virgin SEN sample are thus more influenced by the resin phase much 

more so than the 3-hour preheated (labelled Middle on Figure 39) and 6-hour preheated 

SEN (labelled Bottom on Figure 39). These are also represented by the arrows pointing 

upwards indicating the intensity/concentration of the D-peak (i.e., due to the contribution 

of resin). Their D-peaks intensity if compared across samples is therefore much higher. The 

other contrasting differences in surface characteristics is that graphite phase becomes more 

clearly visible for the 6-hour preheated SEN sample (labelled Bottom on Figure 39). The 

pristine nature of the graphite (i.e., the lowest D peak intensity) can be detected more so 

with this sample when using cluster of least affected cluster rule from previous section 

(labelled LG).  At all levels of heating condition and in each map, the influence of 

aggregates is observable by noisy data, dampened signal or raised background/signal[24].  
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Figure 39. Cluster lateral Map of a virgin (Top), 3-hour preheated (Middle) and 6-hour preheated 
sample (Bottom) showing distribution of carbon and their respective location.The least affect 

cluster in each map be resolved by intensity of D peak and whether data is influenced by aggregate. 
LG represent least graphite rich region, LR represnts least affected resin rich region. A is showing 
an area coverage of a single cluster. Arrow pointing upwards due to higher defect and downwards 

due to lower defect. 
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A 
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Figure 40. Combine (averaged) map of the entire cluster in each SEN sampling showed a clearer 
difference in terms D peaks Intensities. The D-peak decreases from image labelled Top (Virgin 

SEN sample) to Middle (3-hour preheated SEN sample) and then Bottom (6-hour preheated SEN 
sample) which has the lowest D-peak intensity.  

The combined statistical output of the entire mapped area produces an averaged carbon 

signature representing the total change in surface characteristics as depicted in Figure 40. 

There is an obvious change in the order of carbon from virgin to 3-hour and 6-hour 

preheat. The surface becomes seemingly more graphitised/ordered which can be explain by 

the reduction of the resin phase at the surface and the expansion of graphite when 

heated[24,46]. Since there were no obvious signs of oxidation on the scanned region the 

reduction of resin phase can thus be attributed to it pyrolytic degradation as observed by 

Sallah et al., during high temperature Raman scan in inert atmospheres and other studies 

pertaining to the transient change of elastic Young’s modulus upon heating [24,46,47]. 

Additionally, the aggregate or substrate effect is less visible in the 6-hour (bottom image 

Figure 40 ) due to the higher presence of graphite suppressing the effect of fluorescence as 

Top 

Middle 

Bottom 
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previously alluded to in prior chapters [24,133,134]. From the scaling factor on the y-axis 

(CCD counts/cts) of the combined map, it is observable that the middle image appears to 

have least CCD cts (i.e., Intensity). As noted in the previous chapters this effect was due to 

the presence of titania peaks on the spectra whose influence depends on the carbon to 

titania amount present within the scanned region[24,133,134]. To quantify these effects the 

crystallite sizes and ID/IG ratio were determined for the combined map and for those where 

clustering was applied to obtain the least affected graphite and resin phase (seen Figure 

41).   

 

Figure 41. The crystallite size of graphite and ID/IG ratio of virgin, 3-hour preheated, and 6-hour 
preheated SEN sample determine. 
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From Figure 41, It was observed that the combined map and graphite cluster follow a 

similar trend. The crystallite size measured increased as a function pre-heat time. The ID/IG 

ratio decreased as a consequence resulting in better ordering on of the mapped surface 

carbons.  For the resin cluster analysis, the preheated samples had higher crystallite sizes 

and lower ID/IG ratio indicating again, the ordering of surface characteristics. However, 

when comparing between the 3-hour to 6-hour preheated sample, it is more complex since 

their differences in minimal and the influence of aggregate cannot be ignored. The result 

for resin clusters indicates that the 3-hour preheated sample may have a higher crystallite 

size than the 6-hour preheated which is not expected give the overall assessment of the 

trend observed with the combined map analysis.  To understand why there can be such an 

anomaly, the resin carbon signature from their respect maps were assessed. The Raman 

carbon signature of the 6-hour preheated resin cluster (see bottom image in: blue colour 

line) has features of noise with raised background due to the fluorescence effect which is 

not observed with the Resin cluster 3-hour preheated sample (middle image: Brown colour 

line). Therefore, the effect of aggregate in the 6-hour preheated sample causes peak 

broadening resulting in lower crystallite size than the 3-hour sample. This also changes the 

lorentzian fitting parameters of the D and G peak intensity values resulting in slightly 

higher ID/IG ratio[24]. The same broadening effects were also observed in the oxidation 

Raman tracking study of preferential oxidation of binder[24]. 

For further validation and clarity on surface characteristics and the possible carbon 

reactions occurring, an XPS analysis was conducted for both etched and non-etched 

samples. It was observed that the etching samples exposed the graphite features more 

readily and were therefore attributed to graphite. The non-etched sample were used to 

reference to the resin phase (see Figure 42).  By combining and then averaging the values 

of the etched (graphite) and non-etched (resin) samples in each respective category of 

samples: virgin, 3-hour and 6-hour preheated sample, a measurement of D-parameter 

representing the total surface characteristics of was calculated. This similar to having the 

combined map feature as observed with the Raman analysis. In each category of samples 

(virgin, 3-hour and 6-hour preheated sample), the D-parameter of the non-combined 

features (etched/graphite and non-etched/resin) were also assessed separately in 

resemblance to how Raman was used to assess resin phase and graphite phase with respect 

to pre-heat time (see Figure 42).  
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Figure 42. a) The average D-parameter of the combined etched and non-etched sample for virgin, 
3 hour preheated and 6 hour preheated sample, b) Shows the %atomic concentration of the 

averaged combined C1s peak components for virgin (blue), 3-hour preheated (orange) and 6-hour 
(grey) samples, and c) is the binding energy (ev) of the averaged combined C1s peak components 

for virgin (blue), 3-hour preheated (orange) and 6-hour (grey) samples. 

 

Similar to the Raman observation the XPS analysis of the combined D-parameter showed 

the that overall surface characteristics became more graphitised as a function of preheat 

time. In the non-etched sample, it was clear that the resin feature also became more 

graphitised which was not easily detected with Raman due to substrate effects.  

Graphitisation here does not imply that the resin is graphitised as a single entity (i.e., 

improvement in structure), rather this should be understood as the influence of graphite 

becoming more prevalent on the surface as the resin degrades changing the overall 

measure of surface features.   
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Figure 43. a) An xps survey scan of non-etched sample for identification for C1s peak, b) 
Deconvolution fitting of peak components into the C1s carbon peak, c) Carbon auger peak fitting 
and synthetic differential to produce the D parameter from d) graphical representation of the result 

produced from the differential of carbon auger peak (fitting of the component with sp2/sp3 type 
background gives a FWHM equivalent to the D-parameter) 

From the analysis of the etched samples a new insight is uncovered in terms of graphite 

phase behaviour not otherwise observable with Raman. The virgin sample when etched 

produces higher D parameter value close to ~ 20. Contrasting this with the preheated group 

which have values less than the virgin indicating that the graphite chemistry has increased 

in sp3 formation which is possibly through the interfacial reaction of the resin (its trapped 

pyrolytic products) with graphite. The sp3 formation however decreases from the 3-hour to 

6-hour sample which can either be a contribution of the chemical evolution of trapped 

pyrolytic products and/or expansion of graphite exposing the graphite phase region more 

readily than the 3-hour sample. The lower D parameter at the 3-hour sample can therefore 

be used to explain the reason why graphite oxidation was easier to occur with this sample 

than both the virgin and 6-hour pre-heated sample, since the reaction of graphite will occur 

at the surface edges/interfaces as explained by Lu et al., [131] (refer to oxidation results at 

Figure 31). The higher D-parameter of the virgin exposed graphite therefore also proves 

why the reaction at 0.2 conversion and its corresponding temperatures was less likely 

compared to the preheated group (refer to oxidation results at Figure 31). Furthermore, as a 

proposition as to why the 6-hour sample was more resistant to oxidation can also be 
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deduced. When the process of diffusion increases in effect at higher temperatures, the 

thermal expansion of the graphite and alumina causes further reduction in surface area of 

the interfacial site of reaction. The healing or closing of pore is described in detail by 

Werner et al. in carbon bonded refractory pyrolyzed samples during reheating and holding 

time at the pyrolysis temperature[46]. This physical effect (observed from the lower 

Arrhenius constant) and improved chemistry in the interfacial sites is the reason for being 

more resistant to oxidation at higher temperatures. These chemical bonding interfacial 

reactions are seldom investigated if not all in the context of carbon bonded refractories and 

their possible influence in oxidation studies.   

 
Figure 44. CT-scan native measure of Equivalent Diameter of the segmented refractory pores and 
b) Sphericity of pores calculated as reciprocal of the native measure of feretShape3d using avizo 

software. 
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As a final corroboration to support the findings discussed above, μ-CT analysis was 

performed to seek out microstructural influences that could shed more insight into the 

reactivity of these carbons. The refractory was segmented into high density aggregates, low 

density aggregates, combined region (small particles low density that are embedded within 

the carbon matrix), matrix phase 1 (high density) equivalent to graphite, matrix phase 2 

(lower density) equivalent to resin and finally the pores. The pores were then analysed 

using the avizo software to produce measures of average area (3D), average volume (3D), 

average equivalent diameter < 25 μm, average ferret shape (3D) and a sphericity index 

using a reciprocal of the ferret shape (3D) measure (see Figure 44 and Table 8). The 

sphericity index can also be used to arrive at the same conclusion in terms of numbers of 

generated pores, however from this distribution their shape factor is practical the same on 

average. They had the same average sphericity of 0.6 and shape factor of ~1.8.  

 

Table 8. CT-Scan measures of the segmented pores for a virgin sample (0-hour), 3 hour preheated 
SEN and 6 Hour preheated SEN. The main discriminatory measures are the average aread3d and 

average volume 3d which show a decline in with respect to preheat 

Measures 
Preheat Time 

0-Hour 3-Hour 6-Hour 

Average Area3d 425.4 420.9 275.0 

Average Volume3d 959.9 802.4 450.0 

Average EqDiameter (<25) 4.7 4.7 3.8 

Average FeretShape3d 1.8 1.8 1.8 

  

The μ-CT results indicates that the preheated SENs would generate higher number of pores 

than the virgin SEN, when comparing the frequency distribution of pores with respect to 

their equivalent diameter (Figure 44). However, when comparing between the preheated 

SENs, overall, it indicates that the 3-hour SENs had generated greater numbers of pores 

than the 6-hour preheated SEN which indicates declining trend for those within preheating 

regime.  The two main discriminatory measures that support the microstructural evidence 

that give the 6-hour preheated SEN an advantage at higher oxidation temperatures when 

the effect of diffusion is more sensitive are the average area 3d and average volume 3d; 

which are significantly less than both the virgin material and the 3-hour preheated SEN. 
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This therefore supports the proposition that the surface area reduction of the generated 

pores by graphite expansion and alumina at longer preheat time does have an effect. 

Apparent porosity does not always provide a direct indicator of refractory gaseous 

permeability as evidence by authors investigating alkali attack on alumina 

refractories[136,137]. The authors have noted that it is more useful to understand how pore 

sizes at different categories, their structure and volume may contribute to gaseous 

refractory attack[136,137].  

The use of Raman in synergy with XPS and μ-CT has therefore, unveiled reaction 

differences of closely related structures. When structures are closely related it becomes 

challenge to find a suitable measurement parameter when trying to profile their behaviour. 

Obtained quantifiable parameter rather the reliance of interpretation of microstructural 

images would make it easier in future to correlate data from industrial practise with 

material performance. Interfacial reaction (i.e., affecting graphite active site) insight that 

can impact oxidation resistance of refractories and healing pore phenomena highlighted by 

the use of μ-CT discriminatory value, has highlighted the complementarity of these 

techniques with Raman analysis on chemical and structural changes observed. 

Chapter 8-Implications of preheat on thermal Shock profiling of 

carbon-bonded refractory 
This section examines the efficacy of using IET in profiling the thermal shock resistance of 

the Virgin and preheated SEN samples. Further insight will be probed using thermal 

diffusivity measurements from LFA and Raman.   

Major studies have already been conducted in the area of thermal shock of ceramics laying 

the theoretical foundations we know today based on Hassleman’s unified facture 

theory[23]. Monolithic ceramics have been the main focus of thermal shock studies in the 

past century[23]. With regards to composite, their predictability of in-service thermal 

shock still remains a challenge due to complexity of structures[23].  

The investigation is this work therefore does not aim to emulate studies in trying to induce 

shock through cyclic quenching. Rather, the focus is more geared towards the industrial 

evaluation of the SEN’s integrity during preheat treatment and its resistance to thermal 

shock.  The insight obtained should enable better decisioning in terms of preheating 

practise, gathering data (process and material) to support to failure investigation and 

finding suitable quantitative methods to quantify damage observed in service.  
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Both LFA and IET are techniques that have been used to assess the thermal shock 

resistance of refractories in a non-destructive manner, however geometrical implications of 

the samples must be taken into consideration as they serve as inputs for calculation of 

properties[22,23,46]. The elastic Young’s modulus produced from an IET has been used to 

understand implication of oxidation, pyrolytic degradation, and other physical effects[46].  

Its sensitivity to microstructural changes makes it a suitable technique to apply in 

understanding the implications of preheating practises [46].  

Another measurement produced from an IET instrument is the dampening factor[22,23]. 

The dampening or decaying of an acoustic wave signal depends on the amount of fault that 

lies in the material. A high Q factor value indicates that there is more fault (in this case 

cracks of networks cracks) impeding the travelling of the excited waves within the 

material[22]. Although the instrument can produce estimates of dampening from the 

vibrational frequency velocity data, it does not discriminate against bad signal. A range of 

frequencies also occurred during testing which needed averaging to determine the natural 

frequency of vibration of specimen. Some scholars have in the past found using dampening 

measurement incapable of detecting early stages of thermal shock fracture due to the 

measurement tool not being sensitive at all to small cracks with especially if only a few is 

present[23]. Additionally, the width of the frequency velocity curve, which is used to 

calculate dampening, has presented a challenge in relatively brittle materials.  It often 

produces low Q values[23].  

To overcome this challenge a series of test were conducted to find the natural frequencies 

of vibrations from the most frequently occurring, during testing. Using the test data 

corresponding to the determined natural frequency of vibration observed, the velocity plots 

were extracted and pre-processed with a curved fitting data analysis software. The fityk 

software made it possible to hide signals or neighbouring peak that may affect the width of 

the resonance frequency curve and by applying a lorentzian fitting model in each extracted 

peak a more consistent value of dampening Q value was obtained for each run.   

The analysis of the elastic Young’s modulus yielded values of 7.77 ± 0.01, 5.55 ± 0.10, 

5.69 ± 0.02 (GPa) for the virgin, 3-hour preheated, and 6-hour preheated samples 

respectively (as depicted in Figure 45).  The decrease in Young’s modulus has been 

associated with both pyrolysis degradation in the absence of oxidising agents and oxidation 

where oxygen is present, by Werner et al[46]. However, in the examined samples no visible 

oxidation was inferred so the former is taken to be the reason for the decrease. It is also 

understood that heating causes the pore closure mechanism to occur, however cooling 
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causes the detachment of grains with the matrix[46,47]. Therefore, the more heated the 

product, the more the damaging factor to be expected, at least at room temperature.  It is 

therefore clear why the preheated group had a lower elastic Young’s modulus than the 

virgin.  

 
Figure 45 Results of IET test showing Elastic Young’s Modulus (red diamond), Natural frequency 
of vibration (brown -circle), and Dampening factor Q (purple - square) for the virgin 0-hr, 3-hour 

preheated (3-hr) and 6-hour preheated (6-hr) sample. 

The natural expectation therefore is to expect the longer preheated 6-hour sample to have a 

lower Young’s modulus but in fact a slight increase was observed when compared against 

the 3-hour preheated SEN. Extrapolating from Werner et al.’s experiments on the study of 

elastic Young’s modulus of alumina-carbon bonded refractories, this can happen in two 

ways[46]. It is either due to a sintering process at holding temperatures due to the 

expanding alumina grains (only limited by graphite or carbon content) which would 

manifest itself as an increase of elastic modulus at room temperature (if repeatedly heated 

and compared to previous cycle measurement)[46]. In the case where sintering does not 

occur room this phenomenon would be associated with microstructural changes owed to 

the fact that all single material expands in their own ways, and it is expected that the 

material undergoes a healing process with regards to pores and the micro-cracks 

formed[46].   

Another question that may arise as to how this relates with its oxidation resistance, if the 6-

hour preheat is the more damaged sample due to grain and matrix separation at cooling. 

Werner et al., also provides the evidence that the effect of gap closure upon reheating was 

more pronounced in the samples observed with more damage/network cracks than those 
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with lesser damage in their study[46]. The observations noted about oxidation in this study 

is therefore consistent in terms of behavioural interpretation.  

Although the elastic Young’s modulus is a sensitive measure for detecting changes in the 

material, the dampening provides a more contrasting view that helps in examining thermal 

shock resistance of closely related products. When we compare the thermal shock 

resistance of the three sample categories, it is clear that the 3-hour pre-heated sample is far 

more resistant than both the virgin and 6-hour preheated samples (see Figure 45). The 6-

hour pre-heated SEN is the least thermal shock resistant of the samples, having the highest 

Q factor (see Figure 45).  

 
Figure 46. a) Image shows the thermal diffusivity of a refractory SEN sample as function 

temperature, b) show the change in Cp as and c) represents the changes in thermal conductivity all 
as a function of temperature increase for the Virgin SEN sample (0-Hr), 3-hour preheated SEN (3-

Hr) and 6-Hour (6-Hr) preheated SEN sample. 

The thermal diffusivity was also assessed as a profiling technique to see whether there will 

be a difference between the samples observed. The virgin and 6-hour preheated SEN 

samples demonstrated higher thermal diffusivity measurements than that of the 3-hour. 

This should have an effect on cooling time which is an important service parameter (see 

Figure 46). It advised that SENs should not cool below 800 °C during off-gas time, which 

therefore means that the risk of this happening is reduce more with the 3-hour preheated 

SEN[1,2,17,18]. The 6-hour preheated SEN had the highest thermal conductivity evidence 

a) 

(b) (c) 
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to support carbonisation/pyrolysis at longer preheating time improving the surface 

characteristics as observed with Raman, XPS, and LFA observation by Hu et al[138]. 

However, what is more pertinent for future implementation is to understand how each 

thermal shock event in service change the diffusivity profile. What would be the profile for 

a given preheat time that experiences thermal shock in service after spending a specific 

time period in contact with molten steel.  It will be the answers to these question that 

would drive better failure classification in an industrial setting. The collection of preheat 

time data, in service or casting time data and the recovery of SEN that have failed will 

yield more insight, complementing the cyclic thermal quench test often conducted in 

laboratory environments. The diffusivity measurement can also be used to determine the 

type of cracks formed based on dimensional sensitivity of the technique[23].   

An interesting feature was observed for the change in Cp and thermal conductivity. A 

dramatic decrease of measurement was observed at temperatures slightly above 500 °C and 

a recovery stage beginning at ~ 900 °C (see Figure 46). These temperatures coincide well 

with the pore closure phenomenon that is expected with carbon-bonded refractories due to 

thermal expansion mismatch (and its pyrolytic degradation). This insight may also suggest 

that care must be taken when bringing the SEN in contact with molten metal in avoiding 

installation at these temperatures where major changes are occurring. The starting position 

of the pore closure mechanism is known to be dependent on the sample microstructure and 

it can change depending on how the material is treated[46]. It is therefore a useful measure 

to consider if significant changes are imposed on the material unexpectedly.  

Finally, a high temperature Raman analysis of the virgin sample was conducted inside an 

inert environmental chamber, which corroborated the microstructural findings of the pore 

closure mechanism (which was seemingly detected by the laser flash analyser)[24]. The 

analysis for the preheated samples were, however, unsuccessful due to pyrolytic release 

effects and the dramatic change in structure making it difficult to visualise and track the 

same position of interest.  

Cluster analysis approach was used to distinguish between regions of carbon affected by 

aggregate and those that were least impacted[24]. A region dominant in resin and a region 

dominant in graphite phase were both evaluated with respect to temperature and their strain 

states (i.e., the shift in the G peak positions as a function of temperature). Each map was 

divided into three clusters comprising of one region that was the least affected by substrate 

effected (the same principle applied in previous sections)[24].  
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Figure 47. Resin cluster map of the least impacted signal by the substrate effect scanned with high 
temperature modulated Raman spectroscopy. Pyrolysis effect, followed by microstructural changes 

are observed with the decrease in D-peak and increase in 2D-peak exposing the graphite phase. 

The shifting of the G-peak from its original position (1580 cm-1) where no strain is 

imposed to higher values is considered a compressive strain whilst a decrease in value 

from this position is associated with a tensile state in a material[24]. A lorentzian peak 

fitting model was applied to both the G-peak and D-peak from which the calculations were 

derived[24].  

The analysed resin cluster was in a compressive state at 25 °C and upon heating to 200 °C, 

it changed from a compressive state to a tensile state (i.e., from 1587.88 rel.cm-1 to 

1578.06 rel.cm-1)[24]. This in stark contrast to graphite which only changed to a tensile 

state at 400 °C[24].  What was also interesting is that the remaining clusters of the resin 

and graphite that were influenced by the substrate effects all followed a similar trend to 

that of graphite least affected cluster[24]. 

Therefore, the changes from a compressive state to a tensile state for all the clusters point 

to 400 °C as the critical temperature/starting position, if we exclude the isolated resin 

cluster that is least affected by substrate (see Table 9)[24]. These findings therefore affirms 

that the microstructural changes that occur during pore closure phenomena is dominated by 

aggregate and graphite interaction as observed with by Werner et al and Luchini et 

al[24,46,47]. This also validates that Raman is a sensitive technique that may prove useful 

for detecting the starting position of these temperatures and can therefore be used to infer 

temperatures where the SEN should not be installed upon cooling. 
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Table 9. Table of G-Peak shifts peak position in support of the microstructural evolution at high 
temperature. Cluster A: represent clusters least impacted by substrates effect; Cluster B and C are 

clusters affected by substrate effect (graphite and aggregates). 

 

As well as detecting the critical temperature of pore closure within the composite, changes 

in surface characteristic were also observed. The reduction in resin features is indicative of 

pyrolysis taking place[24]. There is a noticeable decrease in the D-peak intensity as a 

function of temperature and an increase in the intensity of the 2D peak. As temperatures 

increases the graphite is exposed more to the surface, as it expands, and this will be 

occurring in combination with the effect of resin pyrolysis (see Figure 47)[24].  

From these observations we can conclude that dampening factor Q, can be a critical 

measure for damage induced and resistance to thermal shock profiling in service. The 

additional use of diffusivity gives insight to best practise but can be further developed as a 

study to determine changes in profile due to thermal shock events based on its stability as a 

measure. Raman also provides a useful measure that is extremely sensitive to both 

Resin Rich Region                                                 Graphite Rich Region  

Cluster 
A 

Temperature 
(°C) 

G-Peak 
(rel.cm-

1) Error 
Cluster 

A 
Temperature 

(°C) 

G-Peak 
(rel.cm-

1) Error 
 25 1587.88 1.11  25 1583.82 0.10 
 200 1578.06 0.90  200 1582.37 0.05 
 400 1575.29 0.62  400 1577.51 0.05 
 800 1567.93 0.65  800 1569.83 0.05 
 1100 1560.99 0.18  1100 1562.53 0.10 

Cluster 
B 

Temperature 
(°C) 

G-Peak 
(rel.cm-

1) Error 
Cluster 

B 
Temperature 

(°C) 

G-Peak 
(rel.cm-

1) Error 
 25 1593.85 0.92  25 1583.49 0.31 
 200 1582.72 0.60  200 1581.72 0.18 
 400 1577.77 0.60  400 1577.99 0.21 
 800 1570.44 0.57  800 1569.67 0.19 
 1100 1563.56 0.36  1100 1563.17 0.26 

Cluster 
C 

Temperature 
(°C) 

G-Peak 
(rel.cm-

1) Error 
Cluster 

C 
Temperature 

(°C) 

G-Peak 
(rel.cm-

1) Error 
 25 1590.18 0.92  25 1584.37 0.14 
 200 1582.21 0.20  200 1582.32 0.10 
 400 1577.29 0.56  400 1577.8 0.08 
 800 1569.18 0.579  800 1569.73 0.06 
 1100 1563.04 0.441  1100 1564.39 0.56 
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microstructural and chemical changes that can be used to support interpretation of 

behaviour or detect critical process induced changes within the observed refractories.  

Conclusive Summary  
This study has laid a foundation on the rapid oxidation kinetic profiling of refractories in a 

unique approach using model-free kinetic methods. Various model free methods have been 

tested to evaluate their effectiveness and the way in which to derive meaning from the 

kinetic parameters they produce. The non-conversion method of Ozawa, which is the 

simplest of the techniques can be used for determining the initial rate at the onset 

temperatures of a reaction for a given arbitrary temperature. A new empirical method was 

derived as an extension of the Friedman kinetic method to predict isothermal data from 

non-isothermal kinetic data successfully. The Vyazovkin method was the most accurate 

method for predicting kinetic behaviour and was therefore utilised with aid of software to 

profile the SENs.   

The use of thermodynamics in conjunction with the isoconversion method in explaining 

oxidation resistance of closely related products in a quantifiable manner was successfully 

demonstrated by associating entropy with the Arrhenius constant kinetic parameter.   

The success in explaining oxidation behaviour and pyrolytic degradation in this study was 

also made possible with the synergy of Raman instrumentation and advanced software 

capability that utilises a clustering algorithm to identify, track, and map microstructural 

features. New insight about substrate effects and signal processing were uncovered to help 

build a trackable relationship between Raman carbon signal and oxidation behaviour. With 

the use of Raman, it was possible to distinguish carbons, track oxidation using ID/IG ratio 

and crystallite sizes, infer pyrolytic degradation of resin, and evaluate the pore closure 

mechanism phenomena. 

The final measurement tools used were XPS, IET, LFA and μ-CT which were all sensitive 

techniques that demonstrated usefulness in providing a comprehensive understanding of 

refractory behaviour in terms of chemistry, thermal shock resistance thermal property and 

microstructural behaviour respectively. The XPS D parameter highlighted interfacial 

chemical reaction changes that can occur between graphite and resin during preheat 

treatment, which can impact the oxidation resistance of the material. Q factor and thermal 

diffusivity gave a good insight as to how each SEN will behave in service in terms of their 

thermal shock resistance and thermal property changes. The μ-CT provided validation of 

the pore healing phenomenon and can be used for future studies to obtain useful 
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discriminatory measures for crack network (refer to appendices). For instance, the 

maximum pore size was observed with the 6-hour preheated SEN which in fact was 

considered the most damaged according to dampening Q factor. The dampening technique 

is more sensitive to larger pores, therefore establishing a rule of thumb that measures the 

critical pore sizes greater than or equal to 100 μm can be a useful examination in future 

studies. 

The findings of this study suggest that the 3-hour preheating regime is more suitable in 

preventing thermal shock incidents than the extended preheated regime of 6 hours. The 

oxidation resistance of the bulk material improves over extended periods of preheating 

time (6-hour). As long as the bulk material is protected by the glass coating the material 

can sustain long preheat treatments with only the risk of a compromised thermal shock 

resistance and faster cooling during off-gas time.   

These profiling techniques can be adopted to give a comprehensive insight on performance 

tracking and failure assessment when couple with process data in future if data analytic 

strategies are adopted. The foundational study also provides a means by which insight can 

be drawn in the absence of process data in way that overcome myriad of sample challenges 

and shorten causality analysis of failure by way of profiling expected characteristic from 

samples.  

Future Recommendations  
Since the profiles observed in some of the techniques used in this study is affected by the 

steel user process, it may be feasible to predict missing process data if it can be correlated. 

The profiling methods can also be used as a mechanism for improving failure classification 

and to distinguish causes of failure originating from material integrity or steel user’s 

process.  However, further work needs to be conducted to benefit from such an approach. 

Process information such as the burner selected, off-gas time, preheat time, casting time 

before failure needs to be measured for a reasonable period for the purpose of gathering 

process data that can influence failure. Therefore, the recovery of failed SENs must also be 

assessed with the same techniques followed by a reference journey of normal case with no 

failure. The latter can be conducted in a laboratory setting and validations can be achieved 

through industrial trials of normal case scenario to verify the profile expected.  The 

combination of process data and profiling techniques will then be used to make a 

judgement on best practice to adopt.  The gathering of data and utilisation of industrial 
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revolution 4.0 technologies can then be applied for better predictive analysis as the 

direction for future research.   

The interaction of coating mix with the base bulk material was not assessed and therefore 

can be a useful area to apply the same techniques. Instead of utilising carbon as a sensor, 

one can use the transportation of silicon into the bulk and its densification on the coating to 

oxidation as an indicator of preheating practise and oxidation.  

Since the dampening is more sensitive to larger pores correlating this with μ-CT pore 

analysis by establishing a rule of thumb that measures critical pore sizes greater than or 

equal to 100 μm as an example can be useful for understanding, profiling, and quantifying 

damages experience on refractories. The use of μ-CT in thermal shock analysis will 

therefore provide a unique opportunity for overcome dimensional and sample challenges 

involving when assess the SEN against techniques such as IET (which may not 

accommodate failure samples taken from the SEN is certain difficult areas to access). 

Finally, these robust yet simple approaches (i.e., Raman and MFK) can be adopted to study 

other areas of refractory research such as inclusion on SEN and the slag crawling 

phenomena. It can be used to create future projects aimed at finding ways to extend the life 

of the SEN or adopt better strategies in practise. 

Industrial Impact  
There is an expected 2 % failure rate with the product. Some products (the type I worked 

on) are expected to be in service for 4 hours after preheat treatment (which varies in time). 

The cost per piece of the product varies depending on the type with the lowest cost at £120 

per product piece.  

Out of these varied products approximately 7000 were purchased/or used from only one 

type during 2018, where failures spiked in an unprecedent manner. From my analysis of 

the plant supplies data, just over 70% of all failures during that year occurred within the 

first hour in service which is not ideal.  

In summary: 1400 out of 7000 of these are expected to fail yearly for only one type of 

product, and if it took 10 minutes to resolve each failure (which is a small estimate 

depending on severity), the total downtime per day amounts to 0.64 hours. The cost of 

downtime for a major company such as my sponsor company can be approximated to be 

9000€/hr (Reference Source No. 172176 sponsor company internal report).  

Eradicating failure within the hour (70%) by adopting the strategies from this study (data 

driven/informed decision and risk strategies) can save approximately £43Million (M) 
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worth of cost due to downtime. This also means less pieces used with saving of £168,000 

(1400 pieces less).  

Additional understanding provided by this study about the influence of the process 

(variable heat treatment times) on the product, means we can start to determine whether or 

not to increase sequence length of casting/or casting time which will also reduce the 

number of products pieces used per day. A mere increase of an hour in casting with the 

product can reduce 20% of the product used per day. An additional benefit is that it will 

also reduce the downtime required to swap over/installation of new product from 0.3 hours 

per day to 0.24 hours per day (approximately 3 minutes for installation). The cost of 

downtime will therefore reduce from about £20M to £16M. 

Aside from the above points a peer-reviewed journal has been published detailing part of  

the method employed to hopefully generate more use cases across steel user’s process. The 

published article can be found as follows: https://doi.org/10.1016/j.cartre.2022.100174; 

  

https://doi.org/10.1016/j.cartre.2022.100174
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Appendices 
 

μ -CT of Large pore-network crack  
 

EqDiameter 
Preheat Time Average >= 100 μm  Max  >= 100 μm  
0-Hr 139.53492 282.514 
3-Hr 138.2726111 357.932 
6-Hr 287.9725 433 

 

Image Segmentation of μ-CT pores  
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Image Segmentation of μ-CT Carbon Matrix 

 

 

Image Segmentation of μ-CT Carbon Matrix and Aggregate  
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Image Segmentation of μ-CT of All regions   
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Dampening Wave, and Frequency Velocity fityk fitted peak    
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Illustration of Lorentzian peak fitting of G and D peak 
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SEM and FTIR Scans for SEN samples 
 

 

A = Aggregate G=Graphite Resin  
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Virgin SEN 
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3 hour Preheated SEN 
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6 hour Preheated SEN 

 

 

 


	Nomenclature
	Chapter 1 Introduction
	Chapter 2- Theoretical Review and Motivation
	2.1 Industrial motivation
	2.2 Submerged Entry Nozzle
	2.2.1 Background and Structure
	2.2.1.1 Continuous casting process
	2.2.1.2 Manufacturing process of SEN
	2.2.1.3 Structural Components of the SEN and their implications
	2.2.1.3.1 Carbonaceous Matrix (Graphite)
	2.2.1.3.2 Protective Coating
	2.2.1.3.3 Z- band/Sleeve
	2.2.1.3.4  Main Aggregate - Alumina
	2.2.1.3.5 Insulation coating


	2.2.2 Pre-heating temperature and time
	2.2.3 Fundamentals of Raman and Model-Free Kinetics
	2.2.6.1 Raman Fundamentals, Limitations, and Carbonaceous Matrix Assessment
	2.2.6.2 Basic of Model-free Kinetics, Thermal Analysis, and Its Association to Classical Kinetics

	2.2.4 Review of the application of Raman spectroscopy for carbon-bonded refractories
	2.2.5 Review on application of Model-Free-Kinetics for carbon-bonded refractories


	Chapter 3- Methodology
	3.1 Model-Free Kinetics Approach
	3.1.1 Fundamental Equations
	3.1.2 Isoconversion Methods
	3.1.3 Non-Conversion Method

	3.2 Materials, Preparation, and Identification
	3.3 Characterisation
	3.3.1 Thermo-kinetic Analysis
	3.3.2 Raman Spectroscopy Analysis
	3.3.3 XPS Analysis
	3.3.4 µ-CT Analysis
	3.3.5 IET Analysis
	3.3.6 LFA Analysis


	Chapter 4- Carbon Oxidation Phase Profiling
	4.1 Assessment of Non-conversion model free via oxidation profiling of Resin phase
	4.2 Isoconversion Analysis of Resin Phase
	4.3 Assessment of isoconversion predictive capabilities and mechanistic association to model-fitting and model-free approaches
	4.3 Isoconversion Analysis of Graphite Phase

	Chapter 5-Influence of preheat on oxidation kinetic profiling
	5.1 Isoconversion Preheat Analysis of Resin Phase
	5.2 Isoconversion Preheat Analysis of Graphite Phase

	Chapter 6-Raman Oxidation Tracking and Assessment of Preheated SENs
	Chapter 7-Synergistic uses of Raman with XPS and μ-CT to evaluate chemical and microstructural influence on oxidation
	Chapter 8-Implications of preheat on thermal Shock profiling of carbon-bonded refractory
	Conclusive Summary
	Future Recommendations
	Industrial Impact
	References
	Appendices
	μ -CT of Large pore-network crack
	Image Segmentation of μ-CT pores
	Image Segmentation of μ-CT Carbon Matrix
	Image Segmentation of μ-CT Carbon Matrix and Aggregate
	Image Segmentation of μ-CT of All regions
	Dampening Wave, and Frequency Velocity fityk fitted peak
	Illustration of Lorentzian peak fitting of G and D peak
	SEM and FTIR Scans for SEN samples




