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This chapter explores the role of time in logic, from ancient history 
to modern computing. It provides an outline and primer on the de-
velopment of tense logic, and explores how these ideas found their 
way into computer science. The chapter examines how certain philo-
sophical problems in this space saw new light as technical questions, 
and explores the role of logic in computer science. 
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1 Introduction 

The consideration of time in logic is both ancient and thoroughly modern. From Greek 
philosophy to computer science, investigation into tensed logical statements showed 
they increase the expressiveness of a logic and its connection with the real world, but 
also its complexity. While the classic Aristotelian view was that a statement could 
change its truth value with time, this became theologically concerning when examining 
statements about determinism and the omniscience of God. Debate on the logic of 
time saw detailed and thorough treatment only in the 1950s when A. N. Prior devel-
oped ‘tense logic’, a form of modal logic1 in which notions of time and contingency are 
expressed as modalities. Although Prior saw an immediate application to computing, 
the ideas broke into this field only in the 1970s, and via alternate means. 

 

1 This branch of logic concerns predicates which express possibility or certainty, typically 
through ‘possibly’ and ‘necessarily’ operators. Such logics are often evaluated by means of a 
‘possible world’ semantics which allows the linking of modal propositions. Neither the logic 
itself nor its history is discussed in detail here; the interest reader is referred to Hughes and 
Cresswell (1968) as a standard reference or Goldblatt (2006) for its history. 



In the late 1960s Manna was working on systems for proving termination of programs. 
Burstall took some of Manna’s ideas and gave them a different notation in a 1974 pa-
per—and made the connection to modal and temporal operators. Meanwhile, Pnueli, 
who had worked alongside Manna and Francez on cyclical programs, took Burstall’s 
ideas and applied them to concurrent behaviour, naming this ‘The temporal logic of 
programs’. Concurrent systems are those in which different components act simulta-
neously while sharing certain resources; they are mandated by the presence of hard-
ware which operates at different speeds, and concurrent behaviour may be deliber-
ately introduced into programs for performance benefits or to model real-world paral-
lel systems. Handling the behaviour of such programs has been recognised as a 
difficult task since at least the 1950s,2 and the 70s saw the emergence of various theo-
retical frameworks—of which temporal logic is one—for modelling and reasoning 
about concurrent behaviour. 

The case of temporal logic demonstrates an example of ancient ideas considered 
purely philosophical ending up with serious practical applications. One interesting 
facet of this is the rediscovery of many old problems in new contexts. Computer scien-
tists working with temporal logic came against and argued about issues such as 
whether time should be considered branching or linear; the interpretation of future 
tensed propositions in the present; and the creation of appropriate models for logical 
systems. In most cases, these computer scientists considered these problems entirely 
unaware of the history behind them. 

This chapter explores the ‘logic’ background of temporal logic and investigates how the 
ideas came into computing. It considers the early field of temporal logic and shows ex-
amples of old arguments recurring in new contexts. It begins with a brief overview of 
some pre-modern views of logic in time, before considering some areas of particular 
interest that re-emerge in the computing era. Prior’s tense logic is introduced, and 
then the routes by which these ideas made their way into computer science literature 
is examined. Temporal logic for concurrency is then discussed and the earlier prob-
lems are reintroduced; the chapter concludes by considering what this story says 
about the role of logic in computer science. The case is made that temporal logic, like 
much of theoretical computer science, sits neither in logic or mathematics, nor within 
the practical toolset of the everyday programmer, but somewhere else entirely. 

A large part of the material in this chapter on the pre-computing era draws from the 
analysis by Øhrstrøm and Hasle (2007) who provide both contextually accurate and 

 

2 The major challenge is preventing harmful interference which can arise when different 
concurrent agents access a resource simultaneously. See Astarte (2023) for discussion of 
the historical emergence of this problem and some of the ways to address it. 



modern rephrasing of historical logic systems. A final note on terminology: in this 
chapter, ‘tense logic’ is taken to refer to the logic of Prior and others, working outside a 
computing context; ‘temporal logic’ will denote such logic ideas applied to computing. 

2 Old problems, old logics 

An early problem, discussed in the work of Aristotle, was how to cope with the in-
herent unknowability of the future (Øhrstrøm and Hasle 2007, §1.1). In On Interpreta-
tion (Chapter IX), the example is presented of potential fight happening at sea to-
morrow. We use 𝐹𝐹𝐹𝐹 to denote the statement “There will be a sea-fight tomorrow”, for 
reasons which will become apparent later. The question is: how can the truth of 𝐹𝐹𝐹𝐹 be 
interpreted today? 

If there are two potential outcomes which are opposite—a fight, or no fight—and nei-
ther of these is contingent on anything today, but that everything which happens (i.e., 
every true statement) is necessitated; then there is no way to determine right now 
whether 𝐹𝐹𝐹𝐹 or its negation is true. Aristotle recognised the modality of this situation: 
if tomorrow there is indeed a fight, making 𝐹𝐹𝐹𝐹 true yesterday, did that make it also 
necessary? And if tomorrow there is no fight, was 𝐹𝐹𝐹𝐹 not possible yesterday? Aristo-
tle’s perspective was that the past and present are deterministic, but the future is not. 
All true statements about the past and present are necessary, but true statements 
about the future might only be possible. This, however, created a disquieting asym-
metry between past and future. 

One way to interpret Aristotle’s position was reasoned out by Richard of Lavenham (c. 
1380) starting with the idea that it might simply be impossible to interpret statements 
like 𝐹𝐹𝐹𝐹 (Øhrstrøm 1983). To many religious logicians, like Lavenham, this was problem-
atic due to God’s omniscience; and the future being deterministic was equally unap-
pealing. Lavenham’s solution was to reject the necessity of the past. An alternative ap-
proach, favoured by Jan Łukasiewicz (1873–1956), was to reject the law of the excluded 
middle, and introduce a third truth value, ‘undetermined’, which could be the result of 
evaluating statements like 𝐹𝐹𝐹𝐹 (Øhrstrøm and Hasle 2020). 

More relevant for the current chapter, another interpretation of Aristotle was put for-
ward by William of Ockham, and later Peirce, which allowed both the excluded mid-
dle for future propositions, and non-determinism of the future. These were reasoned 
out into full modern logical systems by Prior (1967). The idea was to reject the classical 
view of time as a single line. 

The alternative was to view the future as branching out from the present like a tree, 
in a series of different possibilities. A simple illustration of the sea-fight branch can be 



seen in Figure 1. The present can even be considered as one of a set of potential pre-
sents along various parallel lines of time, no longer accessible due to previous forks. As 
time progresses, one of the possible futures becomes the present, and then the past, 
leaving an asymmetric tree with the past as a line. 

 [Fig. 1] Aristotle’s sea fight example  
 

Using this branched notion of time allowed Prior to develop a few ways to address 
the knowability of future events. One is that all future paths are true until they reach 
the present and are evaluated; though Prior didn’t care for that one; after Ockham, the 
most religiously satisfying view is that only one future is true but is as yet unknowable 
to mere humans; finally, after Peirce, another interpretation of future propositions is 
that they are true only when true in all possible futures. Branching approaches like 
these, especially the second, allowed logicians to solve the omniscience problem: while 
to a human the various potential paths might be unknown and therefore subject to 
free will, God is able to identify which future is the real one. 

Prior’s contributions to the logic of time are not confined to the branching structure 
thereof; the next section examines his work and sources of inspiration. 

3 Prior & before 

Arthur Norman Prior (1916–1969) was born in New Zealand and brought up a devout 
Christian, even intending to follow a career as a Presbyterian minister while he stud-
ied philosophy at the University of Otago (Copeland 2020). Prior’s early interests lay 
in ethical philosophy, and the relationship between free will and omniscience. He was 
introduced to logic by one of his tutors, John Findlay. Prior favoured realism over ideal-
ism and was opposed to purely formal logic in philosophy, writing that logic was use-
less unless it helps describe the world (Jakobsen 2020). After a little work on ethical 
logic, Prior became interested in the history of logic. Likely inspired by Findlay, who 
had sketched some propositions for a calculus of time, Prior began to study, among 
others, Peirce, Łukasziewicz, and Boole. 

Boole had written about time in the context of probability, assigning ‘simple’ proposi-
tions a numerical value between 0 and 1, combining them with algebraic laws to create 
more complex events (Øhrstrøm and Hasle 2007, §2.1). However, he introduced an in-
teresting “surreptitious” shift in which these values represented not the probability of 
the events occurring, but rather the truth of statements that those events occurred 
(Durand-Richard 2023). This allowed him to sidestep the philosophically-challenging 
problem of ascertaining the true independence of events. Prior shared Boole’s belief in 



the importance of finding a role for time in symbolic algebra, though he felt Boole’s 
logic, lacking specific operators for tensed statements, was insufficiently rich (Prior 
1957, Appx. A). 

Like the mediaeval scholars he had studied, Prior believed that since human speech 
naturally contains many tensed statements, any system of logic which purports to de-
scribe the world as experienced by humans must be equally rich in its ability to ex-
press temporal notions. Critically, Prior held that sentences like ‘Socrates is sitting’ 
must be viewed as complete without needing extra components such as ‘at time 𝑡𝑡 ’ 
to become interpretable (Øhrstrøm and Hasle 2007, §2.5). 

Prior’s approach here came from his historical knowledge, especially Peirce and 
Łukasiewicz. Peirce too had studied mediaeval logic and used concepts from this in 
his semiotics, though he believed that the early 20th Century was not the right time 
to bring temporal aspects back into logic (ibid., §2.2). Peirce related modality with time 
by connecting ‘actuality’ with the past and present, and ‘possibility’ and ‘necessity’ with 
the future, which enabled his view of the future as a set of branching possibilities, and 
his proposal for rationalising the apparently competing doctrines of human conscious-
ness, omniscience, and determinism. 

LŁukasiewicz’s work in the 1920s and 30s had established a new ‘Polish’ school of logic, 
cementing the logical paradigm in which Prior later worked. One relevant facet of 
that approach was the translation of historical logical systems into symbolic ones, 
thereby allowing their properties to be analysed alongside modern logic. Just as Prior 
would, Łukasiewicz used concepts from ancient and mediaeval logic in his original 
work (Simons 2021). This was present in his interpretation of Aristotle as describing a 
contingent future view which rejected bivalence in favour of a third, ‘possible’, truth 
value. Though Prior did not himself favour trivalence, he was full of praise for 
Łukasiewicz in many other ways, and made extensive use of his Polish notation.3 

Armed with this inspiration, Prior developed a number of systems he called ‘tense 
logic’ based on the ordering of events in time. He took the universe of possible worlds 
from modal logic into the temporal domain as instants in time; and the accessibility re-
lation between these instants became sequentiality. In this context, the modal ‘neces-
sity’ operator because a temporal ‘always’, and ‘possibility’ became ‘at some point’. 
Prior presented his work in the John Locke series of lectures in Oxford 1955–6, and 
published a book the next year (Prior 1957). By 1967, the ideas had caused 

 

3 This concise system for writing propositions uses only the Roman alphabet but is deeply 
expressive and has the benefit of unambiguous order of interpretation without requiring 
brackets. For more on the way this writing tool shaped logic, see Dunning (2020). 



significant waves in the logic community (Copeland 2020) and Prior had written a se-
quel, in which he presented a variety of logical systems and their subsequent proper-
ties (Prior 1967). 

In the present chapter we will consider the basic aspects of Prior’s tense logic and 
some specific points, rather than attempting to cover every single system.4 Tensed 
statements are expressed as logical propositions combining untensed terms, usually 
lowercase Roman letters, with uppercase Roman letter operators capturing the tense. 𝑃𝑃 
and 𝐹𝐹 indicate that something happened at some point in the past or future (respec-
tively) and are outlined in Figure 2.a. 𝐻𝐻 and 𝐺𝐺 capture events that have happened, or 
are going to happen, continuously; they are presented in Figure 2.b. These statements 
are interpreted with reference to a privileged instant which is ‘now’. 

 [Fig. 2] (2.a) Expressing tensed notions with indeterminate operators, (2.b) Determinate tense logic opera-
tors 

This system also does not allow the expression of duration. In order to study this, we 
first need to examine another critical problem in the logic of time: the basic units of 
the logical system. 

Though Prior (1967) discussed this idea in some depth, examining the consequences 
of various choices, it has a longer pedigree, much like the question of linear or 
branching time. As far back as Aristotle, again, the question arose of whether to con-
sider time as a dynamic continuum, or a series of static instants. It was given a partic-
ularly thorough examination in the work of John McTaggart Ellis McTaggart,5 who used 
this in his provocative argument for the unreality of time (McTaggart 1908). 

McTaggart classified logical systems about time into two types: A and B. The A-theory 
view of time is that presented above; it is the logic of tenses and is operator-first, 
with statements made relative to a privileged ‘now’. Operators are defined axiomati-
cally (e.g., 𝐺𝐺𝐺𝐺 ≝ ¬𝐹𝐹 ¬𝑝𝑝) and they are able to translate temporal statements lacking 
measurements into a formal setting. See Figure 3.a for definitions. 

By contrast, B-theory systems start by defining the notion of a comparable instant. 
Logical propositions are associated with instants using an operator which lets us 
judge the truth of a proposition at a given instant. B-theory relies on concepts of simul-
taneity, before, and after as its main notions; critically, it does not afford privilege to 

 

4 The interested reader is referred to Øhrstrøm and Hasle (2007) for extensive discussions 
and many fine points. 

5 The unusual duplicity in his name is due to being named ‘John McTaggart Ellis’ at birth, after 
his great uncle John McTaggart.  When that latter died, he left his estate to the Ellis family on 
the condition that they changed their family name to McTaggart. They complied by adding it 
to the end of every family member’s name (McDaniel 2020). 



any particular instant, not even ‘now’. The same temporal operators can be defined as 
in A-theory, but are now given in relation to the series of instants. Definitions, following 
Prior (1967) and Øhrstrøm and Hasle (2007), are given in Figure 3.b. 

Operators from A-theory can be defined with relation to the time series of B-theory, as 
seen in Figure 3.b. Øhrstrøm and Hasle (2007, §3.2) detail an argument that B-theory 
should be seen as the ‘basic’ system, with the premise that B-theory concepts cannot 
be expressed in A-theory since it has no way to express the ordering of events. That 
the B-theory is seen as the standard is reflected in its primacy in the Stanford Encyclo-
pedia of Philosophy entry on temporal logic (Goranko and Rumberg 2022). However, 
Prior was opposed to that view, in part motivated by his own realist philosophy which 
privileged human-intuitive models, including (in his view) A-theory. Øhrstrøm and 
Hasle (2007, §3.2) agree, and provide a mechanism through which A- and B-theory con-
cepts can be freely inter-translated. 

It is notable that many modern logics were developed by people familiar with complex 
mathematics (e.g. Russell, Kripke, Scott). By contrast, Prior did not train in maths until later 
in life, and tense logic was developed in an almost purely philosophical setting. This cre-
ated an emphasis, at least initially, on using tense logic for conceptual investigations, 
hence the strong connection with statements in natural language. Tense logic did, how-
ever, still attract the intellectual cachet of formalism, though its form differed: A-theory 
lent itself to an axiomatic presentation and B-theory to a semantic model (ibid., §2.8). This 
is how they are presented in Figures 3.a and 3.b. 

[Fig. 3] (3.a) Prior’s A system of tense logic, (3.b) Prior’s B system of tense logic. 

The distinction is relevant for the application of tense logic to computing, for which 
the potential utility of discrete-time B-systems was recognised by Prior (1967, 67). He 
wrote they “are applicable in limited fields of discourse in which we are concerned 
only with what happens next in a sequence of discrete states, e.g. in the working of a 
digital computer.” Despite this observation in 1967, the impact of tense logic on com-
puting did not come until well into the next decade. This history is traced in the next 
section. 

4 Time, for computers 

One early glimpse of a logic of time in a computing setting came from McCarthy and 
Hayes (1969), writing a review of ideas from philosophy that could be exploited for 
their AI work at Stanford. The authors propose a ‘fluent’ function which allows state-
ments such as ‘given one situation, a certain other will eventually result’. The authors ex-
plicitly made the connection between this situation calculus and Prior’s tense logic, 



presenting inter-translation of the relevant operators. They also propose a ‘formal liter-
ature’ which is “like a formal language with a history: we imagine that up to a certain 
time a certain sequence of sentences have been said. The literature then determines 
what sentences may be said next” (ibid., 32). As well as an interesting anticipation of 
2010s natural language processing AI, this notion has a reflection in later models of 
temporal logic which use sequences of (abstract) computer states as models for his-
tory, and which determine the future properties of the system or its allowable actions. 

While this paper shows glimpses of how the ideas of tense logic could be used in com-
puting, it seems to have made little impact on the early development of temporal logic 
in computer science. This could be because of its focus on the AI domain, quite 
different to the applications for which early temporal logic work were developed. (It 
has a large number of citations in AI literature). Instead, the line of work taking tense 
logic to concurrency goes via another Stanford connection, the work of Zohar Manna 
on termination. 

The task of verifying the correctness of programs is difficult and has a long history 
(Jones 2003). An early proponent was Bob Floyd (1967), who drew flowcharts of pro-
grams with logical assertions expressing properties at particular points. Floyd then 
conducted semi-formal proofs using axioms about the program behaviour and input 
to trace through its intended execution, demonstrating that particular conditions 
about the program output would be true. In this way, Floyd, and others who followed 
in his style such as Hoare (1969) argued that a program could be verified correct.6 

However, should there be some error in program or input that prevents it terminating 
(for example, a loop which is supposed to count down to a target value instead counts 
upward indefinitely), the program’s correctness cannot be shown. Since most programs 
in the 1960s were ‘functional’ (i.e., intended to produce an answer), proving termina-
tion was a desirable feature. Due to the halting problem (Davis 1965), an algorithm to 
automatically determine whether an arbitrary program terminates is impossible; but 
for some programs it is possible to construct a proof of termination. Floyd used his 
annotations to show that every step of the program decreased some quantity towards 
a limit (e.g., a loop counter decrementing to zero). The inherent future tense in the 
question “Will this program terminate?” provides a hint to why this line of work even-
tually involved tense logic. 

 

6 Later proponents of program verification would come to talk (more precisely) about a 
program ‘meeting its specification’ and detractors argued about the applicability of proofs 
made about abstract representations to the physical working of programs—but these 
concerns are out of scope for the current chapter and the interested reader is directed to 
MacKenzie (2001, Ch. 6). 



We see in the work of Floyd and Hoare some early attempts to bring programs into the 
domain of mathematical proofs. There is yet to be any explicit connection with logic 
(though later Hoare’s work would be termed ‘Hoare logic’) and neither author pro-
vides citations to literature outside the computing field. Instead we can observe that 
their use of logico-mathematical constructs like propositions and predicates assumes 
the audience has familiarity with these concepts already. From the framing, the au-
thors position themselves within the tradition of formal semantics for programming 
languages, one of the earliest academic spheres of theoretical computer science (As-
tarte 2022). By the late 1960s, the precedent for these approaches was well-estab-
lished, though much-criticised; indeed, this new strand of program verification was in 
some respects an answer to the difficulties of formal semantics (ibid.). The application 
of techniques explicitly influenced by logic is yet to appear, and, as we will see, was 
largely reinvented. 

The thread begins properly with Floyd’s student Zohar Manna (1939–2018), who stud-
ied mathematics at the Technion in Haifa, Israel, before embarking on a PhD at Carnegie 
Mellon. His dissertation ‘Termination of algorithms’ (Manna 1968) took Floyd’s ideas fur-
ther and included significantly more logical weight. The idea was to translate an algo-
rithm (an already abstract representation of a program’s functionality, not dissimilar to 
Floyd’s flowcharts although less pictorial) into a series of statements of first-order 
predicate calculus. Through a careful manipulation of these predicates, now in the 
space of logic, a particular statement could be formulated, the (logical) satisfiability of 
which would indicate the termination of the original algorithm.7 Through a series of 
papers, Manna (1969a, 1969b) showed that the translation into logical predicates could 
be achieved for more concrete programs. This decision to move away from merely 
adding logical statements to programs (as Floyd had done) and instead to translate 
wholesale into predicate calculus represented a new way of thinking about programs in 
a logical way: forefronting the logic as the space for reasoning. 

Manna (1970) next became interested in non-deterministic programs—those which, 
rather than being functional, have a number of equally correct possible terminations. 
This work led ultimately towards his collaboration with another Stanford postdoc, Ed 
Ashcroft (Ashcroft and Manna 1971), which addressed (inherently non-deterministic) 
concurrent programs. However, this approach to concurrency was ultimately discarded 
by Manna and did not inform his further work; for more on this, see Jones (2023). 

 

7 Satisfiability is a property of formulas in mathematical logic; a formula is satisfiable iff there 
exists an value for each of its variables which results in the overall formula being true. For 
example, i < 0 is satisfiable when i can range over the integers, but not when i is confined to 
the natural numbers. 



Instead, Manna (and Pnueli) came to favour a modal-logic based approach, which 
appeared a paper by Rod Burstall (1974). Burstall had encountered Manna’s ap-
proach to program correctness, but found his wholesale translation into predicate cal-
culus overly complicated for problems which Burstall felt were relatively simple. In-
stead, he favoured a more informal proof of program correctness and termination 
achieved by ‘stepping through’ a pen-and-paper simulation of a program’s execution. 
This proof was built using predicate assertions attached to points in the program. 

The key distinction came from Burstall using two kinds of assertion attachment. In 
the standard Floyd approach, as used by Manna, an assertion must always be true 
every time the control flow reaches that point in the program. Burstall, however, intro-
duced another kind of assertion which stated that execution of the program would 
eventually reach that point with a particular assertion true (ibid., 308). To illustrate 
the distinction, a typical Floydian assertion within a loop whose termination criterion 
is 𝑖𝑖 >  𝑛𝑛 might state 𝑖𝑖 ≤  𝑛𝑛; whereas Burstall’s assertion would state 𝑖𝑖 >  𝑛𝑛. The distinc-
tion might seem rather trivial at this point, and, indeed, Burstall shows that there is not 
much expressive difference in his approach and Floyd’s, since in functional programs 
one would expect control to pass through every point in a (well-written, terminating) 
program. Instead, some proofs come out easier with Floyd’s and some with Bur-
stall’s. The real value would come later, with an application to non-deterministic and 
concurrent programs, where the multiple valid outcomes meant that control would not 
be guaranteed to flow through a whole program. 

Burstall made the important observation in the paper’s conclusion that what he 
wrote represented a simple form of modal logic. His ‘eventually’ notion was like the 
modal possibility operator and a standard Floyd-like assertion was like the necessity 
operator. The possible world semantics of modal logic establishes an interpretation for 
modal statements: a proposition of the form ‘possibly 𝑝𝑝’ is true if a world in which p 
is true is somehow accessible from the actual world. Burstall’s formulation used “pos-
sible states” and their accessibility was shown through the path of program execu-
tion. Clearly Burstall was deeply familiar with logic literature since he could pre-
cisely state to which system of Hughes and Cresswell (1968) this corresponded (S5)—
however, despite his accessibility notion connecting states of computation through 
time, he did not make the connection to Prior’s tense logic. The fact that this section 
comes at the conclusion, and is not used as a motivator throughout the text, sug-
gests that Burstall did not consider this the major contribution of his work—perhaps 
seeing it instead as something of a curiosity rather than a significant tool for the pro-
grammer to use. 



Burstall’s ideas got back to Manna, and provided the inspiration for a new direction in 
his work, reported on in a joint paper with Waldinger (1976). Now the concept of tem-
porality appears at last in a computer science context, with the title reading ‘Is “some-
time” sometimes better than “always”? Intermittent assertions in proving program cor-
rectness’. Despite this there are no references to the logic literature—the authors do 
not follow Burstall’s lead. Instead the paper is situated firmly in the program correct-
ness paradigm. ‘Intermittent assertions’, which term was coined in this paper as a way 
to describe Burstall’s idea, and opposed to the Floyd-style assertions which they 
called ‘invariant’, are used for proving the correctness and termination of programs in 
a single proof. This is seen as the major reason to prefer intermittent assertions, though 
the authors do note in the conclusion that while termination is an interesting prop-
erty, many useful classes of program do not terminate, and for those, intermittent asser-
tions might also turn out to be appropriate. This line of work was followed by another 
Israeli, Amir Pnueli. 

Pnueli (1941–2009), according to his longtime collaborator Harel (2010), was a quiet and 
gentle man, generous; his habit of running late with work did not prevent his contribu-
tions being recognised for the 1996 Turing Award (Zuck 2019). Pnueli’s had a back-
ground working on applied mathematics before moving to Stanford as a postdoc in 
1967 (ibid.). There, he worked with Manna and knew his early ideas; their work together 
concerned moving problems from computing and programming into first order predi-
cate logic, but there was yet to be any sign of modal or tense logic. 

By the mid-1970s, Pnueli had returned to Israel, setting up a new computer science 
department at Tel Aviv University, where he became interested in non-terminating and 
cyclic programs, such as operating systems and—critically—concurrent programs 
(Francez and Pnueli 1978). Viewing such programs as functional transformations of 
input into output, worked rather poorly. Pnueli did not wish to give up on logic, but 
came to believe that a dynamic approach was needed. He expressed this in a speech 
in 2000, after receiving the Israel Prize (quoted in Zuck 2019): 

In mathematics, logic is static. It deals with connections among entities that exist in 
the same time frame. When one designs a dynamic computer system that has to 
react to ever changing conditions, ... one cannot design the system based on a 
static view. It is necessary to characterize and describe dynamic behaviors that 
connect entities, events, and reactions at different time points. Temporal Logic deals 
therefore with a dynamic view of the world that evolves over time. 

The early work of Francez and Pnueli did not yet use the language of temporality; nor 
did they cite Manna and Waldinger (1976), suggesting their work happened some-
what independently. Francez and Pnueli analysed the ongoing behaviour of a program 



as its key property, and wanted to formalise how a program reacted appropriately to 
stimuli. This lent itself to statements of the form ‘if input 𝑥𝑥 happens, then at some point 
the program will do 𝑦𝑦 in response’. By introducing an explicit time variable to proposi-
tions about their computational statements, these inherently temporal statements 
could be expressed. Over these discrete time, ordered, sequences of states, an oper-
ator 𝐸𝐸𝐸𝐸 [eventually] was used. This is a clear example of a B-theory system of tense 
logic, though it was reinvented in this paper. While Pnueli and Francez knew of Bur-
stall’s work and followed a similar strategy for their proofs, they did not take up on 
his suggestion for using modal logic. 

One computer scientist who did present his work with a strong grounding in logic 
was Fred Kröger, who was working at Technische Universität München in the mid-
1970s. Inspired by Burstall, but unaware of Manna and Pnueli, his program logic is 
likely the earliest example of tense logic in computing. Kröger (1975) argued that since 
algorithms are dynamic, a logical system is needed to cope with propositions that be-
come true or false over time. Kröger introduced a language for program logic that had 
specialised operators to represent specific program components such as branching and 
looping, which he formalised using Kripke semantics, a standard method for modal 
logic. 

A few years later, Kröger (1978) became aware of Manna and Waldinger (1976) and 
showed how their approach connected to the literature of logic. Here, he presented a 
complete logical system with operators 𝑛𝑛𝑛𝑛𝑛𝑛 and 𝑠𝑠𝑠𝑠𝑠𝑠. While we have seen the latter, 
an 𝐹𝐹 equivalent, emerge many times (and implicitly seen 𝐺𝐺 appear in the guise of Floyd-
style invariant assertions), this is the first discussion of a ‘next’ operator in computing. 
Not typically included in Prior’s tense logic, a chapter on ‘Non-standard Logics’ in his 
later book considered this operator (Prior 1967, § IV.3). This operator, which Prior 
called 𝑇𝑇 (for ‘tomorrow’, and its complement Y for ‘yesterday’), was due to Dana Scott, 
who had some widely-cited work in this area that was never published (Copeland 
2020). Only applicable to discrete-time systems, this operator indicates a particular 
proposition should hold in the state directly succeeding the one in which the term is 
evaluated. 

In response to Kröger’s presentation, Pnueli mentioned that he was working on a sim-
ilar system for concurrency and non-determinism using only the ‘sometimes’ and ‘always’ 
modalities. In the years since his paper with Francez, Pnueli had encountered these 
modal notions. While on sabbatical at the University of Pennsylvania, Pnueli was work-
ing on problems stemming from his partnership with Manna, according to Øhrstrøm 
and Hasle (2007, 344) who had personal communication with Pnueli. At Penn, Saul 
Gorn showed Pnueli Logic of Commands (Rescher 1966), which was not directly useful, 



but provided a reference to a book by Rescher and Urquart (1971) called Temporal 
Logic which did inform his work. Pnueli said this was “late 1975 or early 1976”; given 
that it was not mentioned in the paper with Francez, later seems more likely.  With 
this material in hand, Amir Pnueli (1977) was able to make a proper link to the logi-
cal literature. Here, he synthesised ideas from Burstall, Manna, and Kröger with some 
firm modal logic, calling the result ‘temporal logic’—noting also that McCarthy and 
Hayes (1969) had made some suggestions along these lines. Intermittent assertions 
could now be formalised using ‘temporal reasoning’ and applied to concurrency. In a 
later publication expanding the idea (Pnueli 1979) uses a state sequence semantics 
and includes a Kröger style ‘next’ operator 𝑋𝑋 alongside 𝐹𝐹 and 𝐺𝐺 , now explicitly invoking 
the connection with Prior. 

Here we can see a new phase in the application of logic to computing. While Burstall, 
Manna, and Pnueli (and their collaborators) had taken ideas here and there from logic, 
much of their work in the 1970s created new ways of thinking about programming 
largely ignorant of the related literature in logic. By the end of the decade, the links 
were discovered, and a new basis for the computing logics could be presented, as part 
of a distinguished lineage. In contrast, Kröger explicitly evoked much of the logic canon 
in his work, but perhaps because of its lack of immediate connection to the program 
proving paradigm, it was somewhat overlooked—though all the same components were 
present as in Pnueli’s paper a few years later, it is Pnueli that received the Turing 
Award. This will be discussed further in the current chapter’s conclusion, but first, let 
us example the manner in which Pnueli’s temporal logic was presented with its new 
logic grounding. 

5  Temporal logic canon 

By 1980, Manna held positions at both Weizmann and Stanford and Pnueli was at Weiz-
mann; the two build a network of researchers into temporal logic located around Israel. 
Many of these can be seen as collaborators during this time and in the acknowledge-
ments of a series of joint works by Manna and Pnueli (1981a, 1981b, 1982, 1983). These 
papers lay out a canonical form for temporal logic, specifically positioned as a method 
for abstract reasoning about, and verification of, concurrent programs. 

By now, Manna and Pnueli had become versed in modal and temporal logic, and reinter-
pret their previous work in this grounding—making reference to Prior (1967) and 
Rescher and Urquart (1971). Indeed they build their own logical system by presenting 
modal logic as a well-known natural starting point. They provide the justification for 
employing modal logic as a basis for temporal logic by explaining that it fixes one varia-
ble and allows variation over others. While standard predicates and quantifiers allow 



expression of properties of a particular program state, temporal operators indicate rela-
tionships between states. Using modal logic is not wholly necessary for a temporal 
logic system, since Pnueli had already shown that time could simply appear as a pa-
rameter in predicate logic system; but by making time the major variable its importance 
as the factor linking states is more clearly emphasised. 

[Fig. 4]  Temporal operators defined in Manna/Pnueli style 

The logic system uses a discrete sequence of ordered states and operators are de-
rived from this—in other words, a B-system. The technical details are represented in 
Figure 4; note the use of pictorial operators borrowed from modal logic rather than the 
uppercase letters Prior used. The system explicitly includes an axiom (no. 39) of ‘for-
wards linearity’: there is no branching future here. 

Having built a temporal logic system which is so far entirely abstract—applicable to any 
kind of tensed statement about events—Manna and Pnueli work in the parts specific 
to programs. By deriving axioms from particular programs and adding them to the 
overall temporal logic, expressions of properties of those programs can be made. The 
proof principles and decision procedure of the logical system can then be used in order 
to prove them. Various proof strategies are presented, which build on the intermittent 
assertions approach of Manna and Waldinger (1978) as well as Manna’s early work on 
termination. Pnueli and Manna provide an intriguing advantage for using this latter sys-
tem: less temporal reasoning is required. The implication here is that the additional 
complexity of reasoning using the logical system might be off-putting to potential users. 

The presentation of temporal logic in this series of papers, which forms the basis of text-
books written by Kröger (1987) and later Manna and Pnueli themselves (1992), paints a 
different picture to that which is outlined in the current chapter. This temporal logic sys-
tem which was built up a variety of authors over a series of years started with systems 
that worked very closely with programs—and which might conceivably form part of 
an advanced programmer’s workflow—is presented here firmly as a variety of the 
well-established modal logic. This reframing of their work as part of a time-honoured ab-
stract logical world mirrors the “reflective closure” of the formalisation programming 
language semantics, a related field of computer science (Astarte 2022), and is typical 
of the way computers were reinvented as logic machines in the 1980s (Priestley 2011). 

The four Manna/Pnueli papers discussed in this section indicate the maturing of tem-
poral logic into a central canon, with the duo at the centre and support from their 
growing research environment. The topic started to be taught, e.g., by Kröger at TUM 
from 1983, out of which course he wrote a textbook combining the core ideas from 
Manna and Pnueli with some own aspects of his own earlier logic (Kröger 1987). 



Work throughout the 1980s on temporal logic continued in two veins: experimentation 
with the core logical system—adding operators, testing expressiveness, decision pro-
cedures, and so on—this activity often coming from the Israeli group; and applying the 
ideas from temporal logic to practical tools and approaches, often externally to Manna 
and Pnueli’s team. Those applications are explored in the following section. 

6 Problems of the past, logics of the future 

With an established canon of temporal logic to examine, we can now return to some 
of the old logical questions considered previously in this chapter: the fundamental ba-
sis for a system, and the branching or linear nature of time. As explored earlier, McTag-
gart identified two basic conceptions for thinking about tensed statements, A- and B-
theory, which Prior subsequently considered in some detail. Every computer science 
publication cited in the present chapter uses only a B-theory basis: why? One reason 
is the ostensible focus on programming which set state sequences as the domain of 
discourse, thanks to an established literature on the syntax and semantics of pro-
gramming languages being heavily state-based (see Astarte 2019, 2022). Prior himself 
had noted that B-theory could be applicable for problems involving computers. It is 
however curious to wonder why the canonical series of papers, which uses the lan-
guage of abstract logical systems so clearly, does not even explore an operator-first 
A-system. Another potential explanation is that insignificant linkage to practical pro-
gramming was a good way to get computing theory dismissed as irrelevant in the 
1960s and 70s—even though that link was rarely exercised (Astarte 2022). The tem-
poral logic canon discussed above does give example ‘programs’ for treatment within 
the logical framework, but these are all rather small, and none are actually written in a 
real programming language (rather, pseudocode is used). 

Leslie Lamport (1941–) was interested in providing a more practical framework for 
this kind of logic; and, indeed, also in the question of branching time. Lamport studied 
a PhD in mathematics, and, unusually for a someone who made significant contribu-
tions to computer science theory and practice—even winning the Turing Award in 
2013—never had a permanent academic position and spent his career in industry. 
Lamport became interested in concurrency through algorithms; he saw a paper on the 
mutual exclusion problem in Communications of the ACM and thought he could write a 
better solution, eventually developing the ‘bakery algorithm’ (Lamport 1974). In the 
process, he came to believe that concurrent algorithms need reliable proofs (Hoare and 
Lamport 2020). 

Like many others mentioned in this chapter, Lamport (1977) invented his own tem-
poral system, in his first publication on proving properties of concurrent programs. 



It hinges on his operator A ⇝ 𝐵𝐵 which he reads as “if a legitimate execution reaches a 
state in which A is true, then it will subsequently reach a state in which B is true”. 
Like with many other authors, Lamport appears to have invented this independently 
of the logic literature, including no citations thereto; and though he references Manna’s 
work, it is the early material with Ashcroft that has no temporal aspects. 

By the end of the decade, Lamport (1980) had become aware of both temporal and 
tense logic, providing many citations to Rescher and Urquart (1971). Lamport’s concern 
was now that linear time might not always be the best model, as reflected in the title 
‘“Sometime” is sometimes “Not never”’—an obvious reference to Manna and Waldinger 
(1976). He writes out a branching time temporal logic, noting that branching and lin-
ear time are equally but not equivalently expressive.  In branching time, in which 
every possible future is equally real, “sometime p” should denote that p is true at 
some point in every future path. However ¬□¬ 𝑝𝑝 (or ◊ 𝑝𝑝) means that it is not true that 
every future path has p continually false, i.e., at least one future path has p true at 
some point. See Figure 5 for an illustration. 

Lamport argues that branching time temporal logic is better for modelling non-deter-
minism, in the sense of automata theory, where a non-deterministic machine is one 
that pursues all its possible courses simultaneous and terminates successfully when 
one course succeeds.8 On the other hand, concurrency is often modelled by a system in 
which actions of concurrent agents happen sequentially, but the order of which is non-
deterministic. Lamport made the case that reasoning about concurrent programs is 
concerned only with the sequence of events that actually happens in the future of the 
program, and so linear time temporal logic is more suitable since it constrains the fu-
ture to one path. 

Branching time was addressed by the Israeli group: Ben-Ari, Pnueli, and Manna (1983) 
present some ideas in this respect. To set up branching time, the semantic model is 
changed from state sequences to state trees, rather like in Figure 5. The future is 
then a tree rooted in the current state; quantifiers range over branches and tem-
poral operators within branches. This means that there is a distinction between the 
operator ∃𝐹𝐹 (true in at some point in the future on least one branch) and ∀𝐹𝐹 (true at 
some point in the future on every branch). 

[Fig. 5] Different interpretations of future tensed propositions in a branching future 

 

8  This kind of automata-theoretic approach is used in the work of Pratt (1976, 1979) and 
Harel and Pratt (1978). 



This allowed the expression of yet more properties, and, the authors claim, presen-
tation of non-deterministic programs more naturally; yet some aspects remained in-
expressible in either given system. Branching time, generally, is less suited to discus-
sions of fairness,9 since the tree of all possible computations includes unfair paths; yet for 
discussion of non-deterministic properties, it is the only model to use.   

Lamport frequently wrote about temporal logic in a rather critical tone, particularly 
that he felt many systems were “too expressive”, especially when they included ‘next’ 
operators (Lamport 1980). In developing a system for specifying programs using tem-
poral logic, Lamport wrote about needing, for example, “a lot of ordinary mathemat-
ics glued together with a little bit of temporal logic” (Lamport 1999), presumably in 
backhanded reference to the large quantities of complicated mathematics in the Israeli 
group’s papers. Lamport’s system TLA (Lamport 1994) and its successor TLA+ (Lamport 
1999) was intended for practical use by software engineers for specifying concurrent 
systems. The idea was that a programmer could work out the core functionality of their 
proposed system using a TLA model and verify some important properties before 
the complexities of implementation made the task more difficult. He emphasised a 
‘compositional specification’ approach with the basic module unit used to built more 
complex specifications. The underlying temporal logic system appears simple and 
uses as its only operator, though assertions are allowed over pairs of states, which he 
calls ‘actions’ and which implicitly incorporates a notion of ‘next’. While these actions 
are inherently temporal, the reasoning about them can be non-temporal, simplifying 
the process. Following his earlier remarks about its suitability for concurrent systems, 
TLA uses linear time logic. TLA+ did indeed end up seeing some success in industrial 
use, notably by Amazon Web Services (Newcombe et al. 2015; Cook 2018), though both 
utilised additional tools to check the specifications—specifically, the model checker 
TLC (Yu, Manolios, and Lamport 1999). 

The model checking paradigm also has its roots in temporal logic, though it has grown 
to be a significant tool of the verification community. While Lamport downplayed the 
mathematics and temporality in TLA, Clarke and Emerson (1981) were not afraid to 
dive into the technicalities of branching time logic. According to Emerson (2010), he 
had been trying to work with concurrency in a Hoare logic framework and found the 
manual proof constructions difficult and time-consuming. Emerson heard Manna give 
a talk on fixed points at the University of Texas in 1975, and this led to a team at 
Texas trying to apply this to parallel programs; results were presented by Emerson and 
Clarke (1980). Working in this setting, the duo realised their ‘fixed point’ semantics 
corresponded to the branching temporal logic of Ben-Ari, Pnueli, and Manna (1983). 
They felt this branching logic struck a nice balance between expressiveness and decida-
bility, though the complexity of many concurrent programs still caused difficulties. 



Clarke and Emerson (1981) therefore used a ‘synchronisation skeleton’: the program’s 
concurrency management aspects with all the sequential parts hidden. 

The model checking approach starts with a specification written in the CTL language. 
From this, a synchronisation skeleton can be automatically synthesised and will have a 
finite number of states as a consequence, making it amenable to mechanised check-
ing. Their branching time logic is used since the ability to quantify over paths of com-
putation, not available in linear time logics, is useful in program synthesis. Properties 
can be proven about the skeleton and once the synchronisation is proven correct the 
rest of the program can be written. The program synthesis is based on the decision 
procedure for the satisfiability of CTL; Clarke and Emerson (1981) note that although 
the procedure is potentially exponential, the skeletons tend to be quite small. 

This work on the branching time logic CTL, and the surrounding development and 
verification ideas, led to the Turing Award being granted to Emerson and Clarke in 
2007, alongside Sifakis, who developed essentially the same idea independently (Emer-
son 2008). The paradigm is called ‘model checking’ since their algorithm checks 
whether the synchronisation skeleton, is a proper model of the properties desired for 
the program. Since the 1980s, there have been many developments in the area, seeing 
particular success in applications to hardware verification, an area where problems 
tend to be smaller in size and more regular (Emerson 2010). As well as the Amazon 
examples discussed above, other industrial uses were presented by Emerson and Nam-
joshi (1998), who also some-what poetically claimed model checking addressed Leibniz’s 
dreams of universal calculus. 

Like TLA+, model checking in the early 2000s represented a more prosaic dream: the long-
awaited industrial applicability of theoretical computer science and the formal methods 
community. Emerson (2008) reports Daniel Jackson claiming model checking “saved 
the reputation” of formal methods, and, grudgingly, Dijkstra admitted it was an “ac-
ceptable crutch”. From its early recreations in the 1970s, and ancient roots in philoso-
phy and theology, the logic of time has, at least, found a place in the 21st Century. 

7  Conclusions 

Though the origins of the logic of time have ancient and philosophical roots, con-
cerns about effective ways to express temporal concepts continue to resonate even 
when placed into an entirely different context, that of digital computers. Whether at-
tempting to investigate the tensed nature of human language, or to state critical prop-
erties of concurrent programs, the precision of a logic of time provides a useful tool. 
The ability to state difficult tensed notions formally yet intuitively was as essential for 



Prior trying to represent the human experience as Lamport attracting software engi-
neers to a specific paradigm. It is perhaps less surprising that philosophy should prove 
relevant to concurrent programming when we recognise the world as a giant concur-
rent system, full of independent agents behaving unpredictably. 

In the computing context the question of time’s structure as linear or branching changes 
from a theological conundrum pitting omniscience against free will to one of the rela-
tive merits of non-determinism or fairness in concurrency. This choice presents real 
technical challenges over which statements can be phrased in a logic system and the 
significant difficulties of combining them. Choosing a structure for the future affects 
what can be proven to be true: the way the world is viewed, is, in a sense, changing 
its very nature. Despite this, the two practical systems for temporal logic discussed 
here, model checking and TLA, effectively manage this choice and the TLC system even 
uses aspects of both. 

By contrast, the debate over A- and B-theory as the fundamental basis for a logic of 
time is almost entirely ignored within computing. It is simply taken as automatic that a 
B-system based on state sequences is the appropriate choice, likely an extension of ex-
isting views on the semantics of programming languages and proofs of programs. Per-
haps this also stems from the lack of engagement by the early computer science work 
with the long history of time in logic. Unlike Peirce, Łukasiewicz, and Prior, all of 
whom studied and used historical logic, temporality took a circuitous route into com-
puting. 

Though Prior had already identified the potential application of tense logic to comput-
ers in 1967, and McCarthy and Hayes noted some connections, most computer sci-
entists here did not engage with the logic literature until the early 1980s. Instead, simi-
lar ideas were slowly reinvented and later rationalised when the connections were real-
ised. It is interesting to observe that the exception to this rule is Kröger, whose work 
connected to the logic literature immediately; despite—or perhaps even because of—
this, his work did not cause a great deal of impact and he is often overlooked in the in-
ternal history of the field. 

Once a temporal logic system research agenda was established, largely around Manna 
and Pnueli, experimentation with the system formed the dominant trend of the 1980s. 
The establishment of the agenda can be seen in the way that many new introductions 
began with student projects and were then incorporated into the canon via joint pa-
pers with Manna and/or Pnueli—e.g., branching time with Ben-Ari (1983). 



Penetration of these ideas towards practical applications took a long time, and it is worth 
observing that the two discussed here took different routes: simplicity in TLA to en-
courage programmers to specify with it; and complexity backed up with tool support for 
model checking. It is interesting to observe that Manna and Pnueli, as well as Lamport, 
find the complexity of temporal reasoning sufficiently off-putting as to sell ways to 
avoid it as positives in some of their systems. Further, both practical temporal sys-
tems mentioned here, TLA and CTL, use a simplified program structure for the tem-
poral reasoning to cut down on the complexity and enhance the usability of their sys-
tems. 

The standard narrative in computer science that computers grew from the application of 
logic theory is lacking in nuance, as Priestley (2011) notes; rather, much of theoretical 
computer science stems from programmers inventing ‘new’ tools and discovering only 
later they can be legitimised and codified by connecting them with mathematical or 
logical practice. The choice of symbols for temporal operators reflects this: starting with 
program-like keywords such as ‘eventually’ or ‘sometime’, Prior’s single capital letters—
though not his taste for full Polish notation—was briefly in vogue until the connections 
were made with modal logic, and those symbols taken over, representing the assump-
tion of a legitimate logical appearance. The temporal logic research programme in the 
1970s and 80s is part of the re-examination of computing objects (physical and ab-
stract) in the rediscovery of logic, a rationalising of existing practice for concurrent pro-
gramming, as had happened for formal semantics in the 1960s (Astarte 2022). The as-
sumption of this intellectual pedigree may be part of the reason why temporal logic 
is a particularly prestigious field of computer science—this chapter features four Turing 
Award winners. Temporal logic, then, is an example not of a new branch of logic or 
even a practice with direct applicability to programming, but a combined object be-
tween the two, the re-situation of old and ancient ideas in a new context. 
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