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Abstract
As efforts to identify and remove online terrorist and
violent extremist content have intensified, concern
has also grown about so‐called lawful but awful
content. Various options have been touted for
reducing the visibility of this borderline content,
including removing it from search and recommenda-
tion algorithms, downranking it and redirecting those
who search for it. This article contributes to this
discussion by considering the moderation of such
content, in terms of three sets of values. First,
definitional clarity. This is necessary to provide users
with fair warning of what content is liable to
moderation and to place limits on the discretion of
content moderators. Yet, at present, definitions of
borderline content are vague and imprecise. Second,
necessity and proportionality. While downranking and
removal from search and recommender algorithms
should be distinguished from deplatforming, tech
companies' efforts to deamplify borderline content
give rise to many of the same concerns as content
removal and account shutdowns. Third, transpar-
ency. While a number of platforms now publish their
content moderation policies and transparency data
reports, these largely focus on violative, not border-
line content. Moreover, there remain questions
around access to data for independent researchers
and transparency at the level of the individual user.
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INTRODUCTION

Since the so‐called ‘Golden Age’ of Islamic State on Twitter (Conway et al., 2018), much
progress has been made in the identification and removal of online terrorist and violent
extremist content (TVEC) ‐ such that today the major platforms state that over 95% of TVEC
is proactively removed by the platforms themselves before being flagged by Internet
Referral Units or users. At the same time, concern has grown about ‘borderline’ content that
falls just short of violating platforms' Terms of Service, and so is not liable to be removed, but
nonetheless has the propensity to cause harm (Conway et al., 2021). This concern has been
exacerbated by instances in which such content has been amplified, either through users
resharing it in large numbers or the platforms' recommendation systems promoting it (or
both together). Were it not for such amplification, much borderline content would only ever
reach a small audience, or even none at all.

The visibility of borderline content may be reduced using a variety of methods, which we
refer to as deamplificatory measures. These include removing the content from search and
recommendation algorithms, downranking it, restricting users' ability to share it, redirecting
those who search for it, nudging users towards authoritative information, geoblocking
content to particular regions, and demonetising it. One of the key arguments advanced in
support of deamplificatory measures is that they are more protective of the right to freedom
of expression than content takedowns since they do not involve outright removal of the
content from the platform. Nonetheless, deamplificatory measures still raise important
human rights issues and legislators have moved to impose regulatory requirements, such as
the UK's Online Safety Bill and the EU's Digital Services Act.

Like the UN Special Rapporteur on the promotion and protection of the right to
freedom of opinion and expression (Kaye, 2019), our premise in this article is that—while
tech companies do not have the obligations of governments—their function and impact
means that they should respect human rights standards. Indeed, there is a growing
consensus that tech companies' policies on content moderation should be grounded in
international human rights standards (BSR, 2021; Kaye, 2018). A human rights‐based
approach to content moderation offers an ‘organising framework’ to identify and assess
the impact of moderation policies and develop a more structured, principled approach
(Sander, 2020, p. 966). Aligning policies with international human rights standards also
puts tech companies in a stronger position to respond to any State restrictions that
threaten censorship of speech (Dias Oliva, 2020; Kaye, 2018). Moreover, one of the
criteria for membership of the Global Internet Forum to Counter Terrorism (GIFCT1) is a
public commitment to human rights, in accordance with the United Nations Guiding
Principles on Business and Human Rights (UNGP).

The UNGP sets out a framework for State obligations and corporate responsibilities in
respect of business‐related human rights abuses (OHCHR, 2011). These principles
establish a corporate responsibility for businesses to ‘respect human rights’ (Principle 11),
to prevent or mitigate ‘adverse human rights impacts’ (Principle 13), and to have in place
‘processes to enable the remediation of any adverse human rights impacts they cause or to
which they contribute’ (Principle 15). The corporate responsibility to respect extends to
‘internationally recognised human rights’ (Principle 12) and exists ‘independently of States’
abilities and/or willingness to fulfil their own human rights obligations' (OHCHR, 2011, p. 13).
While the principles are nonbinding, they establish a ‘global standard of expected conduct
for all business enterprises wherever they operate’ (OHCHR, 2011, p. 13). The argument for
their adoption and implementation is particularly strong in the case of tech companies, given
their ‘overwhelming role in public life globally’ (Kaye, 2018, p. 5).

The article accordingly employs an analytical framework that is based on how the right to
freedom of expression is defined in international human rights treaties. It begins with a

2 | MACDONALD and VAUGHAN

 19442866, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/poi3.376 by W

elsh A
ssem

bly G
overnm

ent, W
iley O

nline L
ibrary on [15/04/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



description of this framework and methodology. The article then discusses in turn three sets
of issues: definitional clarity; necessity and proportionality; and transparency. It concludes
with some suggestions for how to improve the compliance of efforts to moderate borderline
content with human rights standards.

Methodology and analytical framework

The article adopts a socio‐legal approach. In broad terms, four types of materials were
analysed. First, legislation. The focus here was on transnational legislation on international
human rights standards and online regulation, though some reference was also made to
relevant domestic legislation in both the UK and the US. To assist in the interpretation of
these legislative texts, relevant jurisprudence was also considered. Second, to understand
the wider context and operation of these legislative instruments, we examined official
reports, including from United Nations committees and rapporteurs and UK parliamentary
reports. This was supplemented with oral and written evidence submitted by interested
organisations (in particular, human rights groups) as part of the legislative processes. Third,
we examined the Terms of Service and transparency reports of relevant tech companies.
Here, we focussed on companies that both: (1) employ algorithms to amplify/deamplify
content (which excluded most smaller platforms); and, (2) make public their relevant policies
and publish transparency reports. We also examined the transparency reports published by
the GIFCT. Fourth, we examined relevant secondary literature, from a range of disciplines.
Our analytical framework was derived from our reading of international human rights
legislation, with the other materials organised in accordance with this framework.

While the moderation of online content can impact a number of human rights, including
the rights to privacy and nondiscrimination, the analytical framework employed in this article
focuses on the right to freedom of expression. This is a fundamental human right that is
enshrined in international and regional treaties, including the International Covenant on Civil
and Political Rights and the European Convention on Human Rights, as well as the
constitutions of many liberal democratic nations, such as the First Amendment to the US
Constitution. International human rights treaties stipulate that, while restrictions on the right
to freedom of expression are permissible, such restrictions must be prescribed by law,
pursue a legitimate objective and meet the demands of necessity and proportionality.

For a restriction on the right to freedom of expression to be prescribed by law, it must
comply with the principle of legality. Often referred to as the rule of law, the principle of
legality stipulates that laws should be defined with a sufficient degree of clarity.2 In terms
of content moderation, it follows that a tech company's polices (as set out in its Terms of
Service or community standards/guidelines) should be drafted with sufficient precision to
‘enable users to predict with reasonable certainty what content places them on the wrong
side of the line’ (Kaye, 2018, p. 15). Such definitional clarity is important for several reasons.
It provides users with fair warning of what content is not permissible, enabling them to make
informed decisions about their use of the platform (Kaye, 2019).3 It limits the discretion of
content moderators, ensuring greater consistency in decision‐making while guarding against
potential misuse of power (Howard, 2018) and censorship creep (Citron, 2018). It also helps
ensure that users have an effective opportunity to appeal moderation decisions, should their
content be taken down (Macdonald et al., 2019). Definitional clarity is discussed further in
part 2.

A restriction on the right to freedom of expression must pursue a legitimate objective,
such as the prevention of crime or the protection of national security, public health or the
rights of others. Tech companies must ensure that any interference of a content moderation
policy with the speech of users is based on one of these legitimate aims. Any such restriction
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must also be necessary to achieve the stated objective. One ingredient of the test of
necessity is an assessment of whether the restriction on the right is proportionate to the aim
sought to be achieved. So, tech companies must ensure that any actions taken on content
(including deamplificatory measures) are both necessary and proportionate (Kaye, 2018).
Together, the requirements of a legitimate objective, necessity and proportionality work to
limit the restrictions that may be imposed on the right to freedom of expression, ensuring that
the right is ‘practical and effective’, not ‘theoretical or illusory’.4 This three‐step test—which
provides a ‘methodology and vocabulary for platforms to analyse whether their content
policies and decisions are reasonable’ (Dias Oliva, 2020, 617)—is discussed further in
part 3.

In part 4 we discuss transparency. Numerous reasons have been identified for the
importance of transparency, including preventing corruption (Audit Commission, 2010),
uncovering mistakes (Stiglitz, 2002), building trust (Mol, 2008), improving public debate
(Callon et al., 2009) and enhancing democracy (Gupta, 2008). Of especial importance for
present purposes is the role of transparency in enabling oversight and promoting
accountability (Obama, 2009). The UNGPs require companies to ‘track the effectiveness
of their response’ to adverse human rights impacts (Principle 20), and to be ‘prepared to
communicate’ externally how they address human rights impacts (Principle 21). Moreover,
the clarity of definitions of terms such as ‘borderline content’ can only be assessed if
companies make their content moderation policies publicly available, and the necessity and
proportionality of moderation activity can only be evaluated if the details and objectives of
such efforts are disclosed. In short, a lack of transparency will impede efforts to assess
whether restrictions on the right to freedom of expression comply with human rights
standards.

Definitional clarity

‘Borderline content’ has quickly become an established term. It is used by tech companies,
policymakers and researchers alike. Notwithstanding this ready acceptance and usage of
the term, there is also open acknowledgement of the definitional challenges associated with
it. In a series of group discussions and interviews conducted on behalf of GIFCT, for
example, it was ‘clear that there is no overarching agreement between different sectors or
geographies’ on what borderline content is (Saltman, 2022, p. 11). An attempt at definition
can be found in two blogs posted by senior members of YouTube. The first blog defined
borderline content as ‘videos that don't quite cross the line of our policies for removal but that
we don't necessarily want to recommend to people’ (Mohan, 2022). The second defined it as
‘content that comes close to but doesn't quite violate our Community Guidelines’
(Goodrow, 2021), offering conspiracy theory videos and other content that spreads
‘problematic misinformation’ as examples. Aside from saying that borderline content is not
violative of a platform's Terms of Service, however, these definitions shed little light on the
identifying features of borderline content. What, precisely, is it about this content that means
it ‘comes close to’ violating Terms of Service and is not necessarily something that should be
recommended to others?

Another attempt at definition can be found in Meta's Transparency Centre. This
describes borderline content as ‘types of content that are not prohibited by our Community
Standards but that come close to the lines drawn by those policies’, adding that such content
is ‘sensationalist or provocative and can bring down the overall quality of discourse on our
platform’. Illustrative examples are offered, including: ‘sexually suggestive’ images that
focus ‘on the person's bottom or cleavage and the person is wearing minimal clothing’;
‘content that depicts gory or graphic imagery of some kind’; and, ‘misleading or
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sensationalised information about vaccines […] that would be likely to discourage
vaccinations’ (Meta, 2023a). Meta's announcement of the reinstatement of the Facebook
account of former US President Donald Trump also described as borderline content ‘that
contributes to the sort of risk that materialised on January 6, such as content that
delegitimizes an upcoming election or is related to QAnon' (Clegg, 2023).

This feeling that there exists some content that is neither illegal nor in breach of a
platform's Terms of Service, but which is nonetheless a cause for concern, was at the heart
of the proposal, in the UK's Online Safety Bill, to impose a duty on some service providers to
protect adults' online safety. The duty would have applied to ‘legal but harmful’ content (UK
Government, 2020), requiring the provider to conduct a specific risk assessment (including
before making any significant changes to the service) and state in its Terms of Service how it
deals with such content.5 While not as imprecise as vague references to what we might not
want to recommend to others, the notion of harm is still ‘an amorphous concept’
(Elsom, 2020, p. 14). The Bill stated that ‘harm’ encompassed both physical and
psychological harm, self‐harm as well as harm resulting from the words or actions of
others, and potential harm as well as actual harm. The harm might arise from the nature of
the content itself, the simple fact of its dissemination (e.g., the malicious sharing of personal
information) or the manner in which it was disseminated (e.g., repeatedly sending content to
someone). Among the misgivings expressed by critics of the proposal was concern that the
definition of harm was open‐textured, thereby effectively delegating to service providers the
decision of what content is harmful and leaving open the possibility of inconsistent and
overly broad application (Joint Committee on the Draft Online Safety Bill, 2021). When the
proposed duty was subsequently removed from the Bill during its Parliamentary passage,
the reasons given included these definitional difficulties—and the potential knock‐on effect
that imprecise definition would have on freedom of speech (Elgot, 2022).

An underlying reason for these definitional challenges is that borderline content is an
umbrella term. As well as problematic misinformation, sexually suggestive content, gory or
graphic imagery, misleading information about vaccines and content that risks delegitimising
an upcoming election (all mentioned above), the UK Government identified ‘content
promoting self‐harm, hate content, online abuse that does not meet the threshold of a
criminal offence, and content encouraging or promoting eating disorders’ as examples of
legal but harmful content (UK Government, 2020, p. 32). In fact, a study of eight official UK
reports on platform regulation published between 2018 and 2020 found close to 100
different online harms that were said to need addressing (Schlesinger & Kretschmer, 2020).
As well as needing to encompass this broad range of content types, the UK Government
also insisted that any definition would need to be ‘agile and flexible’, not so narrowly drawn
as to be unable to ‘adapt to an ever changing societal and technological landscape’ (Joint
Committee on the Draft Online Safety Bill, 2021, p. 53). Self‐evidently, it is not possible to
concoct a concise, dictionary‐style definition of borderline content that is general enough
to encompass this wide variety of content and provide sufficiently flexibility to be able to
respond to future developments, while simultaneously offering the level of precision required
to avoid delegating decision‐making responsibility to service providers. If the goals of
consistent implementation and fair warning are to be achieved, and the use of moderation
powers against unintended types of content (mission creep) is to be avoided, alternative
approaches to engendering clarity are required.

One potential approach might be to compile a list of the types of content that are grouped
together under the umbrella term borderline content, with each of these content types
defined individually. This list‐based approach also raises questions, however. The first is
who would compile the list of content types deemed to be borderline. To leave this task to
service providers would be to delegate the decision what content should be regulated, which
was one of the key criticisms of the UK's Online Safety Bill. An alternative approach,
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suggested by the UK's Joint Committee on the Draft Online Safety Bill (2021), is to construct
a statutory list based on ‘specific areas of law that are recognised in the offline world, or are
specifically recognised as legitimate grounds for interference in freedom of expression’ (55).
Among the examples it offered were disinformation that is likely to endanger public health
(which may include antivaccination disinformation), content and activity that promotes eating
disorders and self‐harm, and disinformation that is likely to undermine the integrity and
probity of electoral systems. However, this approach is also not without its difficulties.
Concerns would arise as to how it would be implemented in authoritarian states, as well as
the practical difficulty of divergent lists in different countries.

The second question is whether a list of content types would be exhaustive or indicative.
The difficulty with an exhaustive list is that it does not offer the desired flexibility. It would
exclude content types that emerge only as society and technology evolve. On the other
hand, while an indicative list would be nonexhaustive—and so could in the future be
deployed against unforeseen types of content—its open‐ended nature gives rise to other
concerns. Most obviously, it would vest significant discretion in service providers. Open‐
ended, indicative lists are most effective when there is a clear theme that unifies the items on
the list. This unifying theme acts as a constraint, by informing decisions as to what may
justifiably be deemed to fall within the concept's scope (Macdonald, 2006). As we have
shown, however, discussions of the assemblage of content types that are regarded as
borderline content have not identified core unifying themes with a sufficient degree of clarity.
Given that there are problems with both an exhaustive and an indicative list, an alternative
approach is needed that reconciles the two sets of concerns. One possibility would be to
create an exhaustive list of content types, with the possibility of adding new items to the list
via a process containing safeguards to ensure independent oversight and multistakeholder
consultation. This would provide some degree of flexibility, while also maintaining scrutiny
and accountability.

Necessity and proportionality

Since borderline content does not violate platforms' Terms of Service, it is not liable to be
removed. However, there are significant concerns that such content is not merely present on
these platforms but that their algorithms are distributing and amplifying it to a larger
audience (Cobbe & Singh, 2019; Guy, 2018; Keller, 2021; Lewis, 2019). These concerns are
illustrated by the suicide of 14‐year‐old Molly Russell. The coroner's report on her death
found that, after developing a depressive illness, Molly had begun viewing content online on
self‐harm and suicide. The platform's algorithms subsequently selected and provided her
with further content that ‘romanticised acts of self‐harm by young people on themselves’.
This content portrayed ‘self‐ harm and suicide as an inevitable consequence of a condition
that could not be recovered from’ and ‘contributed to her death in a more than minimal way’
(Walker, 2022).

There are two, related sets of issues here. The first is how algorithmic recommendation
systems prioritise content for amplification. By determining what content is given more
visibility, algorithmic recommendation systems can have a significant effect on public
awareness of matters of public interest (Cobbe & Singh, 2019). Tufekci (2015) highlights the
example of the Ferguson protests in the US in response to the killing of unarmed black
teenager, Michael Brown, by a white police officer in August 2014. Discussion dominated
Twitter in the US, which brought the story to the attention of mainstream media. At the time,
Twitter still operated an algorithmically unfiltered feed. In contrast, Facebook's algorithmic
news feed was dominated by the ice bucket challenge, given its popularity among users and
large volume of likes and shares. According to Tufekci, the effect of Facebook's algorithms
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was to suppress news of the protests. Had Twitter also employed algorithmic filtering, the
‘conversation about police accountability and race relations that has since shaken the
country might never have made it out of Ferguson’ (213).

The second set of issues focuses on deliberately reducing the visibility of borderline
content by deamplifying it (Gillespie, 2022). Companies have taken steps (both overtly and
covertly) to stop their recommendation systems from spreading potentially harmful content.
For example, Google has publicly stated that it gives harmful, untrustworthy and spammy
content the lowest priority in its search algorithms system, meaning that such content
appears lower in Google search results. Examples include the homepages of Stormfront
and the Flat Earth Society (Google, 2022a). Meanwhile, according to the Twitter files
released by Elon Musk, the platform utilised ‘visibility filtering’, without informing users, to
limit the visibility of tweets from certain users (Nava & Golding, 2022).

A popular slogan in discussions of algorithmic recommendation systems is DiResta's
(2018) statement that ‘free speech does not mean free reach. There is no right to
algorithmic amplification’. In a similar vein, Douek (2021) has observed, ‘De‐amplification
does not reduce the amount of speech and does not directly impede the ability to speak.
Whether speech is amplified by platforms' algorithms is a separate question from whether it
can be posted in the first place' (816). At the same time, however, as the US Supreme Court
has stated, the difference between banning speech and burdening speech is ‘but a matter of
degree’.6 Like deplatforming, promoting some items of content, while curbing the
dissemination of others, amounts to an important gatekeeping function (Llanso et al., 2020).
It is therefore unsurprising that platforms' ability to influence the reach of content gives rise
to similar concerns as their ability to deny access to the platform in the first place. As the
example of the Ferguson protests illustrates, moderating the reach of content can have a
great influence on collective awareness of politics, current affairs, and scientific consensus
(Cobbe & Singh, 2019).

Some concerns stem from the lack of definitional clarity described earlier. The ambiguity
of existing definitions of borderline content means that the power to deamplify content is
relatively unconstrained. This presents a risk of the power being applied inconsistently, in a
discriminatory manner, or even deliberately misused. There is also the potential for
‘censorship creep’, where powers that were designed for certain purposes or situations are
used in other ways and other contexts (Citron, 2018).

While deamplification does not involve the removal of content or shutdown of accounts,
its practical effect may still be to suppress speech and prevent users from ‘effectively making
their voices heard’ (Llanso et al., 2020, p. 20). Steps taken to protect marginalised or
disempowered groups can in some instances have the opposite effect (Bromwell, 2022). For
example, by not considering context, algorithms have been shown to disproportionately flag
online content from LGBTQ communities presenting the danger that legitimate speech from
members of these communities is suppressed (Dias et al., 2021). This may be exacerbated
by the enactment of legislative or regulatory regimes requiring companies to deamplify
borderline content. In the same way that some companies have taken an overly cautious
approach to tight deadlines for the removal of terrorist content, they might also resort to
over‐enforcement to ensure compliance with regulatory requirements on borderline content,
deamplifying content that cannot properly be regarded as harmful (Keller, 2021).

A rights‐based framework for assessing efforts to deamplify content would help to
mitigate these concerns, by requiring the identification of a legitimate objective for the
deamplification measures and an assessment of their necessity and proportionality. The
legitimate objectives specified in Article 19(3) of the International Convention on Civil and
Political Rights are respect for the rights or reputations of others and the protection of
national security and public order, health and morals. The most common categories of
restricted online content correspond to one or more of the Article 19(3) legitimate objectives
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(Global Partners Digital, 2018). For example, restricting content supporting terrorism
corresponds with the goal of protecting national security or public order. A focus on
these objectives would help solicit answers to some of the questions that existing
definitions of borderline content leave unanswered, such as the reasons why it would not be
desirable to recommend the content to others and what is the nature and likelihood of the
feared harm.

Having identified a legitimate objective, the next question would be whether the steps
taken to deamplify the content are necessary to achieve this objective. This means that the
aim of the measure cannot be achieved by another means (UNHRC General Comment No.
34 2011, para 33). Applying the necessity test is arguably one of the more challenging
aspects of applying international human rights law standards to companies' content
moderation practices. This is in part a result of a lack of clear and consistent guidance from
the UN Treaty bodies; and, also due to the distinct nature of platforms in comparison to
States (Sander, 2020). Nevertheless, it remains valuable for reasons that will be discussed
further, and it is possible to identify principles from human rights law to assist platforms in its
application in this context. In particular, the test of necessity includes an assessment of
whether measures are a proportionate restriction on speech. Applying the principle
of proportionality requires that restrictive measures, such as actions reducing the visibility of
content must, ‘be appropriate to achieve their protective function (UNHRC General
Comment No. 27 1999, para 14).7 Factors to be taken into account include whether there
is a sufficient basis for believing a particular interest is in danger (McBride, 1999) and
whether less intrusive means were available to achieve the same legitimate objective
(Arai‐Takahashi, 2002). A proportionality approach would also look at any countermeasures
that have been implemented, such as the information provided to affected users and any
appeals process (The Santa Clara Principles 2021).

A proportionality‐based approach along these lines would have several benefits. First, it
‘explicitly acknowledges interests other than the individual speech right, and thereby
dignifies those interests and the importance of evaluating them in their particular context’
(Douek, 2021, p. 785). Second, the least intrusive means principle requires consideration of
the range of deamplificatory options. This encourages a more nuanced approach than the
simple binary of remove‐or‐remain, with the action taken tailored to the specific context.
Third, it explicitly recognises what Douek (2021) has described as the move from taxonomist
to grocer: that is, a move away from an approach that is based on categorising types of
content towards one that is focused on weighing competing interests. At the same time, it is
important to note that an approach based on balancing competing interests leaves ‘the
legitimacy of rules contingent on the rule maker providing reasons that articulate the
purpose of rules, the reason why they pursue legitimate aims, and what interests have been
recognised and evaluated' (ibid, 821). This raises issues of transparency, to which we
now turn.

Transparency

Transparency may be defined as ‘the decision to make visible, or provide access to, the
resources on which an exercise of public or private power may be based’ (Fisher, 2010,
p. 274). While it is sometimes described in terms of opening the doors or turning on the
lights, these metaphors are somewhat misleading. They imply the continuation of business
as usual, but with others simply being able to see what is going on. In fact, as Fisher (2010)
observes, ‘transparency often requires quite significant changes to how institutions operate.
At the very least, documents must be found, data produced, and analysis carried out. These
activities take resources in themselves and thus will have implications for organisations’
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(279). She states that the creation of transparency mechanisms involves at least seven
different questions:

why something should be transparent; what should be transparent; when should
it be transparent; what is the trigger for transparency; what is the institutional
apparatus needed for transparency; who are the end users of transparency; and
what are the consequences of transparency (Fisher, 2010, p. 273).

Here we focus on the first two of these questions: why and what? Before turning to these
questions, though, it is important to emphasise that the creation and operation of
transparency mechanisms require difficult decisions to be made. Transparency cannot
mean the full disclosure of everything. For a start, in the case of most companies—not just
those the size of Google or Meta—to release everything would be too much. Locating the
desired information would be extremely difficult, if not impossible, and those outside the
company may require some explanation or interpretation of the information in order for it to
be intelligible. There may also be good reasons for limiting disclosure, including protecting
the privacy of individual users and their data, maintaining the competitive advantage of
companies that have invested in technological development, and not providing insights that
could help malevolent actors circumvent automated content moderation tools. These are all
relevant considerations in the design of transparency mechanisms.

The first question to ask is: why should the efforts of tech companies to regulate
borderline content be transparent? The answer to this question is important because it
informs the answers to the questions that follow: the reasons why a person performs an
activity will influence how that activity is approached and performed. According to GIFCT,
the value of transparency is that it promotes multistakeholder collaboration. GIFCT's, 2022
transparency report states that transparency reporting ‘encourages an open and inclusive
internet and multistakeholder approach’ and offers ‘our cross‐sector community the ability to
understand our approach, the efforts we take to address the current threat landscape online,
and how we are advancing our mission’ (GIFCT, 2022, p. 3). Similarly, the human rights
review of GIFCT conducted by BSR stated that transparency has value in spreading
expertise, insight and learning on how to prevent terrorist exploitation of online platforms, but
also highlighted its importance in enabling enhanced accountability and correcting
misunderstandings (BSR, 2021). Accountability is also identified by Meta (2023b) as the
reason for its transparency reporting, while Google (2022b) says it aims to inform
discussions about online content regulation and Twitter (2022a) says it wants policymakers
and the general public to be better informed.

The emphasis here is on ensuring key stakeholders and the general public are well‐
informed, to promote cross‐sector collaboration, improve policymaking and ensure
accountability. While each of these objectives is, of course, important, it is also worth
noting possible reasons for transparency that are not explicitly mentioned. For example,
another possible motivation for transparency mechanisms is respect for the autonomy and
agency of individual users, improving their ability to make informed decisions about how
they use the platform and challenge moderation decisions with which they disagree.
Transparency mechanisms can also improve the quality of an organisation's own decision‐
making, such as ensuring that content moderation decisions are accurate and consistent.

The second question to consider is, in the context of moderation of borderline content,
what should be transparent? The tech sector has largely focused on two transparency
mechanisms. The first is the publication of policies on moderation of (borderline) content.
For example, Facebook has outlined a three‐pronged approach: the removal of content that
violates its Community Standards; reducing the spread of ‘problematic content’ that is
nonviolative but nonetheless ‘misleading or harmful'; and informing users by providing

POLICY & INTERNET | 9
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additional context, so that they can decide whether to read, trust or share it (Lyons, 2018). It
has also stated that groups and movements that do not meet the criteria to be designated as
a dangerous organisation and banned from the platform, but which nonetheless pose a
demonstrable risk to public safety, will be downranked in search results (Meta, 2020).
Twitter's policy on hateful conduct includes as enforcement options the downranking of
tweets in replies and making tweets ineligible for amplification in search results and on the
timelines of users who don't follow the user that posted the tweet (Twitter, 2022b).
Meanwhile, Reddit has a policy of quarantining subreddits, to prevent their ‘content from
being accidentally viewed by those who do not knowingly wish to do so’ (Reddit, 2022).
Quarantined subreddits display a warning requiring users to explicitly opt in to viewing the
content. They do not appear in nonsubscription‐based feeds and are not included in search
or recommendations.

Perhaps the most detailed description is offered by YouTube. YouTube's ‘Four Rs of
Responsibility’ include raising up ‘authoritative voices’ and reducing the spread of content
that ‘brushes right up against our policy line’ (YouTube, 2019). The company reports a 70%
drop‐in watch time of nonsubscribed, recommended borderline content in the US since it
began demoting borderline content in recommendations (Goodrow, 2021). Classifiers are
used to determine whether a video is ‘authoritative’ or ‘borderline’. These classifications are
generated by human evaluators using a publicly available set of guidelines.8 Key questions
in determining authoritativeness include the topic of the video, the reputation of the speaker
and the channel the video is on and whether expertise is needed to achieve the video's goal.
Key questions in determining borderline status include whether the content is inaccurate,
misleading, deceptive, insensitive, or intolerant and whether the video is harmful or has the
potential to cause harm (Goodrow, 2021).

The second transparency mechanism is reports containing statistical data and breakdowns.
This is reflected in the membership criteria of both GIFCT (‘regular, public data transparency
reports’ are required) and Tech Against Terrorism (the prospective member must ‘commit to
improve transparency reporting’) (GIFCT, 2022; Tech Against Terrorism, 2022). While there is
variation in the content of these reports, there ‘appears to be a trend toward … reporting on a
company's own content moderation policies and aggregate impacts on specific types of content’,
as well as requests for data from governments and law enforcement (Radsch, 2022, p. 20). The
EU's Digital Services Act will formalise transparency reporting obligations for all platforms (other
than small or micro ones),9 requiring annual, publicly available, easily comprehensible reports
containing information on: content moderation policies and practices; any use made of automated
means for the purpose of content moderation; and data on, among other things, orders received
from authorities in Member States, referral notices and complaints received and responses
to these.

Various concerns have been expressed about current transparency reporting practices,
including: selective use of metrics; lack of contextual information to enable a full
understanding of the data provided; the use of proportional metrics that fail to give an
accurate indication of the scale of harm; and, the difficulty in making cross‐platform
comparisons when companies use different metrics (Harling et al., 2023; Joint Committee
on the Draft Online Safety Bill, 2021). It is also noteworthy that companies' transparency
reports focus—often exclusively—on content that violates the platform's Terms of Service.
By definition, borderline content is excluded from their scope. As a result, it is unclear how
much content is classified as borderline, which types of content receive this classification,
and what actions are most frequently deployed against such content—a lack of clarity that is
exacerbated by the imprecision of definitions of borderline content. At a qualitative level,
companies' published policies offer some insight into the actions that platforms take, but
questions remain, in particular in respect of the operation of algorithms that amplify or
downrank content (Whittaker et al., 2021).

10 | MACDONALD and VAUGHAN
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A further concern is the lack of access for independent researchers (Brown, 2023). Such
access—which is necessary for independent evaluation and validation of internal company
studies (MacCarthy, 2022), particularly given concerns about companies' ability to self‐
police (Tiku, 2020)—has been opposed for reasons including user privacy (Joint Committee
on the Draft Online Safety Bill, 2021). The present lack of access ‘hinders much‐needed
scientific progress towards understanding the prevalence, impact, causes, and dynamics of
online activity that creates a risk of harm’ (ibid, 120). The Digital Services Act will impose a
requirement on providers of very large online platforms and search engines to provide
access to vetted researchers at academic institutions for ‘the sole purpose of conducting
research that contributes to the detection, identification and understanding of systemic risks
in the Union’.10 Here, the process for vetting researchers will be critical. There are difficult
questions about inclusivity, diversity, and independence, on the one hand, and
confidentiality and security of potentially highly sensitive data, on the other (Engler, 2021;
Leerssen, 2020).

There are also strong reasons for improving transparency at the level of the individual
user, not least enhanced accountability, and correcting mistakes. This applies not only to
those consuming content, who it has been argued should be offered an explainable rationale
for why they have been recommended content (Luria, 2022; Whittaker, 2022).11 It also
applies to those posting content that has been classified as borderline (Costanza‐Chock
et al., 2022). Respect for users' autonomy requires that they be told that their content has
been so classified and what action has been taken to reduce the spread of their content. As
noted above, since a proportionality assessment involves consideration of countermeasures
an appeals process will also normally be required. As mandated by the Santa Clara
principles, users should be provided with information on the appeals process, as well as
sufficient information about the reasons for the decision in their specific case for them to be
able to make meaningful representations.

CONCLUSION

This article has discussed the moderation of borderline content from the perspective of
definitional clarity, necessity and proportionality, and transparency. It has offered
suggestions for how to improve the compliance of these moderation efforts with international
human rights standards. Concocting a sufficiently clear and unambiguous, yet flexible and
futureproof, definition of the umbrella term borderline content is an impossible task. A more
promising approach would be to create an exhaustive list of types of content regarded as
borderline—with individual definitions for each of these—along with a separate procedure
for adding new items to the list that engages stakeholders and is subject to independent
oversight. As well as clearer definitions, the objective of any deamplificatory measures
should be made clear and the necessity and proportionality of these measures assessed.
This would involve scrutiny of the empirical basis for the belief that the measures are
necessary to achieve the stated objective, as well as an assessment of whether other, less
intrusive means could be deployed and the adequacy of any countermeasures that have
been implemented, in particular, an appeals process. All of these suggestions require a
commitment to transparency. While there has been progress in recent years in respect of
publishing content moderation policies and regular reporting of data, much of this has
focused on violative, rather than borderline, content. A commitment to accountability and
correcting errors requires that independent researchers be granted access to data, while
respect for the autonomy and agency of individual users entails informing those whose
content has been deamplified of the reasons for this and granting them the opportunity to
appeal.
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These suggestions raise numerous questions about implementation. Which content
types should appear on the list of borderline content and how should each of these
types of content be defined? What steps can companies take to ensure restrictions on
the right to freedom of expression have a legitimate objective and are necessary and
proportionality? And how will consistency be ensured, within companies and across
different companies and jurisdictions? How will inclusivity, diversity and independence
be ensured when vetting researchers for access to data? And how can platforms of all
sizes, but particularly smaller one, build the capacity to ensure greater transparency at
the individual user level? The further questions raised by this article revolve around
institutional responsibility. There are sound reasons why tech companies should not be
left to produce definitions of borderline content, be the ultimate arbiters of necessity
and proportionality, and vet researchers. Equally, there are sound reasons not to vest
these tasks in national governments, given the potential for divergent approaches and
abuse of such powers by authoritarian regimes. To address these institutional
questions, a fruitful way forward would be to examine the remediation mechanisms
of the UNGP.12 In this sense, the UNGP not only provides the foundation for the rights‐
based analysis advanced in this article, but perhaps also assistance in answering some
of the questions that the article has posed.
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ENDNOTES
1 GIFCT is an NGO that exists to prevent terrorist exploitation of digital platforms. It currently has 22 members,
including Facebook, YouTube, Microsoft and Twitter (GIFCT, 2022).

2 For example, in R v Rimmington [2005] UKHL 63 Lord Bingham described the principle of legality as follows:
‘There are two guiding principles: no one should be punished under a law unless it is sufficiently clear and
certain to enable him to know what conduct is forbidden before he does it; and no one should be punished for
any act which was not clearly and ascertainably punishable when the act was done’.

3 For some, offering such clarity to malevolent actors is counterproductive. On this view, vaguer definitions have a
deterrent effect: malevolent actors will be less certain what they can get away with and as a result will be more
cautious. This is discussed further below in part 4 on transparency.

4 Airey v Ireland (1979‐80) 2 EHRR 305.
5 The proposal applied to ‘priority content’ (i.e., content that had been designated by the Government as harmful
to adults) and other content that presented ‘a material risk of significant harm to an appreciable number of adults
in the United Kingdom’ (clause 55(3) of the Bill, as amended on report. Available at: https://publications.
parliament.uk/pa/bills/cbill/58-03/0209/220209.pdf).

6 US v Playboy 529 U.S. 803, 812 (2000).
7 Referred to in General Comment No. 34.
8 The guidelines total 176 pages, which raises the question whether a simplified version should be made
available for the purpose of informing the public.

9 Defined in Recommendation 2003/361/EC. A small enterprise is one that employs fewer than 50 persons and
whose annual turnover and/or annual balance sheet total does not exceed €10 million. For micro enterprises the
respective figures are 10 persons and €2 million.

10 Article 40. ‘Very large’ is defined as more than 45 million average monthly users of the service in the EU
(Article 33).

11 Article 27 of the Digital Services Act requires online platforms that use recommender systems to set out in their
terms and conditions the main parameters used in their recommender systems, as well as any options for the
recipients of the service to modify or influence those main parameters.

12 For example, the B‐Tech project. See: https://www.ohchr.org/en/business-and-human-rights/b-tech-project
(accessed 28 April 2023).
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