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ABSTRACT This study proposes to address the economic significance of unpaid taxes by using an automatic
system for predicting a tax default. Too little attention has been paid to tax default prediction in the past.
Moreover, existing approaches tend to apply conventional statistical methods rather than advanced data
analytic approaches, including state-of-the-art machine learning methods. Therefore, existing studies cannot
effectively detect tax default information in real-world financial data because they fail to take into account
the appropriate data transformations and nonlinear relationships between early-warning financial indicators
and tax default behavior. To overcome these problems, this study applies diverse feature transformation
techniques and state-of-the-art machine learning approaches. The proposed prediction system is validated by
using a dataset showing tax defaults and non-defaults at Finnish limited liability firms. Our findings provide
evidence for a major role of feature transformation, such as logarithmic and square-root transformation, in
improving the performance of tax default prediction. We also show that extreme gradient boosting and the
systematically developed forest of multiple decision trees outperform other machine learning methods in
terms of accuracy and other classification performance measures. We show that the equity ratio, liquidity
ratio, and debt-to-sales ratio are the most important indicators of tax defaults for 1-year-ahead predictions.
Therefore, this study highlights the essential role of well-designed tax default prediction systems, which
require a combination of feature transformation andmachine learningmethods. The effective implementation
of an automatic tax default prediction system has important implications for tax administration and can assist
administrators in achieving feasible government expenditure allocations and revenue expansions.

INDEX TERMS Default prediction, corporate tax, machine learning, feature transformation.

I. INTRODUCTION
World Bank statistics claim that approximately 40% of firms
around the globe pay their taxes but 60% fail to pay their
taxes, and these amounts might not be recovered during
upcoming tax years. The statistics also report that rates of
tax defaults are increasing worldwide [1]. Considering the
economic importance of unpaid taxes (tax debts not paid by
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the due date), little research has been conducted in predicting
the tax status of firms. Most studies have tended to focus on
predicting other default risks, such as credit default [2] and
corporate bankruptcy [3]. Measuring the tax default status of
firms is considered to be an even more challenging prediction
task because it is characterized by the presence of sample
selection bias due to the small number of labelled data (known
as tax default cases) [4]. The indicators of credit default
and corporate bankruptcy have been extensively studied in
earlier research [5], [6], but the indicators of tax default
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are still poorly understood despite the fact that corporate
tax documents contain much multifaceted information for
assessing tax default risk prediction [7]. Predicting a tax
default differs from predicting a tax evasion (tax fraud) [4],
[8] or a tax avoidance [9]. In tax evasion, a taxpayer supplies
intentionally incorrect or partial information to tax agencies
to lessen the tax burden, and in tax avoidance, the taxpayer
arranges the affairs of a company in such a way that the tax
burden is reduced relative to the pretax income.

A preliminary study on tax default prediction was con-
ducted in Margescu et al. [10]. However, its classification
accuracy was only 61.6%, and only 16.4% of firms were
correctly classified as default firms. This can be attributed to
model underspecification (only four financial indicators were
used) and the presence of nonlinear relationships between
the financial indicators and the firms’ tax status, which
could not be detected using the logistic regression (LR)
model. A substantially improved classification accuracy was
achieved when a large number of financial indicators were
employed [7]. It must be noted that the aim of this earlier
study was to investigate the importance of early-warning
financial indicators rather than to develop an accurate tax
default prediction system. Therefore, a linear discriminant
analysis (LDA) model was used to classify defaulting and
nondefaulting firms; this indicates that solvency and liquidity
are important features for detecting tax defaults. The main
drawbacks of LDA are its underlying assumptions of mul-
tivariate normality, homoscedasticity, and absence of mul-
ticollinearity between explanatory variables. Although LR
represents a more flexible statistical prediction model, it is
sensitive to outliers and missing data and it does not allow
the consideration of nonlinear and complex relationships
between predictors and defaults [11].

To overcome the above limitations of previous studies, this
study introduces an automated tax default prediction sys-
tem by integrating state-of-the-art data analytic approaches
with financial predictors extracted from corporate financial
statements. We here show that the proposed system outper-
forms existing statistical approaches to tax default prediction.
In addition, by measuring the prediction power of the finan-
cial indicators, this study also examines their importance and
establishes a comprehensive early-warning system regarding
the status of corporate tax payment.

The relatively small samples of tax default data mentioned
above require careful feature selection and data preprocess-
ing. The related literature on business risk prediction sug-
gests that feature reduction and feature transformation may
improve the performance of prediction systems [12]. There
are twomainmotivations for reducing the number of features.
First, irrelevant and redundant features are disregarded, and
second, model explainability is increased. In the literature
on credit default and corporate bankruptcy prediction, fea-
ture transformation techniques were applied to enhance the
informational content of financial indicators by reducing their
group-level heterogeneity [13] and distortions of financial
ratio distributions [14].

Based on these considerations, the current study exam-
ines several approaches to feature transformation, which is
a novel research domain in taxation and accounting fields.
It refers to the conversion of original attributes to a form that
optimizes the outcomes of a specific data analytic algorithm.
The transformed datasets are extensively tested over 13 data
analytic (machine learning) approaches trained to detect a
tax default (1) in the default year and (2) 1 year prior to
the default. Specifically, we here investigate the effects of
feature transformation on financial ratio distributions and
classification performances of the data analytic methods.

The current study provides several contributions and man-
agerial insights into the existing literature on financial default
prediction. The contributions of our study are threefold:

• A novel tax default prediction model is proposed that,
as far as we know, uses, for the first time, advanced
machine learning methods.

• This is also the first study investigating the fundamental
role of feature transformation in tax default prediction.

• A real-world dataset of Finnish tax defaulted and non-
defaulted firms is used to demonstrate the effectiveness
of the proposed prediction system, indicating significant
improvements of classification performance over exist-
ing tax default prediction models.

The organization of the rest of this study is as follows.
Section 2 describes empirical literature related to tax default
prediction. Section 3 outlines the proposed automatic tax
default prediction system that includes feature transformation
as well as machine learning methods. Section 4 presents the
used dataset. Section 5 introduces the experimental design
and presents the experimental results. Section 6 concludes
the study by highlighting the study’s limitations and offering
future roadmaps for research.

II. LITERATURE REVIEW
As has already been mentioned, default risk prediction is
a well-studied problem in business finance literature, but
existing studies are related to other areas, such as credit risk
prediction [3] and corporate bankruptcy prediction [15]. In a
recent study, Beutel et al. [16] employed LR and other data
analytic approaches to predict banking crises. The compar-
ative analysis found that it is difficult for machine learning
methods to outperform the traditional LR model in terms
of out-of-sample evaluations. This finding was robust for
performance measures, sample sizes, and data transforma-
tions. Indeed, the LR models are popular in the financial
distress prediction literature. For instance, Andrikopoulos
and Khorasgani [17] applied LR to predict defaults by small
enterprises by integrating accounting and market informa-
tion. Unfortunately, the LR model failed to effectively handle
the highly imbalanced dataset of defaulted and nondefaulted
firms.

Huang and Yen [18] evaluated the forecasting performance
of several data analytic approaches for corporate financial
distress prediction, comparing algorithms with supervised
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and unsupervised learning. Among the compared models,
the extreme gradient boosting (XGBoost) method performed
best for the sample of publicly listed Taiwanese compa-
nies. However, the sample size was limited to 64 companies
and 16 financial indicators. Then, Xiao et al. [19] proposed
several ensemble-based data analytic approaches for bank
customer credit scoring. Applying public and real-company
credit-scoring datasets, a semisupervised learning model had
a better overall credit-scoring performance than supervised
learning approaches. In addition, Song et al. [20] applied
data analytic approaches based on ensemble learning for the
peer-to-peer lending industry. These studies confirmed that
ensemble learning approaches performed better in default
prediction with imbalanced data compared with individual
machine learning classifiers.

In the area of customer behavior analytics, Amin et al. [21]
applied data analytic approaches for predicting customer
churn in the field of telecommunications. In their study,
coherence was established between data certainty and
machine learning accuracy, showing that high classifier cer-
tainty indicated a great distance between churn and nonchurn
customer behaviour. Later, Al-Mashraie et al. [22] com-
pared multiple data analytic approaches for the predic-
tion of telecommunication customer switching behaviour in
the United States to demonstrate that the support vector
machine (SVM) model outperformed the LR, random forest
(RF), and decision tree (DT) models. Maldonado et al. [23]
employed a profit-driven data analytic approach to improve
the economic effectiveness of predictions of customer churn
rates. In addition to the above default prediction domains, the
existing literature also reported on financial statement fraud
detection [24], [25].

Comparatively few empirical studies have been published
on tax default prediction. This can be ascribed to inadequate
access to corporate tax databases at the national level. Tax
default forecasting differs from studies of ordinary tax non-
compliance because in the latter, tax evaluations are infre-
quently planned events. Taking an example from the Finnish
tax evaluation environment, Marghescu et al. [10] attempted
to find the extent to which financial statement ratios could
be applied for detecting the payment status of tax clients.
They trained a binomial LR classifier with four attributes,
achieving a low prediction accuracy of 61.6%. More recently,
Höglund [7] applied a genetic algorithm (GA)–based analytic
support system for detecting the payment status of tax clients.
In his study, the LDA was compiled and the GA selected
the features. Thus, a set of relevant features was identified
for tax default prediction. This model also utilized the log-
transformation approach to satisfy LDA assumptions and
improve its prediction accuracy.

Before the above study, Yu et al. [26] had proposed a data-
mining structural design for the problem of fraudulent tax
declarations by Chinese commercial enterprises. It consisted
of conversations with area specialists, selection by the data
analytic approach, and the building of a system for detecting
fraudulent tax declarations using the DT and incorporating

expert domain knowledge. Gebauer et al. [27] experimented
with the possibilities of value-added tax (VAT) evasion, indi-
cating that tax defaults can be derived from the fraudulent
preservation of revenues. Gupta and Nagadevara [28] exe-
cuted eight data analytic approaches derived from diverse
mixtures of DT, LDA, and LR. Their findings suggested that
data analytic approaches performed better in predicting VAT
evasion relative to automatic audit selection. Thus, a more
effective audit selection and taxpayer compliance could be
achieved. Wu et al. [29] used an association rule–based data
analytic approach to augment the detection of tax evasion.
This screening procedure was applied to filter noncomplaint
VAT statements for consecutive audit processes. The use of
data analytic methods significantly increased the accuracy of
the detection of tax evasion. Rahimikia et al. [30] assessed
the effectiveness of combining data analytic approaches
(SVM, LR, andmultilayer perceptron (MLP)) with evolution-
ary feature selection. For the situation of Iranian corporate
tax evasion in the food and textile sectors, it was reported
that the MLP-based hybrid algorithm outperformed other
approaches, ensuring 90.1% and 82.5% accuracy, respec-
tively. A sector-dependent unsupervised anomaly detection
method was developed for VAT fraud detection within a
real-world scenario of very few labelled samples [4]. This
approach is fast and scalable but could only identify 20 out
of 30 investigated firms. The MALDIVE approach was pro-
posed for tax risk assessment by combining social network
visualization from taxpayer data with LR, MLP, SVM, and
RF data analytic approaches [9]. The RF method performed
best, with 74.3% accuracy in detecting the positive and neg-
ative outcomes of a fiscal audit.

The above literature review indicates that advanced data
analytic approaches have not been considered for tax default
prediction. The previous related literature highlighted the
paramount importance of data transformation methods in
enhancing the informational relevance of limited default data,
and this inspired us to explore their use in tax default predic-
tion models.

Regarding the data transformation literature,
Zhang et al. [31] experimented with cross-project software
defect prediction employing different feature transformation
methods, including log, Box-Cox, and rank transformations,
as well as their combinations. RF plus Box-Cox feature
transformation outperformed the other methods, including
the nontransformed data analytic approaches. Like this study,
Amin et al. [32] applied several feature transformation
methodologies for predicting the churn in telecommunica-
tions. The log, Z -score, rank, and Box-Cox transformations
were tested in combinations with the data analytic approaches
naïve Bayes (NB), k-nearest neighbour (k-NN), gradient
boosting (GB), single rule induction, and deep neural net-
work. For two real-world churn datasets, the results indicated
that data transformations performed well, except the Z -score
transformation. In the same application domain, Coussement
et al. [12] explored three well-known feature transformation
approaches for categorical attributes, namely, dummy coding,
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incidence replacement, and weight-of-evidence conversion.
By training the LR data analytic approach, it was found
that feature transformation enhanced the churn prediction
performance by as much as 14.5% in terms of the area under
the receiver operating characteristic curve (AUROC). For
continuous attributes, Al Shalabi and Shaaban [33] applied
the Z -score, scaled transformation, and decimal scaling mod-
els for a classification dataset by considering DT learning
parameters. They concluded that scaled transformation is the
best data transformation methodology for the DT classifier.
Huang and Dun [34] and Wang and Huang [35] also applied
scaled transformation (normalization) to preprocess credit-
scoring data for SVM-based classification. Recently, Singh
and Singh [36] showed that scaled transformation has a
positive impact on classification performance over multiple
real and synthetic datasets. Based on these findings, we
hypothesized that feature transformation may provide sub-
stantial benefits to data analytic methods in predicting the
corporate tax default status.

III. AUTOMATED TAX DEFAULT PREDICTION SYSTEM
This section presents the first automated tax default predic-
tion system in the accounting and tax domain. The system
utilizes diverse accounting data transformed to achieve high-
performance data analytic approaches. Figure 1 illustrates the
components of the proposed system. First, the accounting
data are collected for two categories of firms, tax default
and nondefault firms. The system was developed to perform
tax default predictions for 1 year ahead; therefore, the data
for the input attributes are obtained for the year prior to the
tax default. Second, data are randomly divided into train-
ing and testing sets at a ratio of 4:1. Third, the training
data are investigated using statistical methods to test for
the feature significance and linear relationships among the
features. Feature transformation methods are applied in the
fourth step. To optimize the hyperparameters of machine
learning methods, 10-fold cross-validation is performed in
the next step. The machine learning–based models are trained
to classify tax default and nondefault firms. The classification
performance is evaluated using performance measures over
the testing data.

A. FEATURE TRANSFORMATION APPROACHES
The current study applies five dissimilar feature transforma-
tion techniques that preserve the information of the orig-
inal features from different business analytic perspectives.
Specifically, the following methods were examined: (1) log
transformation (log-tr.), (2) Z-normalization transformation
(Z -nor-tr.), (3) scaled transformation (scaled-tr.), (4) sine
transformation (sine-tr.), and (5) square-root transformation
(sqrt-tr.). The rationale behind the selection of these methods
is that they have widely been applied in related application
domains, including customer churn prediction [21], software
metrics sustainability and normality [31], defect prediction
[37], and dimensionality reduction [38]. This section briefly

illustrates their main features. For details, interested readers
are requested to review Zhang et al. [31] and Amin et al. [21].

1) LOG TRANSFORMATION
Log transformation converts feature values by simply apply-
ing the natural logarithm; this makes it a popular data trans-
formation technique with applications ranging from customer
churn prediction [21], [32] to software defect prediction [31].
This transformation not only enhances an algorithm’s pre-
dictability, but it also transforms a skewed data distribution to
a normal or Gaussian pattern, which conforms to the normal
distribution approximately as follows:

y = ln(1+ x), (1)

where y is the transformed feature, x is the original feature,
and ln(x) refers to the natural logarithmic function. Owing
to the constraint of the ln(x) function, however, the above
formula converts only the numerical values that are higher
than zero. To deal with the zero values, a constant is inserted,
such as the ln(1+ x) function.

2) Z -NORMALIZATION TRANSFORMATION
Normalized Z -scores are calculated by subtracting the aver-
age value from the raw value for each instance and dividing
that by the standard deviation (SD) for the data as follows:

y =
x − x
SD(x)

. (2)

As a result, a common scale is obtained for y where
the average value equals zero and the SD is 1, thus reducing
the effect of outlying values [39]. This enables us to focus
on the structural characteristics of the features, rather than
on their variance. However, the scales are not identical for
all features, and, moreover, if the variance is small, noise
in the data may be amplified. Another problem may be the
sensitivity of the mean and SD to outliers.

3) SCALED TRANSFORMATION
Scaled transformation is performed by normalizing the values
to equal scales, which can be useful for machine learning
algorithms because features with larger scales may distort the
results of their objective functions. Here we followed related
literature [40] and used the most common min-max method
to rescale the data to the range [0,1] as follows:

y =
x − min(x)

max(x)− min(x)
. (3)

This transformation also accelerates the convergence of the
gradient descent algorithm. However, as for Z -normalization
transformation, data noise may be amplified.

4) SINE TRANSFORMATION
Sine transformation allows us to overcome some disadvan-
tages of the above transformation methods. Unlike tradi-
tional log transformation, features with negative values can

VOLUME 9, 2021 19867



M. Z. Abedin et al.: Tax Default Prediction Using Feature Transformation-Based Machine Learning

FIGURE 1. Automated tax default prediction system using feature transformation–based machine learning.

be processed [41]. The converted feature can be expressed as
follows:

y = sin(x). (4)

The application of the sine function results in the rescaling
of the feature to the range [–1, 1] with the amplitude of 1,
implying that the data intensity (amplitude) can be observed
against the data frequency. In addition, as in scaled transfor-
mations, faster convergence rates were observed in related
studies [42].

5) SQUARE-ROOT TRANSFORMATION
Square-root (sqrt) transformation helps normalize a geomet-
rically (Poisson or negative binomial) distributed feature.
Poisson distributions frequently occur with featuresmeasured
as counts. It carries a moderate effect on the distribution
shape that is weaker than the logarithm and cube root. Eq.
(5) illustrates the sqrt transformation:

yij = x1/2ij , x ≥ 0 (5)

where yij is the transformed value for the i-th feature and
j-th sample, and xij is the nontransformed feature. The trans-
formed feature stabilizes the variance; this is particularly
effective if the data variance is proportional to the mean
value [43].

B. MACHINE LEARNING METHODS
In existing studies, modelers appeared to focus on a high
prediction rate in machine learning methods for default
risk prediction. Depending on the domain, the modelers
also utilized multiple datasets to appraise prediction mod-
els. Therefore, it is difficult to declare which classifiers
provided the most accurate predictions. The stability of the
proposed automated tax default prediction system can be
ensured by investigating multiple classifiers in the decision
support system. We trained 13 state-of-the-art machine learn-
ing methods from business intelligence domains, including
both single classifiers (LDA, LR, k-NN, NB, MLP, SVM,
extreme learning machine (ELM), and DT) and ensemble
classifiers (RF, GB, XGBoost, SysFor, and the decision forest
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by penalizing attributes (ForestPA)). Because of limited space
considerations, this section presents only the most recent
machine learning methods, namely, GB, XGBoost, SysFor,
and ForestPA.

Concerning the remaining classifiers, LDA and LR are
both discriminative classifiers that are linear in their param-
eters. The parameters of LR are estimated using maxi-
mum likelihood, while least squares estimation is used for
LDA. The assumption of multivariate normal distribution is
stronger for LDA. Moreover, identical covariance matrices
are assumed for LDA, which makes LR more robust and
less sensitive to outliers compared with LDA. The k-NN
method is an example-based classifier, in which k most-
similar (typically in terms of Euclidean distance) instances
are used to classify a new instance. In NB, posterior probabil-
ities for classes are calculated given the values of independent
variables, which are assumed to be conditionally independent
given the class.MLP is a fully connected, feed-forward neural
network. Gradient methods are used to learn the values of the
MLP connection weights in order to minimize the training
error. Unlike MLP, SVM aims to minimize the structural risk
by maximizing margin between classes. To do so, a subset
of the training instances (support vectors) is applied to deter-
mine the decision boundary. Similartly to MLP and SVM,
universal approximation capability was proved for ELM. The
parameters of ELM are typically learned in a single step
with (constrained) random weights for connections between
input and hidden layer. DT uses nodes to denote features
chosen to maximize goodness of a split and branches to rep-
resent feature values dividing the data into subsets. To allow
for a larger variance reduction, RF employs bagging (gener-
ating different samples from the training data) with random
feature selection for an ensemble of DTs. Interested readers
can find detailed descriptions of the above classifiers in the
literature [44], [45].

1) GRADIENT BOOSTING (GB) AND EXTREME GRADIENT
BOOSTING (XGBoost)
The GB classifier follows a three-step configuration of the
analytics mechanism, namely, (1) a loss function definition,
(2) a weakmodel (tree) training, and (3) an additive technique
that adjoins the weak trees to optimize the loss function. The
loss function is defined and trained based on the character-
istics of the underlying predictive task. Here we trained the
softmax loss function defined as:

Pi =
efi,yi∑n
j=1 e

fi,j
, (6)

where yi is the target output, i stands for the instance index,
fi,j is the score of the i-th sample on the j-th class, j is the class
index, and n is the number of classes. TheGB algorithm trains
many weak learners (shallow DTs) sequentially in order to
minimize the loss function. Here we trained 2000 boosted
trees in the greedy manner, which chooses the best split
points based on the scores optimizing the losses. The boosted
tree selects each input attribute as a feature. The leaf node

herein symbolizes the softmax loss value. The old trees in the
ensemble are not affected when the newly generated trees are
inserted, and the loss function is optimized by the gradient
descent method. This process continues until the classifier
achieves the optimized performance score.

However, the greedy GB classifier may rapidly become
overfitted for the given training set. The four following aug-
mentations need to be considered to make the GB algorithm
more effective, namely, the tree constraints, shrinkage, ran-
dom sampling, and penalized learning. The XGBoost algo-
rithm [46] is a scalable end-to-end tree-boosting technique
that considers numerous adjustments to the GB algorithm.
The most significant enhancement in XGBoost is that it
augments a regularization factor to the loss function intended
for creating ensembles that are straightforward andmore gen-
erative. The regularization factor is added to the loss function
to control the model complexity and, thus, avoid overfitting.

2) SYSTEMATICALLY DEVELOPED FOREST OF MULTIPLE
DECISION TREES (SysFor)
The SysFor algorithm was introduced by Islam and Giggins
[47] to extract data patterns from low- to high-dimensional
datasets. During the training process, the SysFor algorithm
extracts the features that have a high predictive capability.
SysFor produces a good set of trees even for low-dimensional
data. The following steps illustrate the learning process of this
algorithm:

Step 1: Select a good feature set and corresponding split
points by applying user-defined goodness and separation
thresholds.

Step 2: Choose each good feature one by one as the root
feature (at level 0) of a tree when the feature set from Step 1 is
larger than the number of trees defined by the user.

Step 3: If the number of trees is lower than that defined by
the user, alternative good features (chosen at level 1) are used
to construct additional trees.

Step 4: Return all trees generated in the two previous steps
as a SysFor.

3) DECISION FOREST BY PENALIZING ATTRIBUTES
(ForestPA)
The ForestPA algorithm, proposed by Adnan and Islam [48],
employs the entire feature set to produce the upcoming DT
by imposing penalty weights on those features that emerged
in the latest DTs. In addition, random weights are assigned
to the used features depending on the levels in the DT. Thus,
the diversity of the DTs is sustained. The learning steps of the
ForestPA algorithm are as follows:

Step 1: Produce a bootstrap sample from the original
training set. Thus, diversity is introduced into the base DTs
[48], [49]. Step 2: Build a DT for the bootstrap sample
by applying the feature weights. In doing so, it uses the
classification and regression tree that applies merit values as
the splitting criterion, which is calculated by multiplying the
feature prediction ability with its weight.
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Step 3: Update the feature weights and gradual weight
augmentation values for the features in the newly generated
trees. By contrast, feature weights remain identical if they do
not emerge in the newly generated trees. The feature weights
consider the tree levels for which they are tested over the
newly generated trees.

The ForestPA algorithm ensures substantial diversity of the
trained classifier by applying weight assignment as well as
weight increment strategies towards the learned features.

C. PERFORMANCE MEASURES
For tax default prediction, the class attribute is binary, with
tax default as class 1 and tax nondefault as class 0. Con-
cerning the predictive evaluation measures, this study applies
standard performance measures such as accuracy, type I and
type II errors, F-measure, and AUROC. This study refers to
Moula et al. [50] for their detailed explanations.

In tax default applications, it is generally believed that the
cost of failing to detect a default taxpayer C12 is substantially
larger than the cost of the wrong prediction of a nondefault
taxpayer C21. Based on this background, it is vital to make a
viable trade-off between the cost of a ‘‘false-positive’’ error
and the cost of a ‘‘false-negative’’ error with the following
cost function [51]:

EMCC = C12λ2 (q2/Q2)+ C21λ1 (q1/Q1) (7)

where the expected misclassification cost (EMCC) ratio is
5:1, this is C12 = 5 and C21 = 1; λ1 and λ2 indicate
the prior probabilities of nondefault and default taxpayers,
respectively; the ratio q2/Q2 refers to the false-positive rate
(the fraction of default taxpayers incorrectly predicted as non-
default taxpayers), and q1/Q1 denotes the false-negative rate
(the fraction of nondefault taxpayers incorrectly predicted as
default taxpayers).

Furthermore, the nonparametric Friedman test, along with
the Iman-Davenport (FID) adjustment, was applied to evalu-
ate the predictive performance of the used machine learning
methods. In addition, the nonparametric Wilcoxon test was
applied to compare the prediction performance between each
pair of machine learning methods [52].

IV. DATA
The proposed tax default prediction system was validated
with a real-world tax payment dataset of Finnish limited
liability firms originally compiled by Höglund [7]. Finland
can serve as a relevant background for the study of tax
default risk prediction because approximately 12% of all
active Finnish enterprises had outstanding taxes at the end of
the year 2015, with more than three billion Euros of overdue
corporate taxes [7]. The total amount of settled taxes over the
same period was 49 billion Euros. The Finnish tax bureau
claims that only 20% of these unsettled state revenues may
be recovered [7]. This huge amount of unpaid taxes leads to
economic divergence.

The current study was designed for two experimental sce-
narios corresponding to the prediction of tax default (1) in

the default year 2014 (i.e., using the financial indicators from
the year 2014) and (2) 1 year prior to the default (using
the data from 2013). Specifically, the tax default informa-
tion is for defaults in the VAT and employer contribution
tax in 2014. Of the total number of 768 firms, 384 firms
defaulted and the remaining 384 fully paid their taxes. The
nondefaulted firms were matched with the default sample for
the year, industry, and size of total assets in the predefault
year; see [7] for details. The experimental dataset is avail-
able at https://goo.gl/52cK41. For each firm, the database
lists a total of 36 features, which are financial indicators
collected for 2 years, 2013 and 2014. Two additional industry-
related features, the industry payment default and industry
bankruptcy risk, are reported for 2014. This database allowed
us to construct two different datasets, one for 2013 (for the
1-year-ahead prediction) and the other for 2014 (for the tax
default prediction during the same year). The datasets had
no missing values. In addition to the original datasets, we
generated five new datasets using the feature transforma-
tion techniques for each prediction horizon. The predictors
of tax default risk are represented by financial indicators
obtained from financial statements. Note that financial state-
ment data are considered themost significant factors affecting
the default risk in related business domains [5], [53]. The
financial indicators applied in this study include (1) liq-
uidity ratios (current ratio, quick ratio), (2) leverage ratios
(debt-to-sales ratio, equity ratio), (3) firm size (total assets),
(4) activity ratios (working capital–to-sales ratio, sales-
to–total assets ratio, inventory turnover ratio, periods of
trade receivables and payables), and (5) profitability ratios
(operating income, operating margin, return on assets,
return on investment). Table 1 presents descriptive statis-
tics for the financial indicators (the values of features
from 2013 were used for the 1-year-ahead prediction, and
those from 2014 were used for the prediction in the default
year), along with the independent sample t-test, to evaluate
the statistical difference between the two sample categories
(default vs. nondefault). Statistically significant differences
were identified for all attributes except for the operating
income. In addition, correlations among the attributes were
investigated, as documented in Appendix A1; they indicate
significant multicollinearity among some attributes, partic-
ularly in the year 2013. For traditional statistical models,
this can cause a considerable problem with the interpretation
of results. We also applied the Kaiser-Meyer-Olkin (KMO)
test and Bartlett test of sphericity, obtaining the test statistics
0.507 and 38150.366 (p < .01), respectively. These results are
presented in Appendix A2, and they suggest that factor analy-
sis should be performed before using the parametric statistical
prediction algorithms LR and LDA [54]. To overcome the
problem of multicollinearity for LR and LDA, we employed
principal component analysis (PCA). By considering the fac-
tors with eigenvalues higher than 1, 13 factors were extracted
from the original 36 features that explain 79.51% of the
cumulative variance (for details on cumulative variance and
factor loading matrix, see Appendix A3). The factor loading
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TABLE 1. Descriptive statistics of the used financial indicators for the years 2013 (1 year prior to tax default) and 2014 (the year of tax default).

matrix can be used to interpret the 13 factors. For example,
F1 represents activity ratios (A30, A32 and A7) and F2 stands
for liquidity ratios (A15-A18).

V. EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETTINGS
We performed the feature transformation techniques in
Python 3.6 using the scikit-learn 0.23 library. Similarly, we
used the same library to implement the following machine
learningmethods: LDA, LR, k-NN, NB, SVM, ELM,DT, RF,
GB, and XGBoost. Data normality and feature contributions
were also run using the Python environment. To implement
MLP, SysFor, and ForestPA, we used the Waikato Environ-
ment for Knowledge Analysis (WEKA) 3.8.0 packages. Non-
parametric statistical tests were conducted using the Knowl-
edge Extraction based on Evolutionary Learning (KEEL)
GPLv3 modules. The results of the descriptive statistics and
factor and correlation analysis were obtained using the Sta-
tistical Package for the Social Sciences (SPSS) 17.0 plat-
form. All these experiments were carried out on a PC with
a 3.10-GHz Intel Core i5-2400 CPU and 4-GB RAM in
the Windows 10 operating system. For the machine learn-
ing methods, the grid search procedure performed over the
10-fold cross-validation was used to find the optimal values
of training parameters. Table 2 shows the optimal parameter
settings and respective references for which technical details
are given to the readers.

B. NORMALITY TESTS
Normality tests are important to validate the contributions
of the feature transformation methods. For data normality
assessment, here we used two widely applied statistical char-
acteristics, namely, skewness and kurtosis, to investigate the

TABLE 2. Settings of parameters for machine learning methods.

shape of the probability distributions. Skewness measures
the degree of asymmetry in the probability distribution of
the features. The symmetric distribution refers to zero skew-
ness, and the positive (negative) skewness designates a long
right (left) tail; the recommended range is –0.80 to +0.80.
Kurtosis signifies the ‘‘peakness,’’ that is, the extent to which
the probabilities of features concentrate in the center, with the
recommended range between –10 and +10.

The Q-Q (quantile-quantile) plots in Figure 2 illustrate
the effect of the five feature transformations on the normal-
ity measures, whereas the boxplots in Figure 3 demonstrate
the impact of feature transformations on the data distribu-
tion compared with the nontransformed (raw) features. Due
to space constraints, only a limited number of features is
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TABLE 3. Results of the Wilcoxon tests for data normality measures.

presented in Figures 2 and 3. The remaining results (for
features A2 to A36) are provided as online supplementary
material 1. As can be seen from the Q-Q plots, we can assert
that features satisfy the normal distribution after the applica-
tion of the feature transformation techniques. For example,
raw feature A2 has a skewness of 1.03 and a kurtosis of 3.14,
whereas its square-root transformation carries a skewness
of –0.41 and a kurtosis of –0.03. This indicates that A2 is
normally distributed when using the square-root transfor-
mation. Figure 3 illustrates different effects of the feature
transformation methods for different features. For example,
the Z -normalization and scaled transformations for features
A1 and A2 carry more outliers in the data. By contrast, the
feature transformation methods reduce the effects of outliers
for features A3 and A4.

Table 3 shows that significant statistical differences exist
between the feature transformation methods in normality
measures, as indicated by the results of the Wilcoxon non-
parametric tests. Significantly improved measurements were
achieved for both the skewness (p < .10) and kurtosis (p
< .05). However, the statistical significance only applies to
the log, sine, and square-root transformations; the remaining
two techniques proved statistically insignificant. Therefore,
our results support the conclusion that feature transforma-
tions significantly influence data normality in the tax default
dataset.

C. TAX DEFAULT PREDICTION
This section presents the performance of tax default predic-
tion approaches and a comparative analysis of their perfor-
mance using nonparametric tests to validate the proposed pre-
diction architecture. First, we examine the effects of feature
transformation methods on the prediction performance. Sec-
ond, we compare the performance of machine learning meth-
ods in terms of various classification performance criteria.
Finally, the importance of features is investigated separately
for the default year and the 1 year prior to default.

1) EFFECT OF FEATURE TRANSFORMATION METHODS
Note that here we present the main outcomes of the exper-
imentation conducted across the five feature transforma-
tion methods. All the underlying results can be found
in online supplementary material 2 (see supplementary
Tables S1 to S6).

To rank the feature transformation methods, their
performance was compared in terms of accuracy and
F-measure. The Friedman ranking in Table 4 shows that the

log-transformation method ranked first for both the perfor-
mance criteria and the two prediction scenarios (i.e., for the
default year and 1 year prior to default). The square-root
transformation ranked second for all settings. The sine trans-
formation ranked third for the default year, and the scaled
transformation ranked third for the 1 year prior to default set-
ting. By contrast, the Z -normalization transformation was the
least effective approach among the tested feature transforma-
tion methods. The raw dataset was only competitive in case of
the 1-year-ahead prediction. Overall, the results illustrate that
feature transformation ensures better prediction performance
for the machine learning methods. The differences among the
feature transformation methods are statistically significant,
as indicated by the result of the Friedman test (p < .01).
The top-ranked feature transformation algorithm performed
significantly better than the remaining methods in all the
tested scenarios, as indicated by the Iman-Davenport test
and Holm post-hoc analysis. Therefore, we reject the null
hypothesis that the feature transformation methods perform
similarly.

The nontransformed features performed significantly
worse than their transformed counterparts. To highlight the
contribution of the feature transformation methods over
the raw untransformed data, we evaluated their competitive
advantage (CA), obtained as follows:

CAij =
((
Pii − Qij

)
/Qij

)
∗ 100 (8)

where CAij is the competitive advantage for the i-th feature
transformation method and j-th performance measure; Pij is
the performance of the transformation method; and Qij is
the performance of the baseline method (no transformation).
The Wilcoxon test was performed to evaluate the statistical
significance of CA.
Table 5 shows that feature transformation provides sub-

stantial competitive gains across all machine learning meth-
ods. The most benefits were obtained for k-NN, NB, ELM,
and SVM. Notably, a 38.94% and 29.55% increase in accu-
racy was achieved for ELM for the default year and 1 year
prior to default, respectively. Regarding the F-measure, the
highest improvement was obtained for SVM (46.30% and
47.41%, respectively). Without feature transformation, ELM,
SVM, and NB performed worst, whereas LR, GB, and
XGBoost were the best performers. After performing feature
transformation, the performance of the poorly performing
methods significantly improved but no significant difference
was observed for the methods that had performed well. The
low margins observed for RF, GB, XGBoost, SysFor, and
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FIGURE 2. Normal Q-Q plots of feature A2 over the feature transformation methods.

TABLE 4. Results of the Friedman ranking tests and Holm post-hoc tests for the feature transformation methods.

ForestPA signify that the ensemblemachine learningmethods
provided a stable performance in the tested scenarios without
the necessity for feature transformation.

2) COMPARATIVE ANALYSIS OF MACHINE LEARNING
METHODS
To compare the performance of the machine learning meth-
ods, all six scenarios (i.e., the untransformed data and five
transformations) were considered. According to the Friedman
ranking in Table 6, the XGBoost was the best algorithm, tak-
ing the top position in terms of accuracy and F-measure for

the default year. SysFor performed best among the methods
when the 1-year-prior-to-default scenario was considered.
Besides, the performances of the top-ranked classifiers were
statically significant based on the Iman-Davenport and Holm
post-hoc tests. By contrast, k-NN, DT, and ELM rankedworst
for both prediction scenarios. Overall, the ensemble learning
methods outperformed the single classifiers, except for LR
for the default year prediction. Indeed, LR seemed to be the
best choice of the single-classifier approaches, a finding that
is consistent with a recent work of Beutel et al. [16] for the
default prediction domain.
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FIGURE 3. Boxplots for features A1 to A4 over the feature transformation methods.

The proposed prediction models also performed well in
terms of time efficiency. The results of the training time
criterion (measured as wall-clock time in seconds) showed
that NB, LDA and k-NN performed best with average training
times of 0.01 s, 0.03 s and 0.06 s, respectively. By contrast,
GB and MLP performed worst with 2.3 and 3.0 s, respec-
tively. Overall, we conclude that all the machine learning
methods can be considered time efficient.

As emphasized above, different misclassification costs of
false-positive and false-negative instances should be con-
sidered when evaluating the performance of a tax default
prediction system. To assess the EMCC performance, the
ratio between the false-positive and false-negative errors was
set to 5:1. This ratio was normalized to obtain the fol-
lowing costs: C12 = 0.833 and C21 = 0.167. In Fig-
ure 4, we present the mean EMCC values achieved by the
machine learning algorithms, whereas the detailed results
for EMCC can be found in online supplementary mate-
rial 2. XGBoost and GB achieved the lowest EMCC, thus
providing the best trade-off between the false-positive and
false-negative errors under different misclassification costs.
Table 7 shows the pairwise comparison among the machine
learning methods using the nonparametric Wilcoxon signed-
rank (WSR) test. The bottom left corner and upper right cor-
ner of Table 7 showWSR test results for the default-year and
1-year-prior-to-default datasets, respectively. For the default
year, only GB performed in a statistically similar manner

FIGURE 4. Mean EMCC values for the used machine learning methods.

as the best-performing XGBoost; all the tested ensemble
learning methods performed similarly for the 1-year-ahead
prediction scenario. In both scenarios, the following methods
were significantly outperformed: SVM,NB,MLP, k-NN, DT,
and ELM.

3) VERIFICATION OF FEATURE IMPORTANCE
To verify the feature importance for corporate tax default
risk prediction, the trained RF model was utilized because
it retains feature ranking. Indeed, feature validation through
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TABLE 5. Competitive advantages of feature transformation over no transformation.

TABLE 6. Results of the Friedman ranking tests and Holm post-hoc tests for the used machine learning methods.

the RF classifier has been approved as a feasible approach in
many feature ranking studies [56]–[58]. The feature impor-
tance in RF is verified by the disparity of a tree’s out-of-bag
error before and after random permutation of an explanatory
feature. More precisely, the feature importance is calculated
by how much the model error is increased when permutation

of the feature has occurred, and the differences are averaged
over all random trees generated. Random permutations also
allow us to investigate the feature importance among corre-
lated features.

Figures 5 and 6 demonstrate the average feature impor-
tance over six transformed and nontransformed datasets in
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FIGURE 5. Average feature importance for the default year prediction across the used machine learning methods.

19876 VOLUME 9, 2021



M. Z. Abedin et al.: Tax Default Prediction Using Feature Transformation-Based Machine Learning

FIGURE 6. Average feature importance for the 1-year-ahead prediction across the used machine learning methods.
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TABLE 7. Pairwise Wilcoxon signed rank test for EMCC (left bottom corner, default year; right upper corner, 1 year prior to default).

TABLE 8. Feature importance over the feature transformation methods.

the default year and 1 year prior to default, respectively.
The equity ratio was the most important feature for sepa-
rating nondefault taxpayers from their default peers, being a
critical early-warning indicator of tax default. The liquidity
ratios (quick ratio and current ratio) and debt-to-sales ratio
were also important, signifying that liquidity is another key
indicator. Less indebted firms with more current assets and
liquid reserves are less likely to fail to pay taxes. By contrast,
the inventory turnover ratio had the smallest effect on the
RF prediction accuracy. Table 8 shows that the underlying
features contributed more than the machine learning methods
for each of the feature transformation methods. The top five
contributing features are in boldfont type, confirming the
crucial role of the equity ratio across all feature transfor-
mations. Note that the feature ranking is relatively stable
across the feature transformation methods; this validates the
importance of the leverage and liquidity ratios for tax default
prediction.

VI. CONCLUSION
The importance of business analytics in the data-driven era
of accounting has been recognized by the key accounting
professional organizations. Notably, the American Institute
of Certified Public Accountants and the Institute of Internal
Auditors acknowledged business analytics as one of the top
innovations and research priorities in the accounting domain.
Machine learning methods are increasingly employed to
predict financial statement anomalies. These technologies
not only save time and money for audit stakeholders, but
also reduce the risk of conspiracy and human error in the
discovery of fraudulent and default events. Here we have
presented a novel tax default prediction system using fea-
ture transformation–based machine learning. Returning to
the questions posed at the beginning of this study, it is
now possible to state that feature transformation significantly
influences the tax default data normality; this implies that
it is critically important for traditional statistical prediction
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methods. In addition, this study has found that in gen-
eral, feature transformation methods substantially improve
the prediction performance of machine learning methods
regardless of whether they are single or ensemble classifiers.
This indicates that the application of feature transforma-
tions has significant advantages over the application of non-
transformed raw data. Log and square-root transformations
emerged as reliable feature transformation methods across
the used machine learning methods. These findings clearly
support the relevance of feature transformation in tax default
prediction.

Concerning the effectiveness of the used machine learning
methods, the results suggest that XGBoost outperformed the
remaining methods in the default year sample and that SysFor
dominated for the 1-year-ahead tax default prediction. The
LR model also performed well with consistent outcomes,
which is in agreement with the findings of Beutel et al. [16]
and Höglund [7]. The present study provides additional evi-
dence with respect to the effectiveness of ensemble-based
machine learning methods in financial default prediction.
We have shown that XGBoost is particularly effective in pre-
dicting tax defaults in the real-world scenario of differentmis-
classification costs, which implies a substantial cost reduction
for decision makers. Another considerable managerial impli-
cation is related to the investigated feature importance. Our
study suggests that the equity ratio should be considered as
the most informative indicator distinguishing tax nondefault
firms from their default counterparts. Besides, liquidity ratios
and other leverage ratios represent other important finan-
cial indicators; this corroborates the findings for alternative
default prediction models [5], [6], [53].

From the managerial point of view, the insights of this
study may assist financial managers of firms, tax adminis-
trators, tax auditors, suppliers, creditors, regulators, and gov-
ernment employees by providing guidelines to minimize tax
default probability. The automatic early-warning tax default
detection system can be used to reduce the work burden
of tax administrators and enhance administrative efficiency.
Eventually, the system may also help government workers to
collect more of the taxes owed. Our findings may also support
auditors and borrowers in their appraisal of the possibility
of tax default, which may aid them in choosing a reliable
firm. Additionally, firms could benefit from the automatic
assessment of their tax documents so as to manage their
financial risks more effectively.

The current investigation was limited by the use of a
single dataset. Indeed, it is difficult to collect a reliable
dataset due to the unavailability of data on the official
tax default status of firms. Hence, the importance of fea-
tures may vary with different accounting and tax systems.
A cross-country comparative study is therefore recommended
for future studies. The ensemble approaches used in this
study were homogeneous, and similar base learners were
employed in the ensembles. Using alternative heterogeneous
approaches to ensemble learning combining the outcomes of
different machine learning methods is another potential line

of future research. Finally, fuzzy rule-based systems could
improve the interpretability of tax default prediction.
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