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Abstract

To create a human-like skin for a robotic application, current touch sen-
sor technologies have a few drawbacks. Electrical Impedance Tomography
(EIT) is a candidate for this application due to its applicability over complex
geometries; nevertheless, it has accuracy concerns. This study employs arti-
ficial neural networks (ANNs) to investigate the accuracy and capability of
EIT-based touch sensors. A finite element (FE) model is utilized to solve the
forward EIT problem while simultaneously determining the system’s compre-
hensive mechanical response. The FE model is comprised of a polyurethane
(PU) foam domain, a conductive spray layer and a set of sixteen electrodes.
To replicate the process of touching the sensor body, a punch of varying di-
ameters and touch forces is utilized. The mechanical response of the sensor
body is modeled using the hyperfoam material model calibrated through ex-
perimental uniaxial and shear test data, while the electric conductivity of
the sprayed skin surface is obtained experimentally as function of applied
strain. The viscoelastic behavior of the PU foam material is also obtained
experimentally. These experimental data were implemented in the FE model
through user subroutines to model the mechanical and electrical properties
of the sensor in the EIT forward problem. The traditional EIT inverse prob-
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lem image reconstruction was replaced utilizing ANNs as an alternative to
extract mechanics based parameters. The ANNs were created to predict the
spatial coordinates of the touch point, and they were proven to be extremely
accurate. Using the EIT voltage readings as input, the ANNs were utilized to
forecast the system’s mechanical behavior such as contact pressure, contact
area, indentation depth, and touching force.

Keywords: Electrical impedance tomography, Machine learning, Electrical
conductivity, Finite element analysis, Tactile sensor

1. Introduction

1.1. Background

Adding a sense of touch to robots has been one of the most sought-after
additions in the robotics industry, and tactile sensors provide the means to
implement such feature. Tactile sensors are sensors that can detect touch
and contact, estimate grip forces, detect motion, and perceive both dynamic
and static forces. Several tactile sensor technologies, including magnetic,
piezoelectric, capacitive, and optical sensors, have been implemented in the
robotics industry. When applied to robotic skins, however, these tactile
sensing technologies have two significant limitations. First, their high cost
for relatively large robots, which is a result of both the number of sensors
required to create a sensory map across the robot’s surface and the number
of batteries required to power a large sensor area. The second limitation of
tactile sensors is their inability to be applied to complex geometries, such as
joints, due to their stiffness and wiring requirements [1].

Electrical impedance tomography (EIT) is a cost-effective imaging tech-
nology that overcomes certain limitations in sensor design by deducing ap-
plied stimuli based on boundary data to estimate the internal conductivity
map of a sensor domain [1]. While both EIT and electrical resistance tomog-
raphy (ERT) capture conductivity distributions, EIT additionally measures
permittivity profiles using alternating current. Despite their differences, past
research [2, 3] often refers to ERT as EIT, a practice this paper will follow
when discussing the exclusive retrieval of conductivity distribution. In gen-
eral, EIT systems involve a conductive domain with boundary electrodes
subjected to varying current injection patterns. As depicted in Figure 1,
each pattern injects current through one electrode while another serves as
the sink. The domain exhibits distinct voltage values as the current flows,
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Fig. 1: (a) The equipotential lines for a domain without any change in the internal conduc-
tivity map for the first current injection pattern, (b) an object with different conductivity
value in contact with the domain and its affect on the internal conductivity distribution,
(c) and (d) show the same phenomenon for a different current injection pattern.

with boundary electrodes monitoring these potentials. Upon interaction with
a stimulus, changes in the domain’s internal conductivity map cause current
flow redirection and potential variation at the boundary electrodes. An EIT
solver can then ascertain the internal conductivity distribution using these
boundary measurements.

The EIT problem encompasses two parts, the forward problem and the
inverse problem. Solving the forward problem means computing the potential
distributions across the entire domain. Due to the problem’s complexity and
complex boundary conditions, the complete electrode model (CEM), a solu-
tion requires the use of numerical method such as the finite element method
(FEM) [1, 4, 5, 6]. The inverse problem, however, involves reconstructing
the internal conductivity distribution from boundary measurements - a task
complicated by its nonlinearity and sensitivity to small changes in measure-
ments [1]. Conventional approaches to navigate these intricacies typically
incorporate either static [7] or dynamic [8] imaging techniques (c.f. Holder
[8]).

1.2. EIT Sensing and Machine Learning

While EIT provides valuable information about internal conductivity, its
direct applicability may be less straightforward in fields such as robotics,
where mechanical factors such as pressure, contact area, force distribution,
or stretch often play a more crucial role. As a result, recent years have wit-
nessed a surge of interest in the application of EIT for predicting mechanical
behaviors. For instance, it has been applied to infer strain states in nanocom-
posites by tracking conductivity changes [9], and to model displacement fields
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as well as derive stress-strain relationships using conductivity data [10]. Fur-
thermore, it has been effectively utilized for monitoring moisture flow and
identifying damages in concrete structures [11, 12].”

Utilizing EIT image reconstruction for such applications, however, is not
without its challenges. The main obstacle is solving an inverse problem which
is highly sensitive to noise and changes in boundary potential readings, lead-
ing to potential errors and lower reconstruction quality. Furthermore, es-
tablishing a constitutive relationship between changes in conductivity and
mechanical response introduces an added layer of complexity to the process.
The initial approach to address these problems began with a gradient-based
optimization technique developed by Tallman and Wang [9, 10]. The ob-
jective was to reduce the difference between observed and computed con-
ductivity distributions. However, this method proved insufficient in certain
scenarios. The Genetic Algorithm (GA), a meta-heuristic global search al-
gorithm, was introduced to address these complexities [2]. While the GA
effectively estimates the mechanical response, it also results in discrepancies
due to predicted displacement variations. Amongst various meta-heuristic
algorithms such as Simulated Annealing (SA) and Particle Swarm Optimiza-
tion (PSO), GA was identified as the most effective [13]. Current research
advancements have been inclining towards integrating machine learning with
EIT to optimize various aspects of the methodology. For instance, Neural
networks (NNs) have been employed to reconstruct damage patterns in con-
crete [14]. Deep machine learning techniques have been utilized for real-time
touch sensing [15], reconstructing simulated CT scans of lungs [16], and im-
proving electrode placement for better measurements [17]. There are also
instances of research that deviate from the traditional EIT inverse solution,
preferring direct machine learning methodologies instead.These approaches
aim to leverage the power of artificial neural networks (ANNs) and deep
learning techniques to directly address the challenges of EIT. For instance,
researchers have successfully employed a single perception ANNs to directly
predict the location and magnitude of damage in EIT applications [18]. Deep
neural networks (DNNs) have been utilized for image reconstruction in EIT,
enabling accurate reconstructions of simulated CT scans and challenging
shape reconstructions using specific geometric data [19, 20]. Deep learn-
ing frameworks have shown promise in directly predicting strain and stress
distributions [21]. These approaches have demonstrated the potential of both
simple ANNs and complex DNNs, in addressing the complexities of EIT and
enabling mechanics reconstructions from conductivity maps.
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In this study, we present a computational framework for robotic skin sen-
sors based on EIT. Our machine learning approach focuses on predicting
specific tactile parameters, including touch location, contact pressure, area,
indentation depth, and force, instead of full-domain reconstruction. We gen-
erate the training data for these predictions through a rigorous process of
mechanical-electrical FEA applied to a very large number of randomized
scenarios.

2. Material Selection and Conductivity Modeling for EIT Sensors

2.1. EIT Material Considerations

In the larger scope of EIT, structures used are generally classified into
two categories. The first comprises of inherently self-sensing materials, in-
cluding structures like CNT-coated fabric-reinforced polymers [3] and car-
bon nanofiber/epoxy matrices [22]. The second category embraces structures
that, while not inherently self-sensing, leverage multifunctional materials like
skins, layers, or films as their sensing medium [23, 24, 12, 25, 26].

Moreover, an important aspect of enhancing the accuracy of EIT sensors
is the choice of materials with good stretchability, conductivity, low cost and
weight [1]. Human skin, with its intricate functions such as sensitivity to
touch, pressure, and temperature, serves as an inspirational model for mate-
rial selection. The skin’s viscoelastic properties protect the human body from
injuries while allowing us to perceive our surrounding environment, making
it a remarkable natural sensor. This serves as the motivation for our work
with EIT sensors, which can be implemented in areas such as robotics, where
the need to shield sensitive components during the process of sensing exter-
nal conditions is crucial. Polyurethane (PU), a material frequently used to
emulate the mechanical behavior of human skin, is particularly noteworthy
[27, 28]. The properties of PU can be fine-tuned depending on the application
by varying foam ratios and additives. PU foam, a subtype of polyurethanes
known for its low Poisson’s ratio and hyperelastic behavior, has been suc-
cessfully utilized in EIT tactile distribution sensors [29], thus validating its
suitability as an EIT-compatible material.

2.2. Piezoresistive Models

Incorporating the effect of changes in the electrical conductivity of the
sensor material due to deformation in the EIT forward problem could im-
prove the reconstruction quality [1]. To predict conductivity changes under
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various strains, a range of strain-to-conductivity models are employed de-
pending on the context and material in question. Most models are based
on percolation theory, which may predict the link between composite con-
ductivity and conductive filler content by assuming that conductive particles
form a conductive three-dimensional network [30]. The increase in resistance
under tensile strain is associated with the three-dimensional conductive net-
work being repeatedly broken and reformed, undergoing contact loss between
conductive particles, and approaching the percolation threshold [31, 30]. For
the case of self-sensing materials such as nanocomposites, a variety of models
have been adopted. At the microscale, equivalent resistor network models are
often employed [32, 33]. These models depict nanofillers as discretized resis-
tor elements, providing micro-level insights into the piezoresistive behavior
of the material. On the other hand, computational micromechanics models
[34, 35] operate within a FEA framework, simulating the intricate interaction
between nanofillers and the matrix material. This approach is particularly
adept at incorporating various mechanical effects. For a broader perspective,
analytical models [36, 37] are also employed. These models operate across
multiple scales, linking conductivity to parameters such as strain and manu-
facturing data, offering a computationally efficient method for comprehensive
analyses. Another way for modelling piezoresistivity at a macroscale is to use
a phenomenological gray box approach to explain the relation between the
resistance and strain. This type of modelling is usually used when the scope
is to find a bulk response of sensors [38, 39]. An example of such a model is
the continuum piezoresistivity model used by Kim et al. [40], which models
the evolution of resistivity of the MWCNT/TPU composite in a continuum
sense, with resistivity parameters depending on deformation and assuming
isotropic resistivity tensor.

In view of the aforementioned studies, our primary sensor material is
chosen to be PU foam. In order for the sensor to meet the conductivity
requirements it is coated with a conductive spray layer. This approach is
aligned with the category of EIT sensors made of non-inherently conduc-
tive materials. Given our aim of incorporating the conductivity changes due
to the macroscopic mechanical deformation, we adopt a macro-scale contin-
uum piezoresistivity model, as a simplified approach choice mindful of the
uncertainty around applying self-sensing models to our sensor.
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Fig. 2: (a) Experimental setup used for quasi-static uniaxial compression and compression
relaxation tests, and (b) experimental setup used for capturing electrical conductivity
change under deformation.

3. Experimental Methodology and Results

Given the choice of the sensor’s material and the computational nature
of this study, both the behaviour of PU foam and the effect of stretch on
electrical conductivity are required to be quantified. As a result, a variety of
experiments are conducted to characterize the PU foam’s behavior and the
sensor structure’s electro-mechanical behavior.

3.1. Mechanical Testing of PU Foam

In order to characterize the PU foam mechanical behavior, uniaxial com-
pression tests, simple shear tests and compression relaxation tests were con-
ducted. The experimental setup used for the compression and the compres-
sion relaxation tests are shown in fig. 2 (a).

PU foam provided by EUROPUR was utilized and tested in quasi-static
uniaxial compression, shear and compression relaxation tests to characterize
the mechanical behavior of the foam. All tests were conducted following
the standards ISO 1827 [41], ISO 3384-1 [42] and ISO 3386-1 [43]. Quasi-
static compression uniaxial test was carried out on round foam samples with
dimensions of 50 mm ± 1 mm diameter and a thickness of 20 mm ± 1 mm,
as shown in fig. 3 (a). Then, the test pieces were compressed using a 5 kN
load cell attached to an MTS hydraulic testing machine with a displacement
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rate of 5 mm/min. Foam samples with the same size as the quasi-static
compressive uniaxial test were tested for stress relaxation. The samples were
deformed to 0.8 strain in 1 second, after which the deformation was kept
fixed and the sample is let to relax for 180 seconds while the relaxation force
is monitored, as shown in fig 5 (a). Notably, the strain measure used in
this study is the nominal strain which is a common strain measurement used
for calibrating various hyperelastic constitutive models for foam materials
[44, 45, 46].

A simple quasi-static shear lap sample was developed following ISO 1827
[41], as shown in fig. 4 (a), to test the PU foam at a displacement rate of
5 mm/min with a sample size of 25 mm in length, 20 mm in width and 10
mm in thickness. An average shear stress is obtained as the ratio between
the load cell force value and the total net-section shear area (4 faces each
measuring 25 mm x 20 mm making a total area of 2000 mm2) and shear
strain is obtained as the ratio between the displacement measurements and
sample thickness.

Experimental stress-strain test results for the PU foam are displayed as
solid markers in fig. 3 (b) and fig. 4 (b) for the quasi-static compression and
shear test, respectively. Similarly, the normalized relaxation experimental
results, e.g. normalized stress vs. time, are depicted in fig. 5 (b) with solid
markers. These experimental results will be used to calibrate the hyperfoam
model and the viscoelastic stress relaxation model in order to describe the
constitute behavior of the PU foam such that its mechanical response is
accurately predicted when subjected to loading through a stimulus. The
calibration of the constitutive model is outlined in the next section.

3.2. Electric Conductivity Measurements

The experimental setup for measuring the effect of mechanical strain on
electrical conductivity in the current study, as shown in fig. 2 (b), is similar
to the one outlined by Kost et al. [47, 48, 49]. The MTS hydraulic testing
machine is used for achieving the stretch in the sample and a potentiostat
from AUTOLAB is used to capture the electric resistivity during stretch-
ing. PU foam samples, shown in fig. 6 (a) with dimensions 75 × 25 × 10
mm, were cut and their outer surfaces were sprayed with graphite conductive
coating spray (e.g. Kontakt Chemie Graphit 33). Four pieces of plexiglass
were cut and glued to the ends of the samples as insulation during electric
resistivity measurements under tensile stretch. Using the two-point measure-
ment method, two copper strips were attached to each end of the samples to
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Fig. 3: Experimental results of the quasi-static compressive uniaxial test compared against
uniaxial based, shear based and combined tests based hyperfoam models.

Fig. 4: Experimental results of the simple shear test compared against uniaxial based,
shear based, and combined tests based hyperfoam models.

measure the electric resistivity.
The samples were tested in two stages. In the first stage, the samples were

cyclically deformed with a displacement rate of 5 mm/min to a maximum
stretch displacement of 4 mm and simultaneously subjected to a constant
voltage of 0.5 V, while measuring the current. The resistance is determined
using Ohm’s law and the results are shown in fig. 6 (b) pertaining to the
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Fig. 5: Experimental results of the compressive stress relaxation test compared against a
third order Prony series fit.

applied cyclic strain and measured resistance over time. As expected, the
resistance decreases with each stretch cycle, and eventually reaches a steady
value, which is consistent with the observation reported by Sevkat et al.
[50]. In the second stage of the testing, and after the sample have been
cycled reaching a steady value of resistance, the sample is stretched until
failure, while simultaneously measuring the resistance with respect to stretch.
The electric conductivity is calculated as c = L

RA
, where R is the measured

resistivity, L is the conductive sample length and A is the conductive sample
cross sectional area. Notably, the value of A considered in the calculation of
conductivity refers to the annular rectangular cross-sectional area formed by
the conductive coating on the specimen, as depicted in fig. 6 (a). Moreover,
fig. 6 (c) reveals that the conductivity decreases with increase in tensile
stretch (e.g. positive strain), which is attributed to the continual breaking
of the conductive network of the sprayed foam surface and is consistent with
findings in literature [31, 30]. In contrast, it is reasonable to assume here
that conductivity increases with increase in compressive strain due to the
increase in contact interaction between the foam’s conductive particles.

Due to limitations in the test setup used, obtaining the conductivity
behavior under compression loading is not possible. Thus, the conductivity
is extrapolated via a curve-fitting procedure for compression loading. A third
order polynomial was used for the curve-fitting procedure to account for the
nonlinearty in the experimental tensile-data and to show that compression
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Fig. 6: (a) PU foam sample with conductive spray, (b) change in the resistance under 4
mm cyclic stretch along with a plot of the cyclic displacement applied to the sample, and
(c) change in conductivity with respect to strain.

leads to higher conductivity conveniently. The relation between conductivity
and strain, as indicated fig. 6 (c), is accounted for in the numerical solution
to the EIT forward problem. Notably, the compressive strain values applied
in this study are quite low, so, it is believed that curve-fitting extrapolation
procedure is permissible.

4. Modeling EIT Forward Problem

The finite element method is well suited for solving the EIT forward
problem and there are several toolboxes that can be utilized for this pur-
pose. EIDORS [51] is a Matlab toolbox that can solve both the forward
and inverse problems, while it is mostly utilized for the solution to the EIT
inverse problem. Fouchard et. al. [4] utilized Comsol to solve the forward
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problem, while other researchers [18, 52] employed the general purpose fi-
nite element package Abaqus [53] to solve the EIT forward problem. In the
current study the heat transfer capability established in Abaqus is utilized,
and the thermal-electrical conduction analogy is adopted to solve the EIT
forward problem. The equivalency between the steady-state heat and the
electric conduction governing equations is realized by

c ∇2 V = 0 → k ∇2 T = 0 (1)

where voltage V is the equivalency to temperature T , electric conductivity
c is equivalent to thermal conductivity k, and ∇ is the gradient operator.
Electric current sources and sinks are equivalent to heat sources and sinks,
and the voltage ground electrode is equivalent to zero-temperature thermal
boundary condition. This will enable the modeling of the coupled electro-
mechanical EIT forward problem, e.g. through the thermo-mechanical equiv-
alency, allowing to account for both the change in electrical conductivity and
mechanical deformation of the EIT sensor, simultaneously, when a stimulus
is applied. In addition, the CEM is a crucial component of the electrical com-
ponent in the simulated mechanical-electrical EIT framework. This model
takes into account the complexities of electrode behavior in the system. The
model accommodates for a finite number of electrodes of specific size, con-
siders the effect of conductive electrode shunting effect, and factors in the
potential drop caused by the electrode’s contact impedance. For more infor-
mation on the mathematical formulation of the CEM, readers are referred to
[1, 8].

4.1. Hyperelastic Constitutive Behavior

The core material of the EIT sensor considered in this study is a PU foam,
and its constitutive material behavior is usually modelled with a hyperelastic
material models, which are commonly used for accurately characterizing de-
formation of polymeric materials [54]. Various hyperleastic material models
can be adapted such as the Ogden model [55], the Yeoh [56] and Neo-Hookean
[57]. However, PU foam has a rather low Poisson’s ratio [29] and is a rather
compressible polymer [54], for which the most suitable hyperelastic model
is the so called hyperfoam model [44, 46]. Here a third order hyperfoam
material model is considered to model the combined compressive and shear
mechanical response of the PU foam. The nominal compression stress (σ)
of the specimen under uniaxial compression loading is calculated using the

12



hyperfoam constitutive model [44], and is given by

σ =
2

λ1

N∑
i=1

µi

αi

(
λαi
1 − J−αiβi

)
(2)

where N is the order of fitting (e.g. N = 3 ), µi, αi and βi are mate-
rial parameter obtained through curve-fitting, λ1, corresponds to the stretch
ratio in the direction of axial compression load given by λ1 = 1 + ε1 (εi is
nominal strain), and J = λ1λ2λ3 is the volume ratio given by the product
of the principal stretch ratios. Due to the cylindrical shape of the PU foam
specimen, as displayed in fig. 3 (a), it is here assume that the transverse
stretch ratios are equal and rather negligible during the axial compression
test, e.g. λ2 = λ3 = 1, suggesting that the Poisson’s ratio ν = 0. Hence, the
material parameter βi can be obtained through βi = νi/(1 − 2νi), and since
νi = 0 we obtain that βi = 0. Similarly, the shear stress (τ) in the simple
shear stress test, depicted in fig. 4 (a), is calculated using the hyperfoam
constitutive model and is given by

τ =
2∑

j=1

[
2γ

2
(
λ2
j − 1

)
− γ2

N∑
i=1

µi

αi

(
λαi
j − 1

)]
(3)

where γ is the nominal shear strain, λ1 and λ2 are the two principal stretches
in the plane of shearing and related to the shear strain by

λ1,2 =

(
1 +

γ2

2
± γ

(
1 +

γ2

4

)1/2
)1/2

(4)

The material parameters µi and αi are determined through a least squares
optimization process using experimental data and eqns. (2)-(4) for the com-
pressive uniaxial test alone, the shear test data alone and for both datasets
concurrently. Fig. 3 (b) shows the compressive stress data and the corre-
sponding models. The model based on shear experimental data is unstable,
whereas the model based on uniaxial data offers the best fit. Similarly, fig. 4
(b) depicts the simple shear experimental data along with the corresponding
material models. The results for the combined model in fig. 3 (b) and fig. 4
(b), where the hyperfoam model parameters in eqns. 2)-(4 are obtained by
a simultaneous least-square fit to both the uniaxial compression and shear
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Table 1: Hyperfoam and Prony series material model parameters (N = 3) for the PU
foam.

i µi [kPa] αi βi τGi ḡpi

1 14.42 0.288 0 0.2936 0.1505

2 16.78 4.249 0 5.8500 0.1696

3 -21.67 0.741 0 81.672 0.0604

dataset, capture the overall behavior of the PU foam rather accurately. The
hyperfoam material model parameters (e.g. µi, αi and βi = 0) for the com-
bined model are provided in table 1.

4.2. Viscoelastic Constitutive Behavior

As can be noted from experimental stress relaxation data in fig. 5 (b),
depicting the normalized compressive stress over time, the relaxation behav-
ior of the PU foam material is pronounced and it is necessary to account
for this phenomenon when modeling the EIT sensor. In conjunction with
the hyperfoam model, the stress relaxation behavior is modelled through a
Prony series expansion of a third order (N = 3) given by

G (τ) = Go

[
1−

N∑
i=1

ḡpi (1− e
− τ

τG
i )

]
(5)

where G is the shear relaxation modulus, Go is the initial shear modulus, τ
is time, τGi and ḡpi are material constants [54, 58] obtained through a least
square fitting procedure to the experimental relaxation data. fig. 5 (b) shows
the experimental normalized stress relaxation data and the relaxation behav-
ior as predicted with the calibrated Prony series model indicating a rather
good agreement. The corresponding calibrated Prony series material param-
eters (e.g. τGi and ḡpi ) for the PU foam are given in table 1. Thus, the con-
stitutive behavior of the PU foam in the EIT sensor is modeled through the
calibrated hyperform material model, allowing for stress relaxation through
the Prony series as given in table 1.

4.3. Continuum Piezoresistive Model

The conductivity in the EIT model is assumed to vary with strain and
given by the conductivity tensor c, which is assumed to be isotropic and
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given a Cartesian coordinate system by

c = c

1 0 0

0 1 0

0 0 1

 (6)

where c denote the electrical conductivity that depend on strain. The con-
ductivity c is set as a function of the normal stretch ratio and fitted to the
experimental conductivity-strain curve depicted in fig. 6 (c). This simplified
strain-conductivity model was adopted due to the complexity of obtaining
multiaxial experimental conductivity data.

4.4. Finite Element Model

The three dimensional finite element model developed to model the EIT
forward problem is shown in fig. 7 (a), which resembles a typical EIT config-
uration [1]. The EIT skin sensor model is made of a 2r = 200 mm diameter
and 10 mm thickness PU foam, with a total of sixteen electrodes to enable
injection of current and measurement of voltage as indicated in fig. 7 (a).
The constitutive behavior of the EIT sensor is modelled as hyperelastic ma-
terial with viscoelastic relaxation behavior as per the calibrated hyperfoam
and Prony series model (e.g. table 1). The top surface of the PU foam is
modelled as a conductive layer, assigned a strain-dependent electric conduc-
tivity given by the measurements in fig. 6 (c), while the remaining volume
of the PU foam is considered electrically non-conductive. The assignment of
the strain-dependent electric conductivity is accomplished through Abaqus
user-defined Fortran subroutine USDFLD, which enables the user to specify
a field variable at a material point as a function of time and the finite ele-
ment solution. This subroutine was used to adjust the conductivity of the
top surface of the EIT skin in response to the strain in the skin (c.f. fig. 6).

Fig. 6 shows the EIT sensor model with all the sixteen electrodes, cylin-
drical steel stimulus, and two different cases with random positions (x0, y0)
and diameters d of the cylindrical steel punch. A cylindrical steel punch
with various diameter sizes (e.g. 10 ≤ d ≤ 18 mm) is adapted as the stimu-
lus in the simulations, as shown in fig. 6 (a), which is modeled as an elastic
material with a Young’s modulus 210 GPa, Poisson’s ratio 0.3 and constant
conductivity 10× 106 S/m, while the copper electrodes have a Young’s mod-
ulus 110 GPa and constant conductivity 58× 106 S/m. The cylindrical steel
punch is randomly placed on the EIT sensor top surface at each simulation,
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Fig. 7: (a) The FEA model of the EIT sensor domain with the 16 electrodes, (b) and (c)
show two cases of random stimulus diameter d and position (x0, y0).

as shown in fig. 6 (b) and (c), and it is subjected to a random compressive
force F between 0.1 to 2 N such that it contacts and deforms the EIT sensor.
This random assignment and generation of the EIT model shown in fig. 6 is
accomplished through a Python script. To model the current injection and
ejection patterns, sixteen coupled electric-displacement simulation steps are
defined in each run, through the Python script. The script sets an electrode
as a current injection electrode with input current I = 5 mA and the adja-
cent one to the right as a current ejection electrode with output current I =
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-5 mA, e.g. current input and output electrodes in fig. 6 (a). The electrode
adjacent to the left of the current input electrode is chosen to have a zero
potential boundary condition to act as a reference electrode, e.g. V = 0.
This assignment of input, output and reference electrodes is repeated in a
full cycle around the domain of the EIT sensor such that a total of sixteen
patterns are recorded in sixteen different steps for each simulation case with
a random value of cylinder diameter d, position (x0, y0) and stimulus force
F . The bottom surface of the EIT body is prescribed fixed displacement
boundary conditions throughout all the steps in each simulation.

A coupled thermal-displacement analysis, using the thermal-electrical
analogy, incorporating geometric non-linearity effects, was used to model the
behavior of the EIT sensor. The model was fully meshed with hexahedral el-
ements. The EIT sensor’s PU foam material was represented by ’C3D8RHT’
hourglass-controlled linear displacement-thermal hexahedral elements. The
copper electrodes and the cylindrical steel punch were meshed using ’C3D8T’
linear hexahedron displacement-thermal elements. Moreover, a mesh conver-
gence study was performed to evaluate the impact of mesh density on the
accuracy of the results. The mesh density of the components of the assembly
were varied, and the resulting mesh convergence plots for average contact
stress and maximum indentation depth for a random loading scenario are
shown in Fig. 8. The results indicate that a 63000-element model provided a
good balance between accuracy and computation time and was thus selected
for subsequent analyses.

To investigate the viscoelastic effect on the model, a viscosity step is intro-
duced, and the model is allowed to relax for different time intervals (2, 5, 60,
120, and 180 seconds) while the current injection patterns are applied across
the domain for each time interval. Fig. 9 displays the impact of relaxation on
the average contact stress (σave

c ) and the potential reading for an arbitrary
electrode and pattern of choice. A drop of 10 % in average contact pressure
is noticeable in the initial time period of relaxation, particularly for touch
duration less than 2 seconds, after which an insignificant change in σave

c and
in potential values are recorded. As a result of these observations and the
considerable increase in computational time when accounting for relaxation,
the foam’s viscoelastic effect was disregarded in the model.

4.5. Finite Element Results

After solving the EIT forward problem simulation for given arbitrary in-
puts shown in fig. 10, potential readings for each current injection pattern
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Fig. 8: Mesh convergence study of average contact stress and maximum indentation depth
with respect to number of elements used in the EIT model.

Fig. 9: Effect of relaxation on contact pressure and potential readings.

were obtained for a full cycle around the domain. Furthermore, the voltage
readings for each electrode in the full cycle around the domain were extracted,
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Fig. 10: Potential readings obtained for the 16 current injection patterns of the domain
after a touch by a cylindrical steel punch at an arbitrary location.

in a post-process step, by computing the arithmetic average of the voltage
for each electrode nodes across all current injection patterns. The extracted
voltage readings included 13 voltage values for each injection pattern, ex-
cluding the injection and reference electrodes. Thus, a total of 208 voltage
readings were obtained for the 16 injection patterns used in this model.

The simulated system produces four mechanical behavior outputs, which
are maximum contact stress (σmax

c ), average contact stress (σave
c ), contact

area (Ac), and maximum indentation depth (δmax). σ
max
c is the highest stress

experienced at any point of contact between the punch and the EIT sensor,
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Fig. 11: Tactile response to arbitrary inputs, including (a) contact pressure (σc) distribu-
tion, (b) maximum in-plane principal strain map, and (c) displacement (δ) map.

while σave
c is the average of all stresses at all points of contact. Ac is obtained

by summing the surface areas where contact forces exist, and δmax is the
highest vertical displacement found in the sensor’s body. In fig. 10, the
outputs of the mechanical behavior simulations corresponding to the given
arbitrary inputs are listed.

Moreover, fig. 11 illustrates the domain’s maximum in-plane principal
strain contour, the displacement contour (δ), and the contact pressure (σc)
resulting from the arbitrary inputs, mentioned in fig. 10. It shows that
the outer boundaries of the touching punch have the largest strain at the
region of contact, while the punch’s center has the highest displacement.
Furthermore, the contact pressure was found to be the highest where the
strain is greatest. The conventional approach to solving the forward EIT
problem is to determine the potential distribution in a conductive region.
However, these results suggest that the finite element model developed in
this study not only solves the forward EIT problem but also provides a
comprehensive mechanical response of the system, including contact pressure,
contact area, indentation depth, and location of stimulus.

20



5. Data-Driven Evaluation

5.1. Methodology

In traditional EIT analyses, the primary goal is to map the conductivity
distribution from boundary voltage-current data. However, this study shifts
focus towards extracting mechanical responses from EIT. A machine learning
approach was used to determine the spatial location of contacts and predict
the corresponding mechanical response of the sensor. To facilitate this, the
developed EIT forward problem model was employed to generate a large
dataset. This dataset is then used to train an individual ANNs for each
desired output.

The ANNs were structured with an input layer, a hidden layer, and an
output layer. The input layer is fed with the voltage readings after being
normalized using min-max normalization, which involves scaling the values
between 0 and 1 based on the minimum and maximum values in the dataset
following Eq. 7,

x̂ =
(x− xmin)

(xmax − xmin)
(7)

where x̂ is the data point after normalization, x is the desired point to be
normalized, xmin is the minimum value possible for the data point, and xmax

is the maximum value possible for the data point. Next, the normalized
voltage readings are flattened into a 1×208 vector and the ANN is trained
using Bayesian Regularization back-propagation to handle the noisy dataset
inherent in EIT systems. The trained ANNs is then tested to predict the
mechanical response of the system.

A total of 4000 scenarios were executed using the developed EIT for-
ward problem model with randomized input values of (x0, y0), d, and F .
The data extracted from the simulations, to be used for the trainig of the
ANNs, include 208 voltage readings, contact position (x0, y0), punch diam-
eter d, stimulus force F , maximum contact pressure σmax

c , average contact
pressureσave

c , contact area Ac, and maximum indentation depth δmax. Using
voltage data as inputs, eight neural networks predicted the rest of the data
as outputs. Fig. 12 illustrates the underlying structure of the machine learn-
ing system, which utilizes the proposed finite element model for the forward
problem. The study utilized 70 % of the 4000 scenarios as training datasets,
15 % as validation datasets to prevent overfitting, and the remaining 15 %,
which were not used in training, were used as testing datasets. During the
training and construction of the ANN, the position (x0, y0) was normalized
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Fig. 12: The structure of the artificial neural network (ANN) used.

with radius of the sensor r = 100 mm (see fig. 7(a)) utilizing min-max
normalization.

5.2. Results & Discussion

Back-propagation based ANNs are capable of giving accurate results due
to their ability of learning from large amounts of data through an iterative
process. Through this iterative process, the neural network learns to recog-
nize patterns in the input data and to make accurate predictions based on
those patterns. As the network is trained on additional data, it becomes
increasingly accurate in its predictions. In this study, two metrics were em-
ployed to evaluate the performance of the developed machine learning sys-
tem. These metrics are the mean squared error (MSE) and the coefficient
of determination (R2) values. MSE measures the average squared difference
between the predicted and actual values, with lower values indicating bet-
ter performance, while R2 value indicates the proportion of the variance in
the target variable, with values closer to 1 indicating a better fit. By em-
ploying these metrics, the study provides a comprehensive evaluation of the
performance of the developed ANNs, enabling the identification of any areas
that require improvement. Figs. 13-19, show the performance of the ANN
systems for both the training and testing results, exhibit minimal error rep-
resented in both MSE and R2 values. Overall the R2 value for all ANNs is
larger than 0.9, which is considered an accurate value and demonstrates the
ability of the ANNs accurate and precise predictions. Moreover, the MSE
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Fig. 13: Normalized coordinates (x0/r, y0/r) performance evaluation, e.g. predicted vs.
target values: (a) training (MSE = 7.98× 10−7 mm/mm for x0 and 5.04× 10−7 mm/mm
for y0) and (b) testing (MSE = 3.35× 10−5 mm/mm for x0 and 3.05× 10−5 mm/mm for
y0) data.

values for all ANNs are consistent across both the training and validation
sets, which suggests that it is not overfitting to the training data and the
ANNs are capable of generalizing well to new data. It is interesting to note
in Fig. 13(a) that ANN training dataset has a perfect match, e.g. R2 =
1.0, between target and predicted location of the punch, and near to perfect
match in the testing dataset Fig. 13(b). The trained ANNs used in the
study faces several complexities, including the inherently ill-posed nature of
the EIT problem, the effect of geometric non-linearities in the finite element
model and the highly non-linear constitutive hyperfoam material model used.
Despite those complexities, the touch position (x0, y0) predictions in Fig. 13
demonstrated exceptional performance with a very small margin of error.
Moreover, the networks responsible for predicting other mechanical behavior
outputs exhibit a noteworthy performance.
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Fig. 14: Punch diameter d performance evaluation, e.g. predicted vs. target values: (a)
training (MSE = 0.14 mm) and (b) testing (MSE = 0.56 mm) data.

Fig. 15: Stimulus force F performance evaluation, e.g. predicted vs. target values: (a)
training (MSE = 3.60× 10−3 N) and (b) testing (MSE = 2.3× 10−2 N) data.
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Fig. 16: Maximum contact stress σmax
c performance evaluation, e.g. predicted vs. target

values: (a) training (MSE = 8.11× 10−6 kPa) and (b) testing (MSE = 2.12× 10−5 kPa)
data.

Fig. 17: Average contact stress σave
c performance evaluation, e.g. predicted vs. target

values: (a) training (MSE = 1.20× 10−7 kPa) and (b) testing (MSE = 4.27× 10−7 kPa)
data.

25



Fig. 18: Maximum indentation depth δmax performance evaluation, e.g. predicted vs.
target values: (a) training (MSE = 0.16 mm) and (b) testing (MSE = 0.83 mm) data.

26



Fig. 19: Contact area Ac performance evaluation, e.g. predicted vs. target values: (a)
training (MSE = 49.06 mm2) and (b) testing (MSE = 65.90 mm2) data.

The ANNs responsible for predicting touch intensity (e.g. σmax
c , σave

c ,
and δmax), were found to slightly overestimate these values at their lower
range. This could be attributed to the complexity in the highly non-linear
hyperfoam constitutive material model used in this study. As an indicator,
the ANNs used for predicting touch position (x0, y0) show very accurate pre-
dictions regardless of touch intensity. This suggests that the overestimation
in σmax

c , σave
c , and δmax is likely related to the constitutive behavior of the

material, rather than any limitations in the ANNs themselves. Moreover,
the employed combined hyperfoam model deviates slightly from the actual
material behavior at lower stress levels, as illustrated in Figs. 3 (b) and 4
(b). In particular, experimental results indicate that the material is stiffer at
lower stress levels compared to the hyperfoam constitutive material model.
Thus, for a given strain level the stress values should essentially be slightly
higher, which the ANNs typically predict as shown in Figs. 16 and 17 for
lower values.

A key strength of the developed framework is its ability to generate train-
ing data for the ANNs by solving randomized coupled EIT forward problems
through a sophisticated FEA model. This approach not only ensures that
the training data covers a wide range of scenarios and conditions but also sig-
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nificantly simplifies the process of acquiring training data. Instead of having
to gather experimental data manually, which can be both time-consuming
and resource-intensive, the framework generates synthetic data efficiently and
consistently. This streamlined process not only accelerates the development
of the ANNs but also reduces the likelihood of errors or biases introduced
by manual data collection. By using this comprehensive and diverse dataset,
the ANNs are better equipped to recognize patterns and make accurate pre-
dictions even in the presence of noise or previously unseen conditions. The
performance of the ANNs, as evidenced by the R2 values and MSE, demon-
strates their ability to make accurate predictions despite these complexities.
The successful implementation of Bayesian Regularization back-propagation
for handling noisy datasets and the generalizability of the ANNs to new data
further underscores the strength of this framework. Moreover, the versatility
of the developed methodology allows it to be adapted and applied to other
EIT-based sensor systems, making it a valuable contribution to the field. The
framework also exhibits potential for refinement and optimization, paving the
way for future research to explore alternative machine learning techniques or
more advanced ANN architectures to enhance its performance.

The implications of this research are significant, as the developed EIT-
based sensor framework has the potential to advance various industries and
fields where non-invasive, real-time monitoring of material properties or struc-
tural integrity is essential. For example, in the biomedical field, EIT-based
sensors could be employed for monitoring blood flow or detecting tumors,
while in civil engineering, they could be used to assess the health of infrastruc-
ture such as bridges or buildings. Additionally, the framework can be utilized
in the field of robotics for tactile sensing, enabling robots to interact more
effectively with their environment and improve object manipulation. Instead
of traditionally mapping conductivity distribution, the approach presented
here utilizes EIT data to extract crucial mechanical properties of the system.
By establishing a data-driven approach to EIT analysis and demonstrating
its efficacy, this study paves the way for further innovation and application
of EIT-based sensors in multiple domains. The potential impact of this tech-
nology on improving safety, efficiency, and cost-effectiveness across various
sectors highlights the importance of this research and its potential to drive
advancements in the years to come.

Though the present study illustrates the potential of the proposed frame-
work, practical validation and application remain areas for future explo-
ration. The work of Zhang et al. [59] and Ross et al. [18] provides promising
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initial evidence of the applicability of similar EIT-based sensor systems in
real-world scenarios. Additionally, the research conducted by Chen et al. [21]
demonstrates the value of a combined elastic FEA and EIT approach. They
used this combination to train a neural network that effectively predicted
strain and stress, which was corroborated by experimental validation. Their
work serves as a valuable foundation and motivation for further investigation
and experimentation, paving the way for more comprehensive validation and
implementation of the developed framework in various domains.

6. Conclusions

In this study, a numerical modeling framework for developing tactile sen-
sors has been introduced, extending the established applications of mechan-
ics imaging via EIT, predominantly employed in structural health monitor-
ing, into the domain of robotic sensing. This framework utilizes data-driven
methods to predict essential mechanical responses, thus expanding our un-
derstanding of system behaviour beyond conventional EIT analyses. The
mechanical behaviour of polyurethane foam and the effect of strain on con-
ductivity were investigated and modelled using a piezoresistive continuum ap-
proach. A coupled electro-mechanical finite element model facilitated the res-
olution of the EIT forward problem, offering detailed mechanical responses.
The forward problem FEA model was then used to generate a large num-
ber of random touching scenarios, as a dataset, to feed into different ANNs,
resulting in the prediction of touch location and the sensor’s mechanical re-
sponse with rather high precision. However, the sensor demonstrated certain
limitations. Notably, the generation of FEA-based training data necessitated
prior knowledge of the sensor’s working conditions. In addition, this study
has simplified the EIT analysis by focusing on single point mechanics rather
than the conventional full-field solution. Future research could consider wider
scenarios, such as multiple stimuli of varying shapes and materials. It is also
valuable to explore and compare different data-driven techniques and con-
sider full image reconstruction. Evaluating the performance of the trained
ANNs within actual experimental setups under diverse conditions would pro-
vide insights into the practical applicability of the developed framework.
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