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Abstract

Multicomponent commutations relations (MCR) describe plektons, i.e., multicomponent quantum
systems with a generalized statistics. In such systems, exchange of quasiparticles is governed by a
unitary matrix Q(x1, x2) that depends on the position of quasiparticles. For such an exchange to be
possible, the matrix must satisfy several conditions, including the functional Yang–Baxter equation.
The aim of the paper is to give an appropriate definition of a quasi-free state on an MCR algebra,
and construct such states on a class of MCR algebras. We observe a significant difference between
the classical setting for bosons and fermions and the setting of MCR algebras. We show that the
developed theory is applicable to systems that contain quasiparticles of opposite type. An example
of such a system is a two-component system in which two quasiparticles, under exchange, change
their respective types to the opposite ones (1 7→ 2, 2 7→ 1). Fusion of quasiparticles means intuitively
putting several quasiparticles in an infinitely small box and identifying the statistical behaviour of
the box. By carrying out fusion of an odd number of particles from the two-component system as
described above, we obtain further examples of quantum systems to which the developed theory is
applicable.
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1 Introduction and preliminaries

Multicomponent commutations relations (MCR) describe plektons, i.e., multicompo-
nent quantum systems with a generalized statistics. In such systems, exchange of
quasiparticles is governed by a unitary matrix that depends on the position of quasipar-
ticles. For such an exchange to be possible, the matrix must satisfy several conditions,
including the functional Yang–Baxter equation.

The aim of the paper is to give an appropriate definition of a quasi-free state on
an MCR algebra and construct such states on a class of MCR algebras. We observe
a significant difference between the classical setting for bosons and fermions and the
setting of MCR algebras.
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1.1 Multicomponent commutation relations

The first paper pointing out the possibility of a multicomponent quantum system was
the comment by Menikoff, Sharp and Goldin [10]. Such systems were rigorously derived
and studied by Liguori and Mintchev [13], see also Goldin and Majid [11]. The paper [8]
gave an overview of multicomponent quantum systems with concrete examples when
the number of components of a quantum system is two. That paper actually treated
a more general setting than the one considered in [11, 13]. For other results related
to multicomponent quantum systems, see e.g. Bożejko, Speicher [6] and Jørgensen,
Schmitt, Werner [12].

Let us briefly recall the definition of the MCR, for more detail see e.g. [8, 11, 13].
Let X := Rd with d ≥ 2 (the physically important case being d = 2) and let V := Cr,
r being the number of components (types of quisiparticles) in the quantum system.
Let {e1, . . . , er} be the standard orthonormal basis in V (the ith coordinate of ei being
1, the other coordinates being 0). Let J be the complex conjugation in V , i.e., the
antilinear operator satisfying Jei = ei for all i. Let L(V ⊗2) denote the space of all
linear operators (matrices) in V ⊗2. We fix a map Q : R2 → L(V ⊗2) such that, for each
(y1, y2) ∈ R2, Q(y1, y2) is a unitary operator, Q∗(y1, y2) = Q(y2, y1), and the functional
Yang–Baxter equation is satisfied in V ⊗3:

Q1(y1, y2)Q2(y1, y3)Q1(y2, y3) = Q2(y2, y3)Q1(y1, y3)Q2(y1, y2) (1)

for (y1, y2, y3) ∈ R3. In (1) and below, for a linear operator C acting in V ⊗2 and
k ≥ 3, we denote by Ci the linear operator in V ⊗k acting by C on the ith and (i+ 1)th
components of V ⊗k. We also define, with an abuse of notation, for xi = (x1

i , . . . , x
d
i ) ∈

X (i = 1, 2), Q(x1, x2) := Q(x1
1, x

1
2).

Let H := L2(X;V ) be the L2-space (with respect to the Lebesgue measure on X)
of V -valued functions on X. We keep the notation J for the complex conjugation in
H. Let A+(f), A−(f) (f ∈ H) be linear operators acting in a separable Hilbert space
F, with a dense domain D ⊂ F. We assume that the operators A+(f), A−(f) depend
linearly on f , A+(f)∗ �D= A−(Jf), and the operators A+(f), A−(f) map D into itself.
We introduce operator-valued distributions

A+(x) = (A+
1 (x), . . . , A+

r (x)), A−(x) = (A−1 (x), . . . , A−r (x)) (x ∈ X) (2)

that satisfy, for all f(x) =
∑r

k=1 f
k(x)ek ∈ H,

A](f) =
r∑

k=1

∫
X

fk(x)A]k(x) dx, ] ∈ {+,−}. (3)

For u, v ∈ V , denote 〈u, v〉V := (u, Jv)V =
∑r

k=1 u
kvk. Then we may write formula (3)

in the heuristic form A](f) =
∫
X
〈f(x), A](x)〉V dx. Analogously, we write, for a product

of two operators,

A]1(f1)A]2(f2) =

∫
X2

〈
f1(x1)⊗ f2(x2), A]1(x1)⊗ A]2(x2)

〉
V ⊗2 dx1 dx2, ]1, ]2 ∈ {+,−}.
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We say that the operators A+(f), A−(f) satisfy the Q-MCR if∫
X2

〈
f1(x1)⊗ f2(x2), A+(x1)⊗ A+(x2)

〉
V ⊗2 dx1 dx2

=

∫
X2

〈
Q(x2, x1)f1(x1)⊗ f2(x2), A+(x2)⊗ A+(x1)

〉
V ⊗2 dx1 dx2, (4)∫

X2

〈
f1(x1)⊗ f2(x2), A−(x1)⊗ A−(x2)

〉
V ⊗2 dx1 dx2

=

∫
X2

〈
Q̂(x2, x1)f1(x1)⊗ f2(x2), A−(x2)⊗ A−(x1)

〉
V ⊗2 dx1 dx2, (5)∫

X2

〈
f1(x1)⊗ f2(x2), A−(x1)⊗ A+(x2)

〉
V ⊗2 dx1 dx2 =

∫
X

〈f1(x), f2(x)〉V dx

+

∫
X2

〈
Q̃(x1, x2)f1(x1)⊗ f2(x2), A+(x2)⊗ A−(x1)

〉
V ⊗2 dx1 dx2. (6)

In these formulas, Q̂(x1, x2) := S(2) Q(x2, x1)S(2), where the antilinear operator S(2) in

V ⊗2 is given by S(2)(u⊗ v) := (Jv)⊗ (Ju), and Q̃(x1, x2) satisfies〈
Q̃(x1, x2)ei⊗ej, ek⊗el

〉
V ⊗2 =

〈
Q(x1, x2)ek⊗ei, el⊗ej

〉
V ⊗2 ∀i, j, k, l ∈ {1, . . . , r}. (7)

Note that the double integrals appearing on the right hand side of formulas (4)–(6) are
assumed to be well-defined. Below, in Section 4, we will recall the Fock representation
of the Q-MCR.

Note that the Q-MCR (4)–(6) can be written in the following shorthand form:

A+(x1)⊗ A+(x2) = Q(x2, x1)TA+(x2)⊗ A+(x1),

A−(x1)⊗ A−(x2) = Q̂(x2, x1)TA−(x2)⊗ A−(x1),

A−(x1)⊗ A+(x2) = δ(x1 − x2) Tr(·) + Q̃(x1, x2)TA+(x2)⊗ A−(x1). (8)

Here, for M ∈ L(V ⊗2), MT is the transposed of M ; for v(2) ∈ V ⊗2, Tr(v(2)) :=∑r
k=1(v(2), ek ⊗ ek)V ⊗2 is the trace1 of v(2); and for f1, f2 ∈ L2(X;C),∫

X2

f1(x1)f2(x2)δ(x1 − x2)dx1 dx2 :=

∫
X

f1(x)f2(x)dx.

When r = 1 (i.e., the quantum system has a single component), Q(x1, x2) is just

a complex-valued function satisfying |Q(x1, x2)| = 1 and Q(x1, x2) = Q(x2, x1) while

1Note that, in the usual way, V ⊗2 can be identified with L(V ), and then Tr(v(2)) becomes the trace of the
linear operator v(2).
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equation (1) is trivially satisfied. Furthermore, Q̂(x1, x2) = Q(x1, x2) and Q̃(x1, x2) =
Q(x1, x2). Hence, formulas (8) become

A+(x1)A+(x2) = Q(x2, x1)A+(x2)A+(x1), A−(x1)A−(x2) = Q(x2, x1)A−(x2)A−(x1),

A−(x1)A+(x2) = δ(x1 − x2) +Q(x1, x2)A+(x2)A−(x1). (9)

We will call formulas (9) the Q-anyon commutation relations (Q-ACR), see e.g. [5,
13] and the references in [8]. For Q(x1, x2) ≡ 1, formulas (9) become the canonical
commutation relations (CCR), and for Q(x1, x2) ≡ −1 they become the canonical
anticommutation relations (CAR).

1.2 Quasi-free states

In the theory of the CCR and CAR algebras, quasi-free states play a fundamental role.
We refer the reader to e.g. [1, 2], Chapter 5 in [7], or Chapter 17 in [9].

Let A be the unital ∗-algebra generated by the operators A+(f), A−(f) (f ∈ H),
satisfying either the CCR or CAR. Define, for f ∈ H, the field (or Segal-type) operators
B(f) = A+(f) + A−(Jf). Since A+(f) = 1

2

(
B(f)− iB(if)

)
and A−(f) = 1

2

(
B(Jf) +

iB(iJf)
)
, the algebra A is generated by B(f) (f ∈ H). Let τ be a state on A. Then

τ is completely determined by the moments of B(f) under τ . Intuitively, the state τ
being quasi-free means that the moments of B(f) can be calculated similarly to the
case where τ is the vacuum state on the Fock representation of the CCR or CAR,
respectively. For example, in the case of the CAR, this means that the odd moments
are equal to zero and

τ
(
B(f1)B(f2) · · ·B(f2n)

)
=
∑
ξ

(−1)cross(ξ)
∏
{i,j}∈ξ
i<j

τ
(
B(fi)B(fj)

)
. (10)

Here, the summation is over all partitions ξ of the set {1, 2, . . . , 2n} into n two-point
sets and cross(ξ) denotes the number of crossings in ξ, i.e., the number of all choices
of {i, j}, {k, l} ∈ ξ with i < k < j < l.

A state τ is called gauge-invariant if, for any q ∈ C, |q| = 1, τ remains invariant
under the transformation A+(f) 7→ qA+(f), A−(f) 7→ qA−(f), equivalently

τ
(
B(qf1) · · ·B(qfn)

)
= τ
(
B(f1) · · ·B(fn)

)
∀n.

Due to the commutation relations, any state τ is completely characterized by the
n-point functions,

S(m,n)(f1, . . . , fm, g1, . . . , gn) = τ
(
A+(f1) · · ·A+(fm)A−(g1) · · ·A−(gn)

)
. (11)

As easily seen, a state τ is gauge-invariant if and only if S(m,n) = 0 if m 6= n. In fact,
a state τ is gauge-invariant quasi-free if and only if S(m,n) = 0 if m 6= n and

S(n,n)(fn, . . . , f1, g1, . . . , gn) = per
[
S(1,1)(fi, gj)

]
i,j=1,...,n

=
∑
π∈Sn

n∏
i=1

S(1,1)(fi, gπ(i)) (12)

4



for the CCR algebra, and

S(n,n)(fn, . . . , f1, g1, . . . , gn) = det
[
S(1,1)(fi, gj)

]
i,j=1,...,n

=
∑
π∈Sn

sgn(π)
n∏
i=1

S(1,1)(fi, gπ(i))

(13)
for the CAR algebra.

Araki, Woods [3] and Araki, Wyss [4] presented an explicit construction of the
gauge-invariant quasi-free states on the CCR algebra and the CAR algebra, respec-
tively. This has been done by constructing a non-Fock representation of the commu-
tation relations in the symmetric, respectively antisymmetric Fock space over H ⊕H
(doubling of the underlying space) and applying the vacuum state to this representa-
tion.

In [14], gauge-invariant quasi-free states on the algebra of the anyon commutation
relations (ACR) were defined and constructed. The definition of such a state was based
on an extension of formulas (12), (13) to the ACR case. In particular, a counterpart
of the sign of the permutation π in formula (13) becomes the function

Qπ(x1, . . . , xn) =
∏

1≤i<j≤n
π(i)>π(j)

Q(xi, xj). (14)

Note that, for Q(·, ·) ≡ −1, one indeed has Qπ(x1, . . . , xn) ≡ sgn(π). A gauge-invar-
iant quasi-free state on the ACR algebra was constructed as the vacuum state on
a representation of the ACR in the Fock space of Q-symmetric functions with the
underlying space X := X1 t X2. Here X1 and X2 are two copies of the space X and
the function Q is defined as follows: Q(x1, x2) := Q(x1, x2) if both x1 and x1 are from
the same part, Xi (i = 1, 2), and Q(x1, x2) := Q(x2, x1) if x1 and x2 are from different
parts, Xi and Xj, respectively, with i 6= j. In the case of a CCR or CAR algebra
this construction of gauge-invariant quasi-free states reduces to the construction of
Araki–Woods or Araki–Wyss, respectively.

1.3 A brief description of the results

In this paper, we consider a multicomponent system with a continuous operator-valued
function Q(x1, x2). We define a Q-MCR algebra, which contains multiple integrals as
those appearing on the right-hand side of formulas (4)–(6).

For the vacuum state defined on the Fock representation of theQ-MCR, we calculate
the moments of the field operators. Similarly to (10), this allows us to come up with
formulas which may potentially be required for a state on the Q-MCR algebra to be
quasi-free. However, it appears that even the gauge-invariant quasi-free states on the
Q-ACR algebra constructed in [14] do not satisfy these conditions. The reason for
this is the very definition of the function Q(x1, x2). Indeed, when one evaluates the
n-point functions S(n,n) for such a system, only the terms with all points from X1 do
not vanish. But for such points, x1, x2 ∈ X1, we have Q(x1, x2) = Q(x1, x2). Hence,
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one comes up with an extension of formulas (12), (13) which contains the function Qπ

given by (14) in place of the sign of the permutation π in the case of the CAR. However,
when one evaluates τ

(
B(f1) · · ·B(f2n)

)
, one has to deal with terms containing points

from both parts X1 and X2. Because of this, one is unable to come up with the
function Qπ(x1, . . . , xn), unless Q(x1, x2) = Q(x2, x1). But the latter formula means
that Q(x1, x2) is either identically equal to 1 (CCR), or identically equal to −1 (CAR).

Thus, instead of using the term a quasi-free state on the Q-MCR algebra, we use
the term a strongly quasi-free state on the Q-MCR algebra if a counterpart of formula
(10) holds for a state τ on the Q-MCR algebra. As a result, the gauge-invariant quasi-
free states constructed on the Q-ACR algebra in [14] are not strongly quasi-free. If
S(m,n) = 0 for m 6= n and a counterpart of formulas (12), (13) holds for a state τ on
the Q-MCR algebra, then we call τ gauge-invariant quasi-free.

Our next aim is to construct gauge-invariant quasi-free states on the Q-MCR al-
gebra. One hopes that the construction from [14] of the gauge-invariant quasi-free
states on the Q-ACR algebra (which in turn includes the Araki–Woods and Araki–
Wyss constructions as special cases) can be extended to the case of a multicomponent
system. We show that this indeed can be achieved, however under additional assump-
tions on the operator-valued function Q. It should be stressed that these assumptions
are essentially necessary for the Q-MCR to hold for this construction.

Furthermore, if it additionally holds that Q̃(x1, x2) = Q(x2, x1), then the corre-
sponding gauge-invariant quasi-free states are also strongly quasi-free.

We show that the developed theory is applicable to systems that contain quasiparti-
cles of opposite type. An example of such a system is a two-component system in which
two quasiparticles, under exchange, change their respective types to the opposite ones
(1 7→ 2, 2 7→ 1). More precisely, let q1 and q2 be complex-valued continuous functions

on R2 satisfying qi(y1, y2) = qi(y2, y1), |qi(y1, y2)| = 1, and let the permutation θ ∈ S2

be given by θ(1) = 2, θ(2) = 1. Then the Q-MCR in this case are of the following
form:

A+
i (x1)A+

i (x2) = q1(y2, y1)A+
θ(i)(x2)A+

θ(i)(x1),

A+
i (x1)A+

j (x2) = q2(y2, y1)A+
i (x2)A+

j (x1), i 6= j,

A−i (x1)A−i (x2) = q1(y2, y1)A−θ(i)(x2)A−θ(i)(x1),

A−i (x1)A−j (x2) = q2(y2, y1)A−i (x2)A−j (x1), i 6= j,

A−i (x1)A+
i (x2) = δ(x1 − x2) + q2(y1, y2)A+

θ(i)(x2)A−θ(i)(x1),

A−i (x1)A+
j (x2) = q1(y1, y2)A+

i (y2)A−j (x1), i 6= j, (15)

for i, j ∈ {1, 2}. For the corresponding Q-MCR algebra A, our theory gives a class of
gauge-invariant quasi-free states τ on A.

If we additionally assume that q1(y1, y2) = q2(y2, y1), then the condition Q̃(x1, x2) =
Q(x2, x1) is satisfied. Hence, in this case, each gauge-invariant quasi-free state τ con-
structed in the paper is strongly quasi-free, a property that the gauge-invariant quasi-
free states on the ACR algebra do not possess.
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Fusion of (non-abelian) anyons plays a central role in topological quantum compu-
tation, see e.g. [15, Chapter 4] or [17, Section 12.1]. Intuitively, fusion means putting
several anyons in an infinitely small box and identifying the statistical behaviour of
the box. Let k ≥ 3 be an odd number. We show that fusion of k quasiparticles that
are described by the commutation relations (15) leads to a new, nontrivial exchange
function Q(x1, x2) to which our theory of quasi-free states is applicable. Note that, in
this case, we have V = (C2)⊗k, i.e., the quantum system has 2k components.

The paper is organized as follows. In Section 2, we define the Q-MCR algebra and
discuss some of its basic properties. In particular, we show that the Q-MCR algebra
allows Wick (normal) ordering. In Section 3, we briefly discuss general states on the
Q-MCR algebra. In Section 4, we construct the Fock state on the Q-MCR algebra.
The main result of this section, Theorem 4.2, gives an explicit formula for the moments
of sums of creation and annihilations operators with respect to the Fock state.

The main results of the paper are in Section 5 and 6. In Section 5, we use The-
orem 4.2 to define gauge-invariant quasi-free states and strongly quasi-free states on
the Q-MCR algebra. Under several assumptions on the exchange (operator-valued)
function Q, we explicitly construct such quasi-free states (Theorem 5.7). In Section 6,
we present examples of the function Q that satisfies the conditions of Theorem 5.7. In
particular, Theorem 6.4 states the form of a function Q that satisfies the conditions of
Theorem 5.7 and describes a quantum system with quasiparticles of opposite type.

Finally, we remark that, in the case where the condition Q̃(x1, x2) = Q(x2, x1) is
satisfied and hence strongly quasi-free states exist, one may hope to construct strongly
quasi-free states that are not gauge-invariant.

2 The Q-MCR algebra

Let Q : X2 → L(V ⊗2) be a continuous function as in Subsection 1.1. Our aim is to
define the Q-MCR algebra.

To simplify notation, we denote Y := R, Z := Rd−1, so that X = Y × Z. Respec-
tively, for a given x ∈ X, we denote y := x1 ∈ Y and z := (x2, . . . , xd) ∈ Z, so that
x = (y, z). We denote G := L2(Z;C). Then

H = L2(X;V ) = L2(Y ;V )⊗ G.
We denote by C0(Y n;V ⊗n) the vector space of all continuous functions ϕ(n) : Y n → V ⊗n

with compact support. We denote by F(n) the vector space spanned by functions
f (n) : Xn → V ⊗n of the form

f (n)(x1, . . . , xn) = ϕ(n)(y1, . . . , yn)g1(z1), · · · gn(zn) (16)

with ϕ(n) ∈ C0(Y n;V ⊗n) and g1, . . . , gn ∈ G.

Remark 2.1. Below we will use the trivial facts that, for f (m) ∈ F(m), g(n) ∈ F(n) and a
continuous function C : Y 2 → L(V ⊗2),

f (m)(x1, . . . , xm)⊗ g(n)(xm+1, . . . , xm+n) ∈ F(m+n),
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and
Ci(yi, yi+1)f (m)(x1, . . . , xi+1, xi, . . . , xm) ∈ F(m), i = 1, . . . ,m− 1.

Furthermore, for u, v ∈ V , 〈u, v〉V = Tr(u⊗ v).

We define the Q-MCR algebra A as follows. Consider the following (formal for now)
operator-valued integrals:∫

Xn

〈f (n)(x1, . . . , xn), A]1(x1)⊗ · · · ⊗ A]n(xn)〉V ⊗n dx1 · · · dxn (17)

with f (n) ∈ F(n) and ]1, . . . , ]n ∈ {+,−} (n ∈ N), the integral in (17) depending on
f (n) linearly. To shorten notation, we will denote the integral in (17) by

Φ(f (n); ]1, . . . , ]n) = Φ(f (n)(x1, . . . , xn); ]1, . . . , ]n). (18)

As a vector space, A is spanned by the identity operator and integrals of the form (17),
equivalently (18). Then A is defined as the unital ∗-algebra with the product

Φ(f (m); ]1, . . . , ]m)Φ(g(n); ]m+1, . . . , ]m+n)

= Φ(f (m)(x1, . . . , xm)⊗ g(n)(xm+1, . . . , xm+n); ]1, . . . , ]m+n) (19)

and the ∗-operation

Φ(f (n); ]1, . . . , ]n)∗ = Φ(S(n)f (n)(xn, . . . , x1);−]n, . . . ,−]1). (20)

Here, for ] ∈ {+,−}, −] denotes the opposite sign of ], and the antilinear operator
S(n) : V ⊗n → V ⊗n is defined by

S(n)v1 ⊗ · · · ⊗ vn = (Jvn)⊗ · · · ⊗ (Jv1), v1, . . . , vn ∈ V.

Furthermore, elements of A are subject to the commutation relations (4)–(6). More
precisely, if i ∈ {1, . . . , n− 1} and ]i = ]i+1 = +, then

Φ(f (n); ]1, . . . , ]n) = Φ
(
Qi(xi, xi+1)f (n)(x1, . . . , xi+1, xi, . . . , xn); ]1, . . . , ]n

)
, (21)

if ]i = ]i+1 = −, then

Φ(f (n); ]1, . . . , ]n) = Φ
(
Q̂i(xi, xi+1)f (n)(x1, . . . , xi+1, xi, . . . , xn); ]1, . . . , ]n

)
, (22)

and if ]i = −, ]i+1 = +, then

Φ(f (n); ]1, . . . , ]n) = Φ(Q̃i(xi+1, xi)f
(n)(x1, . . . , xi+1, xi, . . . , xn); ]1, . . . , ]i+1, ]i, . . . , ]n)

+ Φ(g(n−2); ]1, . . . , ]i−1, ]i+2, . . . , ]n), (23)

where

g(n−2)(x1, . . . , xn−2) :=

∫
X

Tri f
(n)(x1, . . . , xi−1, x, x, xi, . . . , xn−2) dx ∈ F(n−2). (24)
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Here Tri : V ⊗n → V ⊗(n−2) acts by the functional Tr : V ⊗2 → C on the ith and (i+1)th
components of V ⊗n.

For m,n ≥ 0 with m + n ≥ 1 and f (m+n) ∈ F(m+n), denote W (m,n)(f (m+n)) :=
Φ(f (m+n); ]1, . . . , ]m+n) with ]1 = · · · = ]m = +, ]m+1 = · · · = ]m+n = −. Thus,

W (m,n)(f (m+n)) is a Wick-ordered element of the Q-MCR algebra A. Let also SF(m,n)

consist of all elements f (m+n) ∈ F(m+n) that satisfy

f (m+n)(x1, . . . , xm+n) = Qi(xi, xi+1)f (m+n)(x1, . . . , xi+1, xi, . . . , xm+n) (25)

for all i = 1, . . . ,m− 1, and

f (m+n)(x1, . . . , xm+n) = Q̂i(xi, xi+1)f (m+n)(x1, . . . , xi+1, xi, . . . , xm+n)

for all i = m+1, . . . ,m+n−1. In words, f (m+n) is Q-symmetric in the first m variables

and Q̂-symmetric in the last n variables.
The following proposition states that A is a Wick algebra, i.e., it allows Wick

(normal) ordering.

Proposition 2.2. Each element of the Q-MCR algebra A can be represented in the
form

c1 +
∑

m,n≥0, m+n≥1

W (m,n)(f (m,n)) (26)

where c ∈ C and f (m,n) ∈ SF(m,n). The sum in (26) is finite.

Proof. The commutation relation (23) implies that each element of A can be repre-
sented in the form (26) with c ∈ C and f (m,n) ∈ F(m+n). So we only need to prove that

the functions f (m,n) can be chosen from SF(m,n).
For i = 1, . . . ,m− 1, define Ui : F(m+n) → F(m+n) by

(Uif
(m+n))(x1, . . . , xm+n) := Qi(xi, xi+1)f (m+n)(x1, . . . , xi+1, xi, . . . , xm+n). (27)

The functional Yang–Baxter equation (1) implies that, for i = 1, . . . ,m−2, UiUi+1Ui =
Ui+1UiUi+1 (the Yang–Baxter equation). Furthermore, we obviously have UiUj = UjUi
if |i−j| ≥ 2, and U2

i = 1. Therefore, we can construct a representation of the symmetric
group Sm by setting Uπ := Ui1Ui2 · · ·Uik where π ∈ Sm has an (arbitrary) representation
π = πi1πi2 · · · πik . Here, for i = 1, . . . ,m − 1, πi is the adjacent transposition of i and
i+ 1. Let Pm := 1

m!

∑
π∈Sm

Uπ.

Next, for i = m+ 1, . . . ,m+ n− 1, we define Ûi : F(m+n) → F(m+n) by

(Ûif
(m+n))(x1, . . . , xm+n) := Q̂i(xi, xi+1)f (m+n)(x1, . . . , xi+1, xi, . . . , xm+n).

It follows from (1) and the definition of Q̂(·, ·) that Q̂(·, ·) also satisfies the functional

Yang–Baxter equation. Hence, we can similarly define P̂n := 1
n!

∑
π∈Sn

Ûπ, where Sn is
interpreted as the group of permutations of m+ 1, . . . ,m+ n.
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It is easy to see that PmP̂n maps F(m+n) onto SF(m,n). Furthermore, by (21) and
(22), for each f (m+n) ∈ F(m+n), we have

W (m,n)(f (m+n)) = W (m,n)(PmP̂nf
(m+n)).

The following proposition shows that, under an additional assumption on the operator-
valued function Q, the algebra A allows anti-normal ordering.

Proposition 2.3. Assume that, for all (x1, x2) ∈ X2, the operator Q̃(x1, x2) ∈ L(V ⊗2)
is invertible. Furthermore, assume that there exists a constant κ ∈ R such that, for all
x ∈ X and v(2) ∈ V ⊗2,

Tr
(
Q̃(x, x)−1v(2)

)
= κ Tr v(2), x ∈ X, v(2) ∈ V ⊗2. (28)

Let ]1, . . . , ]n ∈ {+,−} be such that, for some i ∈ {1, . . . , n− 1}, ]i = + and ]i+1 = −.
Then, for all f (n) ∈ F(n),

Φ(n)
(
f (n); ]1, . . . , ]n

)
= Φ(n)

(
Q̃i(xi, xi+1)−1f (n)(x1, . . . , xi+1, xi, . . . , xn); ]1, . . . , ]i+1, ]i, . . . , ]n

)
− κΦ(g(n−2); ]1, . . . , ]i−1, ]i+2, . . . , ]n), (29)

where g(n−2) is given by (24).

Proof. Applying formulas (23), (24) to

Φ(n)
(
Q̃i(xi, xi+1)−1f (n)(x1, . . . , xi+1, xi, . . . , xn); ]1, . . . , ]i+1, ]i, . . . , ]n

)
and using the assumption (28), we get (29).

3 States on the Q-MCR algebra

To study states on the Q-MCR algebra A, we need to make an assumption on their
continuity. To this end, we equip C0(Y n;V ⊗n) with the Fréchet topology in which a
sequence (fk)

∞
k=1 converges if and only if there exists a compact set K ⊂ Y n such that

the support of each fk is a subset of K and (fk)
∞
k=1 converges uniformly on K. The

dual space of C0(Y n;V ⊗n) is the space M(Y n;V ⊗n) of V ⊗n-valued Radon measures
on Y n, i.e., F (n) is a continuous linear functional on C0(Y n;V ⊗n) if and only if

F (n)(ϕ(n)) =

∫
Y n

〈ϕ(n)(y1, . . . , yn),m(n)(dy1 . . . , dyn)〉V ⊗n , ϕ(n) ∈ C0(Y n;V ⊗n),

where m(n) ∈ M(Y n;V ⊗n), see e.g. [16, Chapter 7]. Note that m(n) is completely
determined by its values on functions of the form ϕ(n)(y1, . . . , yn) = ϕ1(y1)⊗· · ·⊗ϕn(yn)
with ϕ1, . . . , ϕn ∈ C0(Y ;V ).
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Let τ : A → C be a state on A. For any ]1, . . . , ]n ∈ {+,−}, we define a linear

functional τ
(n)
]1,...,]n

: C0(Y n;V ⊗n)× Gn → C by

τ
(n)
]1,...,]n

(ϕ(n), g1, . . . , gn) := τ
(
Φ(n)(ϕ(n)(y1, . . . , yn)g1(z1) · · · gn(zn); ]1, . . . , ]n)

)
. (30)

Obviously, these linear functionals uniquely identify the state τ . We assume that, for

any fixed g1, . . . , gn ∈ G, τ
(n)
]1,...,]n

(·, g1, . . . , gn) is continuous on C0(Y n;V ⊗n). Hence,

there exists a V ⊗n-valued Radon measure m
(n)
]1,...,]n

[g1, . . . , gn] ∈ M(Y n;V ⊗n) that can

be identified with τ
(n)
]1,...,]n

(·, g1, . . . , gn).

Below, for f ∈ F(1) and ] ∈ {+,−}, we denote A](f) := Φ(f ; ]), called creation,
respectively annihilation operators in the Q-MCR algebra A, and

B(f) := A+(f) + A−(Jf). (31)

Proposition 3.1. Under the above assumption on the continuity of a state τ on a
Q-MCR algebra A, the following statements hold.

(i) For m,n ≥ 0, m+ n ≥ 1, we define

S(m,n)(ϕ1 ⊗ g1, . . . , ϕm ⊗ gm, ϕm+1 ⊗ gm+1, . . . , ϕm+n ⊗ gm+n)

:= τ
(
A+(ϕ1 ⊗ g1) · · ·A+(ϕm ⊗ gm)A−(ϕm+1 ⊗ gm+1) · · ·A−(ϕm+n ⊗ gm+n)

)
,

where ϕi ∈ C0(Y ;V ), gi ∈ G, and (ϕi ⊗ gi)(x) := ϕi(y)gi(z) (i = 1, . . . ,m + n). Then
the functionals S(m,n) uniquely identify the state τ .

(ii) For n ≥ 1, we define

M(n)(ϕ1 ⊗ g1, . . . , ϕn ⊗ gn) := τ
(
B(ϕ1 ⊗ g1) · · ·B(ϕn ⊗ gn)

)
,

where ϕi ∈ C0(Y ;VR), gi ∈ G (i = 1, . . . , n). Here VR := Rm ⊂ Cm = V . Then the
functionals M(n) uniquely identify the state τ .

Proof. (i) By Proposition 2.2, the state τ is completely determined by the functionals

τ
(m+n)
]1,...,]m+n

with ]1 = · · · = ]m = + and ]m+1 = · · · = ]m+n = −, where m,n ≥ 0,

m + n ≥ 1. Statement (i) now follows from the assumed continuity of the functionals

τ
(m+n)
]1,...,]m+n

.

(ii) First, we note that the result of part (i) remains true if all ϕi’s are assumed to
be from C0(Y ;VR). Next, for each ϕ ∈ C0(Y ;VR) and g ∈ G, we have

A+(ϕ⊗ g) =
1

2

(
B(ϕ⊗ g)− iB(ϕ⊗ ig)

)
, A−(ϕ⊗ g) =

1

2

(
B(ϕ⊗ ḡ) + iB(ϕ⊗ iḡ)

)
.

Hence, the functionals M(n) uniquely identify the functionals S(m,n).

11



4 The Fock state on the Q-MCR algebra

Let us briefly recall the Fock representation of the Q-MCR (4)–(6), for detail see [13]
or [8]. First, note that H⊗n = L2(Xn;V ⊗n). Define a unitary operator U ∈ L(H⊗2) by
(Uf (2))(x1, x2) := Q(x1, x2)f (2)(x2, x1). For i = 1, . . . , n− 1, let Ui denote the operator
U acting on the ith and (i + 1)th components of H⊗n, compare with (27). Similarly
to the proof of Proposition 2.2, define Pn :=

∑
π∈Sn

Uπ. Then Pn is an orthogonal
projection inH⊗n. Denote byH~n the image of Pn. This is the subspace of all functions
from H⊗n that are Q-symmetric, compare with (25). Let also H~0 := C. Define the
Q-symmetric Fock space FQ(H) :=

⊕∞
n=0H~nn!, i.e., FQ(H) is the Hilbert space of all

infinite sequences F = (f (n))∞n=0 with f (n) ∈ H~n and ‖F‖2
FQ(H) =

∑∞
n=0 ‖f (n)‖2

H~nn! <

∞. The vector Ω = (1, 0, 0, . . . ) is called the vacuum. Let FQfin(H) denote the (dense)
subspace of FQ(H) consisting of all F = (f (n))∞n=0 ∈ FQ(H) such that, for some N ∈ N
(depending on F ), f (n) = 0 for all n ≥ N .

Let f ∈ H. We define a (standard) creation operator a+(f) as the linear operator

in FQfin(H) given by a+(f)f (n) := Pn+1(f ⊗ f (n)) for each f (n) ∈ H~n. Next, we define

a (standard) annihilation operator a−(f) as the linear operator in FQfin(H) given by

(a−(f)f (n))(x1, . . . , xn−1) = n

∫
X

〈f (n)(x, x1, . . . , xn−1), f(x)〉V dx. (32)

Here, for u1, . . . , un, v ∈ V , we denote

〈u1 ⊗ · · · ⊗ un, v〉V := 〈u1, v〉V u2 ⊗ · · · ⊗ un . (33)

Then a−(f) is the restriction to FQfin(H) of a+(Jf)∗.
Similarly to (2), (3) one defines operator-valued distributions a+(x), a−(x). One

shows that the operator-valued integrals on the right-hand side of formulas (4)–(6),
with A+(·), A−(·) being replaced by a+(·), a−(·), are well-defined and formulas (4)–(6)
hold.

Let us show that this construction can be easily extended to a representation of
the Q-MCA algebra. By formula (33) in [8], we have, for any f1, . . . , fm ∈ H and
f (k) ∈ H~n,

a+(f1)a+(f1) · · · a+(fm)f (k) = Pm+k(f1 ⊗ f2 ⊗ · · · ⊗ fm ⊗ f (k)). (34)

Furthermore, by using (32) and (33), we have

(a−(f1)a−(f2) · · · a−(fn)f (k))(x1, . . . , xk−n) = (k)n

×
∫
Xn

(T(2n) ⊗ 1k−n)(f1 ⊗ · · · ⊗ fn)(x′1, . . . , x
′
n)⊗ f (k)(x′n, x

′
n−1, . . . , x

′
1, x1, . . . , xk−n)

× dx′1 · · · dx′n . (35)
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Here, (k)n is the Pochhammer symbol, T(2n) : V ⊗(2n) → C is the linear functional given
by

T(2n) v1 ⊗ · · · ⊗ v2n :=
n∏
i=1

〈vi, v2n−i+1〉V , v1, . . . , v2n ∈ V, (36)

and 1k−n is the identity operator in V ⊗(k−n).
In view of formulas (34), (35), we define for f (m+n) ∈ F(m+n), a linear operator

W (m,n)(f (m+n)) in FQfin(H) by(
W (m,n)

(
f (m+n)

)
u(k)
)

(x1, . . . , xm−n+k) = Pm−n+k

[ ∫
Xn

(
1m ⊗ T(2n) ⊗ 1k−n

)
f (m+n)(x1, . . . , xm, x

′
1, . . . , x

′
n)⊗ u(k)(x′n, . . . , x

′
1, xm+1, . . . , xm−n+k) dx

′
1 · · · dx′n

]
(37)

for u(k) ∈ H~k. Due to the Q-MCR, the operators W (m,n)(fm+n) uniquely identify
operators Φ(f (n); ]1, . . . , ]n) with f (n) ∈ F(n) and ]1, . . . , ]n ∈ {+,−}. Thus, we get a
representation of the Q-MCR ∗-algebra A.

Next, we define the vacuum state τ on A by τ(a) := (aΩ,Ω)FQ(H) for a ∈ A. Since,

for each f ∈ F(1), a−(f)Ω = 0, τ is the Fock state on A. Note also that the state τ can

be extended to the vector space of all linear operators acting in FQfin(H).

Obviously, for the Fock state τ , the corresponding functionals τ
(n)
]1,...,]n

(·, g1, . . . , gn)

are continuous on C0(Y n;V ⊗n). Hence, by Proposition 3.1, the functionals S(m,n)

uniquely identify τ , and so do the functionals M(n). It follows from the definition of
τ that all the functionals S(m,n) are equal to zero. Our next aim is to calculate the
functionals M(n). To this end, we will first prove a slightly more general result. Before
doing that, let us introduce required notations.

For n ∈ N, let P(2n) denote the set of all partitions of {1, . . . , 2n} into n two-point
sets. Fix a partition ξ ∈ P(2n). All the definitions below depend on the choice of ξ,
nevertheless for simplicity we will not show this dependence in some of our notations.

Let
ξ =

{
{i1, j1}, . . . , {in, jn}

}
(38)

with
i1 < j1, i2 < j2, . . . , in < jn, i1 > i2 > · · · > in = 1. (39)

Denote I := {i1, i2, . . . , in}, J := {j1, j2, . . . , jn}. For k = 1, 2, . . . , n, we define sets
J (k) and J(k) as follows. Let

J (1) := {j ∈ J | i1 < j ≤ j1}, J(1) := {j ∈ J | i1 < j},

and for k = 2, . . . , n,

J (k) :=
{
j ∈ J | ik < j ≤ jk, j 6= j1, j 6= j2, . . . , j 6= jk−1

}
,

J(k) :=
{
j ∈ J | ik < j, j 6= min J(1), j 6= min J(2), . . . , j 6= min J(k−1)

}
. (40)
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We write
J (k) =

{
j

(k)
1 , j

(k)
2 , . . . , j

(k)
lk

}
, J(k) =

{
j
(k)
1 , j

(k)
2 , . . . , j(k)

mk

}
, (41)

with
j

(k)
1 < j

(k)
2 < · · · < j

(k)
lk
, j

(k)
1 < j

(k)
2 < · · · < j(k)

mk
. (42)

Here lk and mk are the number of elements of the sets J (k) and J(k), respectively,

Remark 4.1. Note that

ξ′ =
{
{i1, j(1)

1 }, {i2, j
(2)
1 }, . . . , {in, j

(n)
1 }
}

belongs to P(2n). Furthermore, since j
(k)
1 = min J(k), the definition (40) implies that ξ′

is a non-crossing partition.

Recall that, for a linear operator C ∈ L(V ⊗2) and i ∈ {1, 2, . . . ,m− 1}, we denote
by Ci the linear operator in V ⊗m acting as C on the ith and (i+1)th components of the
tensor product V ⊗m. Now, similarly, for 1 ≤ i < j ≤ m, we define a linear operator
C[i, j] in V ⊗m that acts as the operator C on the ith and jth components of V ⊗m.

Let us now fix an arbitrary (x1, . . . , x2n) ∈ X2n. For k = 1, . . . , n, we define a linear
operator Q(k)(ξ;x1, x2, . . . , x2n) in V ⊗2n as follows. If J (k) = {jk}, i.e., lk = 1, then
Q(k)(ξ;x1, x2, . . . , x2n) is the identity operator. If lk > 1, then we set

Q(k)(ξ;x1, x2, . . . , x2n)

:= Q(xik , xj(k)1
)
[
j
(k)
1 , j

(k)
2

]
Q(xik , xj(k)2

)
[
j
(k)
2 , j

(k)
3

]
· · ·Q(xik , xj(k)lk−1

)
[
j
(k)
lk−1, j

(k)
lk

]
. (43)

Next we define a linear operator

Q(ξ;x1, x2, . . . , x2n)

:= Q(n)(ξ;x1, x2, . . . , x2n)Q(n−1)(ξ;x1, x2, . . . , x2n) · · ·Q(1)(ξ;x1, x2, . . . , x2n). (44)

Recall Remark 4.1. Similarly to (36), we define a linear functional T(2n)(ξ) : V ⊗2n →
C by

T(2n)(ξ)v1 ⊗ v2 ⊗ · · · ⊗ v2n = 〈vi1 , vj(1)1
〉V 〈vi2 , vj(2)1

〉V · · · 〈vin , vj(n)
1
〉V . (45)

Theorem 4.2. For f ∈ H, let a+(f) and a−(f) denote the standard creation and
annihilation operators in the Q-symmetric Fock space FQ(H). Let τ(·) = (·Ω,Ω)FQ(H)

denote the Fock state. Let n ∈ N and f1, f
′
1, . . . , f2n, f

′
2n ∈ H. Then

τ
(
(a+(f1) + a−(f ′1)) · · · (a+(f2n−1) + a−(f ′2n−1))

)
= 0 (46)

and

τ
(
(a+(f1) + a−(f ′1)) · · · (a+(f2n) + a−(f ′2n))

)
=

∑
ξ∈P(2n)

∫
X2n

⊗
{i,j}∈ξ
i<j

σ(2)(dxi dxj)
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× T(2n)(ξ)Q(ξ;x1, . . . , x2n)h1(x1)⊗ h2(x2)⊗ · · · ⊗ h2n(x2n). (47)

Here σ(2) is the measure on X2 satisfying∫
X2

f (2)(x1, x2)σ(2)(dx1 dx2) =

∫
X

f (2)(x, x)dx (48)

and hk(x) = f ′k(x) if k ∈ I and hk(x) = fk(x) if k ∈ J .

Proof. Denote by F(H) :=
⊕∞

n=0H⊗nn! the full Fock space over H, and by Ffin(H)
the vector space of all sequences F = (f (n))∞n=0 ∈ F(H) such that, for some N ∈ N
(depending on F ), f (n) = 0 for all n ≥ N . For each f ∈ H, we define linear operators
A+(f) and A−(f) in Ffin(H) by

(A+(f)f (n))(x1, . . . , xn+1) := f(x1)⊗ f (n)(x2, . . . , xn+1),(
A−(f)f (n)

)
(x1, . . . , xn−1) =

∫
X

〈
f(x), f (n)(x, x1, . . . , xn−1)

+
n−1∑
k=1

Q1(x, x1)Q2(x, x2) · · ·Qk(x, xk)f
(n)(x1, . . . , xk, x, xk+1, . . . , xn−1)

〉
V
dx

=

∫
X

[
Tr1

(
f(x)⊗ f (n)(x, x1, . . . , xn−1)

)
+

n−1∑
k=1

Tr1

(
Q2(x, x1)Q3(x, x2) · · ·Qk+1(x, xk)

f(x)⊗ f (n)(x1, . . . , xk, x, xk+1, . . . , xn−1)
)]
dx, f (n) ∈ H⊗n. (49)

Lemma 4.3. For any f1, . . . , fn ∈ H and ]1, . . . , ]n ∈ {+,−}, we have

τ
(
a]1(f1) · · · a]n(fn)

)
=
(
A]1(f1) · · · A]n(fn)Ω,Ω

)
F(H)

.

Proof. It is sufficient to prove that, for each f (n) ∈ H⊗n,

a+(f)Pnf
(n) = Pn+1A+(f)f (n), a−(f)Pnf

(n) = Pn−1A−(f)f (n). (50)

It easily follows from the definition of the operator Pn that Pn+1(1H ⊗ Pn) = Pn+1,
where 1H is the identity operator in H. From here the first formula in (50) follows.

Next, it follows from the proof of [6, Theorem 3.1] that

Pn =
1

n
(1H ⊗ Pn−1)(1 + U1 + U1U2 + · · ·+ U1U2 · · ·Un−1). (51)

Denote by a−free(f) the linear operator in Ffin(H) given by

(a−free(f)f (n))(x1, . . . , xn−1) := n

∫
X

〈f(x), f (n)(x, x1, . . . , xn−1)〉V dx, f (n) ∈ H⊗n.

(52)
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By (32), (49), (51), and (52), we get, for each f (n) ∈ H⊗n,

a−(f)Pnf
(n) = a−free(f)Pnf

(n)

= a−free(f)
1

n
(1H ⊗ Pn−1)(1 + U1 + U1U2 + · · ·+ U1U2 · · ·Un−1)f (n)

= Pn−1
1

n
a−free(f)(1 + U1 + U1U2 + · · ·+ U1U2 · · ·Un−1)f (n)

= Pn−1A−(f)f (n).

Formula (46) trivially holds, so we only need to prove (47). By Lemma 4.3,

τ
(
(a+(f1) + a−(f ′1)) · · · (a+(f2n) + a−(f ′2n))

)
=
(
(A+(f1) +A−(f ′1)) · · · (A+(f2n) +A−(f ′2n))Ω,Ω

)
F(H)

. (53)

For each f ∈ H and k ∈ N, we define a linear operator A−(f, k) in Ffin(H) as
follows: if f (n) ∈ H⊗n and n < k, then A−(f, k)f (n) = 0, and if n ≥ k, then(

A−(f, k)f (n)
)

(x1, . . . , xn−1) =

∫
X

Tr1Q2(x, x1)Q3(x, x2) · · ·Qk(x, xk−1)

f(x)⊗ f (n)(x1, . . . , xk−1, x, xk, . . . , xn−1) dx. (54)

Here, for k = 1, the operator Q2(x, x1)Q3(x, x2) · · ·Qk(x, xk−1) is understood as the
identity operator. We may equivalently write formula (54) as follows:(
A−(f, k)f (n)

)
(x1, . . . , xk−1, xk+1, . . . , xn) =

∫
X2

Tr1Q2(x, x1)Q3(x, x2) · · ·Qk(x, xk−1)

f(x)⊗ f (n)(x1, . . . , xk−1, xk, xk+1, . . . , xn)σ(2)(dx dxk). (55)

We will say that the operator A−(f, k) annihilates the xk variable.
By (49) and (54), A−(f) =

∑
k≥1A−(f, k), or equivalently, for each f (n) ∈ H⊗n,

A−(f)f (n) =
∑n

k=1A−(f, k)f (n). Hence, we can express the right-hand side of (53)
as a summation over all partitions ξ ∈ P(2n) so that each ξ of the form (38), (39)
corresponds to the term in which the creation operators are at places j1, . . . , jn, the
annihilation operators are at places i1, . . . , in, and the annihilation operator at place
ik annihilates the variable created by the creation operator at place jk. By (40)–(42),
this gives

τ
(
(a+(f1) + a−(f ′1)) · · · (a+(f2n) + a−(f ′2n))

)
=

∑
ξ∈P(2n)

A−(hin , ln)A+(hin−1) · · · A+(hin−1+1)

A−(hin−1 , ln−1)A+(hin−1+1) · · · A+(hin−2+1) · · · A−(hi1 , l1)A(hi1+1) · · · A+(h2n)Ω.
(56)
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For a fixed ξ ∈ P(2n), let us now calculate the value of the expression in the sum
appearing in (56). To this end, we introduce the following notations. Assume R is a
subset of {1, . . . , 2n} and for some k ∈ {1, . . . , 2n} let S = {k, k + 1, . . . , 2n} \R. We
write R = {r1, r2, . . . , rl} and S = {s1, s2, . . . , sm} with s1 < s2 < · · · < sm. Then, for
a function ψ(m) : Xm → C, we will use the notation

ψ(m)(xk, xk+1, . . . , x2n \ xr1 , xr2 , . . . , xrl) := ψ(m)(xs1 , xs2 , . . . , xsm).

Next let ζ1, ζ2, . . . , ζ2l be different numbers from the set {k, k + 1, . . . , 2n}. Let

{k, k + 1, . . . , 2n} \ {ζ1, ζ2, . . . , ζ2l} = {γ1, γ2, . . . , γ2n−k+1−2l}

with γ1 < γ2 < · · · < γ2n−k+1−2l. We define a linear functional

T(2n−k+1) (k; ζ1, ζ2 | ζ3, ζ4 | · · · | ζ2l−1, ζ2l) : V ⊗(2n−k+1) → V ⊗(2n−k+1−2l)

by

T(2n−k+1) (k; ζ1, ζ2 | ζ3, ζ4 | · · · | ζ2l−1, ζ2l) vk ⊗ vk+1 ⊗ · · · ⊗ v2n

= 〈vζ1 , vζ2〉V 〈vζ3 , vζ4〉V · · · 〈vζ2l−1
, vζ2l〉V vγ1 ⊗ vγ2 ⊗ · · · ⊗ v2n−k+1−2l

for vk, . . . , vn ∈ V .
Recall that, for a linear operator C ∈ L(V ⊗2) and 1 ≤ i < j ≤ m, we defined a

linear operator C[i, j] ∈ L(V ⊗m). Now, for k ≥ 1 and k ≤ i < j ≤ k+m− 1, we define
an operator C[k; i, j] ∈ L(V ⊗m) by

C[k; i, j] := C[i− k + 1, j − k + 1].

This definition can be interpreted as follows. We enumerate the components of V ⊗m as
k, k+1, . . . , k+m−1 and the operator C[k; i, j] acts as the operator C on the variables
i and j. In particular, C[1; i, j] = C[i, j].

We have(
A+(hi1+1) · · · A+(h2n)Ω

)
(xi1+1, . . . , x2n) = hi1+1(xi1+1)⊗ · · · ⊗ h2n(x2n)

and by (55),(
A−(hi1 , l1)A+(hi1+1)A+(h2n)Ω

)
(xi1 , . . . , xi2n \ xi1 , xj1)

=

∫
X2

σ(2)(dxi1 dxj1) Tr1Q2(xi1 , xj(1)1
)Q3(xi1 , xj(1)2

)

· · ·Ql1(xi1 , xj(1)l1−1
)hi1(xi1)⊗ hi2(xi2)⊗ · · · ⊗ h2n(x2n)

=

∫
X2

σ(2)(dxi1 dxj1)T(2n−i1+1)(i1; i1, j
(1)
1 )

Q(xi1 , xj(1)1
)[i1; j

(1)
1 , j

(1)
2 ]Q(xi1 , xj(1)2

)[i1; j
(1)
2 , j

(1)
3 ] · · ·Q(xi1 , xj(1)l1−1

)[i1; j
(1)
l1−1, j

(1)
l1

]
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hi1(xi1)⊗ hi2(xi2)⊗ · · · ⊗ h2n(x2n).

Next, we have(
A+(hi2+1) · · · A+(hi1−1)A−(hi1 , l1)A+(hi1+1) · · · A+(h2n)Ω

)
(xi2+1, xi2+2 . . . , x2n \ xi1 , xj1)

=

∫
X2

σ(2)(dxi1 dxj1)hi2+1(xi2+1)⊗ · · · ⊗ hi1−1(xi1−1)⊗ T(2n−i1+1)(i1; i1, j
(1)
1 )

Q(xi1 , xj(1)1
)[i1; j

(1)
1 , j

(1)
2 ]Q(xi1 , xj(1)2

)[i1; j
(1)
2 , j

(1)
3 ] · · ·Q(xi1 , xj(1)l1−1

)[i1; j
(1)
l1−1, j

(1)
l1

]

hi1(xi1)⊗ gi2(xi2)⊗ · · · ⊗ g2n(x2n)

=

∫
X2

σ(2)(dxi1 dxj1)T(2n−i2)(i2 + 1; i1, j
(1)
1 )

Q(xi1 , xj(1)1
)[i2 + 1; j

(1)
1 , j

(1)
2 ]Q(xi1 , xj(1)2

)[i2 + 1; j
(1)
2 , j

(1)
3 ]

· · ·Q(xi1 , xj(1)l1−1
)[i2 + 1; j

(1)
l1−1, j

(1)
l1

]hi2+1(xi2+1)⊗ hi2+2(xi2+2)⊗ · · · ⊗ h2n(x2n).

From here, using the commutativity of the functionals, respectively operators, acting
in different variables, we similarly get:(
A−(hi2 , l2)A+(hi2+1) · · · A+(hi1−1)A−(hi1 , l1)A+(hi1+1)

· · · A+(h2n)Ω
)
(xi2 , xi2+1, . . . , x2n \ xi1 , xj1 , xi2 , xj2)

=

∫
X4

σ(2)(dxi2 dxj2)σ
(2)(dxi1 dxj1)T(2n−i2+1)(i2; i1, j

(1)
1 | i2, j

(2)
1 )

Q(xi2 , xj(2)1
)[i2; j

(2)
1 , j

(2)
2 ]Q(xi2 , xj(2)2

)[i2; j
(2)
2 , j

(2)
3 ] · · ·Q(xi2 , xj(2)l2−1

)[i2; j
(2)
l2−1, j

(2)
l2

]

Q(xi1 , xj(1)1
)[i2; j

(1)
1 , j

(1)
2 ]Q(xi1 , xj(1)2

)[i2; j
(1)
2 , j

(1)
3 ] · · ·Q(xi1 , xj(1)l1−1

)[i2; j
(2)
l1−1, j

(1)
l1

]

hi2(xi2)⊗ hi2+1(xi2+1)⊗ · · · ⊗ h2n(x2n).

Continuing by analogy, we get at the kth step:(
A−(hik , lk)A+(hik+1) · · · A+(hik−1+1)A−(hik−1

, lk−1)A+(hik−1+1) · · ·A+(hik−2+1)

· · · A−(hi2 , l2)A+(hi2+1) · · · A+(hi1−1)A−(hi1 , l1)A+(hi1+1) · · · A+(h2n)Ω
)

(xik , xik+1, . . . , x2n \ xi1 , xj1 , xi2 , xj2 , . . . , xin , xjn)

=

∫
X2k

σ(2)(dxi1dxj1)σ
(2)(dxi2dxj2) · · ·σ(2)(dxikdxjk)

T(2n−ik+1)(ik; i1, j
(1)
1 | i2, j

(2)
1 | · · · | ik, j

(k)
1 )

Q(xik , xj(k)1
)[ik; j

(k)
1 , j

(k)
2 ]Q(xik , xj(k)2

)[ik; j
(k)
2 , j

(k)
3 ] · · ·Q(xik , xj(k)lk−1

)[ik; j
(k)
lk−1, j

(k)
lk

]

Q(xik−1
, x

j
(k−1)
1

)[ik; j
(k−1)
1 , j

(k−1)
2 ]Q(xik−1

, x
j
(k−1)
2

)[ik; j
(k−1)
2 , j

(k−1)
3 ]

· · ·Q(xik−1
, x

j
(k−1)
lk−1−1

)[ik; j
(k−1)
lk−1−1, j

(k−1)
lk−1

]
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· · ·Q(xi1 , xj(1)1
)[ik; j

(1)
1 , j

(1)
2 ]Q(xi1 , xj(1)2

)[ik; j
(1)
2 , j

(1)
3 ] · · ·Q(xi1 , xj(1)l1−1

)[ik; j
(1)
l1−1, j

(1)
l1

]

hik(xik)⊗ hik+1
(xik+1)⊗ · · · ⊗ h2n(x2n).

Thus, after n steps, we get, by using the definitions (43)–(45),(
A−(hin , ln)A+(hin−1) · · · A+(hin−1+1)A−(hin−1 , ln−1)A+(hin−1+1) · · · A+(hin−2+1)

· · · A−(hi1 , l1)A(hi1+1) · · · A+(h2n)Ω
)
(x1, x2, . . . , xn) (57)

=

∫
X2n

σ(2)(dxi1 dxj1)σ
(2)(dxi2 dxj2) · · ·σ(2)(dxin dxjn)

× T(2n)(ξ)Q(ξ;x1, x2, . . . , x2n)h1(x1)⊗ h2(x2)⊗ · · · ⊗ h2n(x2n). (58)

Formulas (56) and (58) imply (47).

Remark 4.4. We can unify formulas (46) and (47) into a single formula

τ
(
(a+(f1) + a−(f ′1)) · · · (a+(fn) + a−(f ′n))

)
=
∑
ξ∈P(n)

∫
Xn

⊗
{i,j}∈ξ
i<j

σ(2)(dxi dxj)

× T(n)(ξ)Q(ξ;x1, . . . , xn)h1(x1)⊗ h(x2)⊗ · · · ⊗ hn(xn) (59)

which holds for all n ∈ N. Indeed, if n is even, then (59) becomes (47) and if n is odd,
then the set P(n) is empty, hence the right hand-side of (59) is equal to zero.

Recall that the operatorQ(ξ;x1, . . . , xn) was defined through ξ ∈ P(n) and operators
Q(x, x′). But, for x = (y, z) and x′ = (y′, z′), we have Q(x, x′) = Q(y, y′). Therefore,
we can write the operator Q(ξ;x1, . . . , xn) as Q(ξ; y1, . . . , yn).

Similarly to the definition (48) of the measure σ(2) on X2, we define the measure
ν(2) on Y 2.

In accordance with (31), we define b(f) := a+(f) + a−(Jf). We can easily see that
Theorem 4.2 implies the following

Corollary 4.5. Let τ be the Fock state. For any g1, g2 ∈ G, we define a complex-valued
measure λ(2)[g1, g2] on Y 2 by

λ(2)[g1, g2](dy1 dy2) = (g2, g1)G ν
(2)(dy1 dy2). (60)

Then, for any ϕ1, . . . , ϕn ∈ C0(Y ;VR) and g1, . . . , gn ∈ G, we have

τ
(
b(ϕ1 ⊗ g1) · · · b(ϕn ⊗ gn)

)
=
∑
ξ∈P(n)

∫
Y n

⊗
{i,j}∈ξ
i<j

λ(2)[gi, gj](dyi dyj)

T(n)(ξ)Q(ξ; y1, . . . , yn)ϕ1(y1)⊗ ϕ2(y2)⊗ · · · ⊗ ϕn(yn).

19



Below we will also need a formula for

τ
(
a−(f1) · · · a−(fn)a+(fn+1) · · · a+(f2n)

)
(61)

This is, of course, a special case of formula (47), which can be simplified in the case
of (61).

For each permutation π ∈ Sn, we define a partition ξ ∈ P(2n) as follows:

ξ =
{
{1, n+ π(n)}, {2, n+ π(n− 1)}, . . . , {n, n+ π(1)}

}
.

We denote by Sn the subset of P(2n) consisting of all such partitions. Equivalently, Sn
consists of all partitions ξ ∈ P(2n) such that, for each {i, j} ∈ ξ with i < j, we have
i ≤ n and j ≥ n+ 1. The following corollary is immediate.

Corollary 4.6. Let τ be the Fock state. Let ϕ1, . . . , ϕ2n ∈ C0(Y ;V ) and g1, . . . , g2n ∈
G. Let the complex-valued measure λ(2)[gi, gj] be defined by (60). We have

τ
(
a−(ϕ1 ⊗ g1) · · · a−(ϕn ⊗ gn)a+(ϕn+1 ⊗ gn+1) · · · a+(ϕ2n ⊗ g2n)

)
=
∑
ξ∈Sn

∫
Y 2n

⊗
{i,j}∈ξ
i<j

λ(2)[gi, gj](dyi dyj)

× T(2n)Q(ξ; y1, . . . , y2n)ϕ1(y1)⊗ ϕ2(y2)⊗ · · · ⊗ ϕ2n(y2n).

Here T(2n) : V ⊗2n → C is the linear functional defined by (36) and the linear operator
Q(ξ;x1, . . . , x2n) is defined by formula (44) in which

Q(k)(ξ;x1, . . . , x2n) =Qn+k(xn−k+1, xj(k)1
)Qn+k+1(xn−k+1, xj(k)2

)

· · ·Qn+k+lk−1(xn−k+1, xj(k)lk−1
),

where, for ξ =
{
{1, jn}, {2, jn−1}, . . . , {n, j1}

}
∈ Sn, we denote J = {j1, j2, . . . , jn} and

J (k) =
{
j ∈ J | j ≤ jk, j 6= j1, . . . , j 6= jk−1

}
,

=
{
j

(k)
1 , j

(k)
2 , . . . , j

(k)
lk

}
, j

(k)
1 < j

(k)
2 < · · · < j

(k)
lk
.

5 Quasi-free states on the Q-MCR algebra

Let τ be a state on the Q-MCR algebra A. We assume that, for any ]1, . . . , ]n ∈
{+,−} and any g1, . . . , gn ∈ G, the functional τ

(n)
]1,...,]n

(·, g1, . . . , gn) is continuous on

C0(Y n;V ⊗n). In view of Corollaries 4.5 and 4.6, we now give the following

Definition 5.1. (i) Assume that, for any g1, g2 ∈ G, there exists a complex-valued
measure λ(2)[g1, g2] on Y 2 such that, for all ϕ1, ϕ2 ∈ C0(Y ;VR),

τ
(
B(ϕ1 ⊗ g1)B(ϕ2 ⊗ g2)

)
=

∫
Y 2

〈ϕ1(y1), ϕ2(y2)〉V λ(2)[g1, g2](dy1 dy2).
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We say that τ is a strongly quasi-free state, if all ϕ1, . . . , ϕn ∈ C0(Y ;VR) and g1, . . . , gn ∈
G, we have

τ
(
B(ϕ1 ⊗ g1) · · ·B(ϕn ⊗ gn)

)
=
∑
ξ∈P(n)

∫
Y n

⊗
{i,j}∈ξ
i<j

λ(2)[gi, gj](dyi dyj)

× T(n)(ξ)Q(ξ; y1, . . . , yn)ϕ1(y1)⊗ ϕ2(y2)⊗ · · · ⊗ ϕn(yn). (62)

(ii) Assume that, for any g1, g2 ∈ G, there exists a complex-valued measure ρ(2)[g1, g2]
on Y 2 such that, for all ϕ1, ϕ2 ∈ C0(Y ;V ),

τ
(
A+(ϕ1 ⊗ g1)A−(ϕ2 ⊗ g2)

)
=

∫
Y 2

ρ(2)[g1, g2](dy1 dy2)〈ϕ1(y1), ϕ2(y2)〉V .

We say that τ is a gauge-invariant quasi-free state if for all m,n ∈ N, ϕ1, . . . , ϕm+n ∈
C0(Y ;V ) and g1, . . . , gm+n ∈ G, we have

τ
(
A+(ϕ1 ⊗ g1) · · ·A+(ϕm ⊗ gm)A−(ϕm+1 ⊗ gm+1) · · ·A−(ϕm+n ⊗ gm+n)

)
= δm,n

∑
ξ∈Sn

∫
Y 2n

⊗
{i,j}∈ξ
i<j

ρ(2)[gi, gj](dyi dyj)

× T(2n)Q(ξ; y1, . . . , y2n)ϕ1(y1)⊗ ϕ2(y2)⊗ · · · ⊗ ϕ2n(y2n). (63)

In formula (63), δm,n denotes the Kronecker delta.

Remark 5.2. Both formulas (62) and (63) imply that the state τ is completely deter-
mined by the operator-valued function Q(y1, y2) and by the values

τ
(
B(ϕ1 ⊗ g1)B(ϕ2 ⊗ g2)

)
and τ

(
A+(ϕ1 ⊗ g1)A−(ϕ2 ⊗ g2)

)
,

respectively.

Corollary 4.5 implies the following

Proposition 5.3. The Fock state on the Q-MCR algebra is strongly quasi-free and the
corresponding measure λ(2)[g1, g2](dy1 dy2) is given by formula (60). The Fock state is
gauge-invariant quasi-free, with ρ(2)[g1, g2](dy1 dy2) = 0.

We will now construct a class of gauge-invariant quasi-free states and strongly
quasi-free states on the Q-MCR algebra. We will be able to do this under additional
assumptions on the operator-valued function Q.

Assumption 5.4. We assume:

(i) For all y1, y2 ∈ Y , Q̃(y1, y2) is unitary and Q̃(y1, y2)∗ = Q̃(y2, y1).

(ii) For all y1, y2 ∈ Y , we have
˜̃
Q(y1, y2) = Q(y1, y2).
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(iii) For all y1, y2 ∈ Y , we have Q̂(y1, y2) = Q(y1, y2) and
̂̃
Q(y1, y2) = Q̃(y1, y2).

(iv) There exists a constant κ ∈ R such that, for all y ∈ Y and v(2) ∈ V ⊗2, we have

Tr
(
Q̃(y, y)v(2)

)
= κ Tr v(2).

(v) Let Y1 and Y2 be two copies of Y and let Y := Y1 t Y2. Define a (continuous)
function Q : Y2 → L (V ⊗2) as follows: Q(y1, y2) := Q(y1, y2) if either y1, y2 ∈ Y1

or y1, y2 ∈ Y2, and Q(y1, y2) := Q̃(y2, y1) if either y1 ∈ Y1, y2 ∈ Y2 or y1 ∈ Y2,
y2 ∈ Y1. [Note that, by (i) and (ii), for any (y1, y2) ∈ Y2, Q(y1, y2) is a unitary
operator and Q(y1, y2)∗ = Q(y2, y1).] Then the function Q : Y2 → L (V ⊗2)
satisfies the functional Yang–Baxter equation point-wise, cf. (1).

Similarly to Assumption 5.4, (v), we define X := X1tX2 and let Q : X2 → L(V ⊗2)
be defined by Q(x1, x2) := Q(y1, y2), where xi = (yi, zi) ∈ X, i = 1, 2. For

f ∈ L2(X;V ) = L2(X1;V )⊕ L2(X2;V ) = H⊕H,

we construct the standard creation operator a+(f) and the standard annihilation op-
erator a−(f) in the Q-symmetric Fock space FQ(L2(X;V )). Similarly to Section 4, we
then construct the Q-MCR algebra, denoted by A, and the Fock state on A, denoted
by τ . In particular, we think of A as the algebra spanned by operator-valued integrals∫

Xn

〈f (n)(x1, . . . , xn), a]1(x1)⊗ · · · ⊗ a]n(xn)〉V ⊗n dx1 · · · dxn, (64)

where ]1, . . . , ]n ∈ {+,−} and f (n) ∈ F(n), where the space F(n) is constructed similarly
to F(n) but by starting with X instead of X, compare with (17)

Let ]1, . . . , ]n ∈ {+,−}, i1, . . . , in ∈ {1, 2} and let f (n) ∈ F(n). We define∫
Xn

〈f (n)(x1, . . . , xn), a]1i1 (x1)⊗ · · · ⊗ a]nin (xn)〉V ⊗n dx1 · · · dxn (65)

to be equal to the operator-valued integral (64) in which

f (n)(x1, . . . , xn) =

{
f (n)(x1, . . . , xn), if (x1, . . . , xn) ∈ Xi1 ×Xi2 × · · · ×Xin ,

0, otherwise.
(66)

In formula (66), we identified (x1, . . . , xn) ∈ Xi1×Xi2×· · ·×Xin with (x1, . . . , xn) ∈ Xn.

Thus, intuitively, for i = 1, 2 and ] ∈ {+,−}, a]i(·) is the restriction of a](·) to Xi.
As easily seen, the algebra A is spanned by the operator-valued integrals of the

form (65). Similarly to (18), we denote the integral in (65) by Φ(f (n); i1, ]1, . . . , in, ]n).
Formulas (21)–(24), Proposition 2.3 and Assumption 5.4 imply

Lemma 5.5. Let f (n) ∈ F(n), i1, . . . , in ∈ {1, 2}, ]1, . . . , ]n ∈ {+,−}, and k ∈
{1, . . . , n− 1}. The following commutation relations hold: if ]k = ]k+1 and ik = ik+1,

Φ(f (n); i1, ]1, . . . , in, ]n) = Φ(Qk(xk, xk+1)f (n)(x1, . . . , xk+1, xk, . . . , xn); i1, ]1, . . . , in, ]n);
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if ]k = ]k+1 and ik 6= ik+1,

Φ(f (n); i1, ]1, . . . , in, ]n)

= Φ(Q̃k(xk+1, xk)f
(n)(x1, . . . , xk+1, xk, . . . , xn); i1, ]1, . . . , ik+1, ]k, ik, ]k+1, . . . , in, ]n);

if ]k = −, ]k+1 = + and ik = ik+1,

Φ(f (n); i1, ]1, . . . , in, ]n)

= Φ(Q̃k(xk+1, xk)f
(n)(x1, . . . , xk+1, xk, . . . , xn); i1, ]1, . . . , ik, ]k+1, ik+1, ]k, . . . , in, ]n)

+ Φ(g(n−2); i1, ]1, . . . , ik−1, ]k−1, ik+2, ]k+2, . . . , in, ]n),

where g(n−2) is given by (24); if ]k = −, ]k+1 = + and ik 6= ik+1,

Φ(f (n); i1, ]1, . . . , in, ]n)

= Φ(Qk(xk, xk+1)f (n)(x1, . . . , xk+1, xk, . . . , xn); i1, ]1, . . . , ik+1, ]k+1, ik, ]k, . . . , in, ]n);

if ]k = +, ]k+1 = − and ik = ik+1,

Φ(f (n); i1, ]1, . . . , in, ]n)

= Φ(Q̃k(xk+1, xk)f
(n)(x1, . . . , xk+1, xk, . . . , xn); i1, ]1, . . . , ik, ]k+1, ik+1, ]k, . . . , in, ]n)

− κΦ(g(n−2); i1, ]1, . . . , ik−1, ]k−1, ik+2, ]k+2, . . . , in, ]n),

where g(n−2) is given by (24); if ]k = +, ]k+1 = − and ik 6= ik+1,

Φ(f (n); i1, ]1, . . . , in, ]n)

= Φ(Qk(xk, xk+1)f (n)(x1, . . . , xk+1, xk, . . . , xn); i1, ]1, . . . , ik+1, ]k+1, ik, ]k, . . . , in, ]n).

Let us fix a bounded linear operator K ∈ L (G). In the case where κ ≥ 0, we
assume that K ≥ 0 and in the case where κ < 0, we assume 0 ≤ K ≤ − 1

κ . Let

K1 :=
√
K and K2 :=

√
1 + κK. Furthermore, we assume that both operators K1 and

K2 are not equal to zero, equivalently K 6= 0 and K 6= − 1
κ .

For a bounded linear operator C ∈ L(G), we denote C ′ := JCJ , the complex
conjugate of C. Here, just as above J is the antilinear operator of complex conjugation.

Let f = ϕ⊗ g with ϕ ∈ C0(Y ;V ) and g ∈ G. We define

A+(f) =

∫
X

〈ϕ(y)(K2g)(z), a+
2 (x)〉V dx+

∫
X

〈ϕ(y)(K1g)(z), a−1 (x)〉V dx,

A−(f) =

∫
X

〈ϕ(y)(K ′2g)(z), a−2 (x)〉V dx+

∫
X

〈ϕ(y)(K ′1g)(z), a+
1 (x)〉V dx. (67)

We define the corresponding operator-valued distributions A+(x), A−(x) through the
formula

A+(f) =

∫
X

〈f(x), A+(x)〉V dx, A−(f) =

∫
X

〈f(x), A−(x)〉V dx. (68)
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Proposition 5.6. We have (A+(f))
∗

= A−(Jf) and the operators A+(f), A−(f)
defined by (67) satisfy the Q-MCR, see (4)–(6).

Proof. The proposition is a consequence of (67), Lemma 5.5, and the following obser-
vation: for any g1, g2 ∈ G,∫

Z

(K ′2g1)(z)(K2g2)(z)dz − κ
∫
Z

(K ′1g1)(z)(K1g2)(z)dz

= (K2g2, K2Jg1)G − κ(K1g2, K1Jg1)G

=
(
(K2

2 − κK2
1)g2, Jg1

)
G =

∫
Z

g1(z)g2(z)dz.

Inspired by Proposition 5.6, we will now construct a Q-MCR algebra A. Formally,
A is spanned by the operators

Φ(f (n); ]1, . . . , ]n) :=

∫
Xn

〈f (n)(x1, . . . , xn), A]1(x1)⊗ · · · ⊗ A]n(xn)〉V ⊗n dx1 · · · dxn,

where f (n) ∈ F(n), ]1, . . . , ]n ∈ {+,−}. We now rigorously define Φ(f (n); ]1, . . . , ]n) as
follows.

Denote K(+, 1) := K1, K(+, 2) := K2, K(−, 1) := K ′1, K(−, 2) := K ′2, and denote
γ(+, 1) := −, γ(+, 2) := + γ(−, 1) := +, γ(−, 2) := −. Let f (n) ∈ F(n) be of the form
(16). Then we define

Φ(f (n); ]1, . . . , ]n) :=
∑

i1,...,in∈{1,2}

Φ
(
ϕ(n)(y1, . . . , yn)

× (K(]1, i1)g1) (z1) · · · (K(]n, in)gn) (zn); i1, γ(]1, i1), . . . , in, γ(]n, in)
)
. (69)

Next, we extend the definition of Φ(f (n); ]1, . . . , ]n) by linearity to the case of an arbi-
trary f (n) ∈ F(n).

By construction, each Φ(f (n); ]1, . . . , ]n) belongs to the Q-MCR algebra A. Let A
denote the unital ∗-algebra generated by these elements. Thus, A is a ∗-sub-algebra of
A. We will denote by τ the restriction of the Fock state τ to A.

Theorem 5.7. (i) The ∗-algebra A constructed above is a Q-MCR algebra, i.e., it
satisfies the conditions (19)–(24).

(ii) The state τ on A is gauge-invariant quasi-free and the corresponding complex-
valued measure ρ(2)[g1, g2] on Y 2 is given by

ρ(2)[g1, g2](dy1dy2) = ν(2)(dy1dy2)

∫
Z

(Kg1)(z)g2(z)µ(dz). (70)

(iii) The state τ is strongly quasi-free if and only if

Q̃(y1, y2) = Q(y2, y1). (71)
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In the latter case, the corresponding complex-valued measure λ(2)[g1, g2] on Y 2 is given
by

λ(2) [g1, g2] (dy1 dy2) = ν(2)(dy1 dy2)
(
(g2, g1)G + (Kg1, g2)G + κ(g2, Kg1)G

)
. (72)

Proof. (i) By using (69), one shows that A is a Q-MCR algebra similarly to the proof
of Proposition 5.6.

(ii) For any (f1, f2) ∈ H⊕H, we denoted by a](f1, f2) = a1(f1)+a2(f2) (] ∈ {+,−})
the corresponding standard creation and annihilation operators in the Q-symmetric
Fock space FQ(H⊕H). Let f = ϕ⊗ g with ϕ ∈ C0(Y ;V ) and g ∈ G. By (67),

A+(f) = a+
2 (ϕ⊗ (K2g)) + a−1 (ϕ⊗ (K1g)),

A−(f) = a−2 (ϕ⊗ (K ′2g)) + a+
1 (ϕ⊗ (K ′1g)).

For f1 = ϕ1 ⊗ g1 and f2 = ϕ2 ⊗ g2, we have

τ
(
A+(f1)A−(f2)

)
= τ
(
a−1 (ϕ1 ⊗ (K1g1)) a+

1 (ϕ2 ⊗ (K ′1g2))
)

=

∫
Y

〈ϕ1(y), ϕ2(y)〉V dy (K1g1, K1Jg2)G

=

∫
Y 2

〈ϕ1(y1), ϕ2(y2)〉V ρ(2)[g1, g2](dy1 dy2), (73)

where ρ(2)[g1, g2] is given by (70). Next, for any fi = ϕi ⊗ gi (i = 1, . . . ,m + n), we
have

τ
(
A+(f1) · · ·A+(fm)A−(fm+1) · · ·A−(fm+n)

)
= τ
(
a−1 (ϕ1 ⊗ (K1g1))

· · · a−1 (ϕm ⊗ (K1gm)) a+
1 (ϕm+1 ⊗ (K ′1gm+1)) · · · a+

1 (ϕm+n ⊗ (K ′1gm+n)
)

= τ
(
a−(ϕ1 ⊗ (K1g1)) · · · a−(ϕm ⊗ (K1gm)) a+(ϕm+1 ⊗ (K ′1gm+1))

· · · a+(ϕm+n ⊗ (K ′1gm+n)
)
. (74)

In the last equality of (74), a+(·) and a−(·) denote the standard creation and annihila-
tion operators in the Q-symmetric Fock space FQ(H), and τ denotes the corresponding
Fock state. Now the statement (ii) of the theorem follows from (73), (74), and Corol-
lary 4.6.

(iii) For f = ϕ ⊗ g with ϕ ∈ C0(Y ;VR) and g ∈ G, the operator B(f) = A+(f) +
A−(Jf) is given by

B(f) = a+(ϕ⊗ (JK1g), ϕ⊗ (K2g)) + a−(ϕ⊗ (K1g), ϕ⊗ (JK2g)).

Therefore, for such f1 = ϕ1 ⊗ g1 and f2 = ϕ1 ⊗ g2,

τ
(
B(f1)B(f2)

)
=

∫
Y

〈ϕ1(y), ϕ2(y)〉V dy
(∫

Z

(K1g1)(z)(JK1g2)(z)dz +

∫
Z

(JK2g1)(z)(K2g2)(z)dz

)
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=

∫
Y

〈ϕ1(y), ϕ2(y)〉V , dy
(
(K1g1, K1g2)G + (K2g2, K2g1)H

)
=

∫
Y 2

〈ϕ1(y1), ϕ2(y2)〉V λ(2)[g1, g2](dy1 dy2), (75)

where λ(2)[g1, g2] is given by (72).
Assume that condition (71) is not satisfied. Then, by a straightforward calculation

of τ
(
B(f1)B(f2)B(f3)B(f4)

)
, we see that formula (62) fails for the state τ when n = 4.

Hence, τ is not strongly gauge-invariant.
On the other hand, if condition (71) is satisfied, then for all (y1, y2) ∈ Y2 we have

Q(y1, y2) = Q(y1, y2), compare with Assumption 5.4 (v). Then that the statement of
the theorem about τ being strongly quasi-free follows from (75) and a straightforward
analog of Corollary 4.5 when X is replaced by X.

6 Examples

We will now consider several classes of examples of the operator-valued function Q to
which our construction of quasi-free states is applicable.

6.1 Abelian anyons

Let V = C, which implies that Q : Y 2 → C is a continuous complex-valued function
satisfying |Q(y1, y2)| = 1 and Q(y1, y2) = Q(y2, y1). Assumption 5.4 is now trivially

satisfied, with κ = Q(y, y) ∈ {−1, 1} and Q̃(y1, y2) = Q(y1, y2). Thus, for each
appropriate choice of a bounded linear operator K in G, we obtain the corresponding
gauge-invariant quasi-free state τ on the ∗-algebra A of the Q-anyon commutation
relations. This is essentially the construction from [14]. Note that, in the latter paper,
the function Q was not assumed to be continuous, which led to an arbitrary choice of
the value of κ = Q(y, y) ∈ R, and to a different definition of the counterpart of the
space F(n).

Unless Q(y1, y2) is not identically equal to 1 (which is the case of the CCR) or −1
(which is the case of the CAR), the function Q does not satisfy condition (71), hence
the state τ is not strongly quasi-free.

6.2 Lifting of anyon commutation relations to multicomponent commuta-
tion relations

Let V = Cr and, for each i, j ∈ {1, . . . , r}, we fix a continuous complex-valued function
q(y1, y2, i, j) on Y 2 such that |q(y1, y2, i, j)| = 1 and

q(y1, y2, i, j) = q(y2, y1, j, i).

We also assume that there exists a κ ∈ {−1, 1} such that q(y, y, i, i) = κ for all y ∈ Y
and i ∈ {1, . . . , r}.
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For (y1, y2) ∈ Y 2, we define Q(y1, y2) ∈ L (V ⊗2) by

Q(y1, y2) ei ⊗ ej := q(y1, y2, i, j) ej ⊗ ei, i, j ∈ {1, . . . , r}. (76)

It is straightforward to see thatQ(y1, y2) is unitary, Q∗(y1, y2) = Q(y2, y1), andQ(y1, y2)
satisfies the functional Yang–Baxter equation. Furthermore, Q(y1, y2) satisfies Assump-
tion 5.4, with

Q̃(y1, y2)ei ⊗ ej = q(y1, y2, j, i)ej ⊗ ei. (77)

In accordance with formula (8), for the corresponding operator-valued distributions
A+
i (x), A−i (x) , as in (2) and (3), the following commutation relations hold:

A+
i (x1)A+

j (x2) = q(y2, y1, i, j)A
+
j (x2)A+

i (x1),

A−i (x1)A−j (x2) = q(y2, y1, i, j)A
−
j (x2)A−i (x1),

A−i (x1)A+
j (x2) = δij δ(y1 − y2) + q(y1, y2, j, i)A

+
j (x2)A−i (x1)

for i, j ∈ {1, . . . , r}.
Remark 6.1. We may think of q(y1, y2, i, j) as a continuous complex-valued function q

on
(
Y × {1, . . . , r}

)2
which takes on values of modulus 1 and satisfies, for all v1, v2 ∈

Y × {1, . . . , r}, q(v1, v2) = q(v2, v1). Hence, the multicomponent system considered in
this subsection can be thought of as a lifting of the anyon commutation relations, for
which the underlying space is X × {1, . . . , r} and the exchange function Q is given by
q(y1, y2, j, i).

By Theorem 5.7 (iii) and (77), a gauge-invariant quasi-free state τ is strongly quasi-
free only in the trivial case where, for all y1, y2 ∈ Y and i, j ∈ {1, . . . , r}, we have
Q(y1, y2, i, j) = qij with qij ∈ {−1, 1}, and q11 = · · · = qrr.

Example 6.2 (Antiparticle). Let us consider the following example. Let r = 3, and
let a function q(y1, y2, i, j) on (Y × {1, 2, 3})2 be defined as follows: q(y1, y2, 1, 1) =
q(y1, y2, 2, 2) = q(y1, y2), q(y1, y2, 1, 2) = q(y1, y2, 2, 1) = q(y2, y1) and q(y1, y2, i, j) = 1
if at least one of the numbers i and j is 3. Here q : Y 2 → C is a continuous function,
|q(y1, y2)| = 1, and q(y2, y1) = q(y1, y2). Since A+

3 (x1) commutes with all Ai(x2)
(i = 1, 2, 3), the particle of type 3 is a boson. On the other hand, both particles of
type 1 and 2 are (abelian) anyons: A+

i (x1)A+
i (x2) = q(y2, y1)A+

i (x2)A+
i (x1) (i = 1, 2).

Recall the Introduction for an intuitive interpretation of fusion of quasiparticles.
The fusion of particles of type 1 and 2 can be understood as a (heuristic) operator-
valued distribution B(x) := A+

1 (x)A+
2 (x). As easily seen, B(x1) also commutes with

all Ai(x2) (i = 1, 2, 3), and hence also with B(x2). Hence, one can identify B(x) with
A3(x). Thus the fusion of the particles of type 1 and 2 gives a boson. This means that
particle 2 is the antiparticle of particle 1, compare with [15, Section 4.1.1].

Remark 6.3. It follows from Example 6.2 that, for the construction of a gauge-invariant
quasi-free state on the algebra of the anyon commutation relations, one does doubling
of the underlying space by adding to the particle its antiparticle. Indeed, in that case,
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the doubling of the space is equivalent to an addition of a particle of type 2, and
the resulting commutation relations are A+

i (x1)A+
i (x2) = Q(y2, y1)A+

i (x2)A+
i (x1) for

i = 1, 2, and A+
i (x1)A+

j (x2) = Q(y1, y2)A+
j (x2)A+

i (x1) for i 6= j.

6.3 Systems with particles of opposite type

Let V = Cr (r ≥ 2), and just as above, let {e1, . . . , er} be the standard orthonormal
basis in V . Let θ be a permutation from Sr such that θ2 = id, i.e., all cycles in θ are
of length one or two. If θ(i) = j and i 6= j, we may think of i and j as opposite types
of particles.

Theorem 6.4. For each i, j ∈ {1, . . . , r}, let q(·, ·, i, j) be a continuous complex-valued
function on Y 2 that satisfies the following assumptions, for all y1, y2 ∈ Y and i, j ∈
{1, . . . , r},

|q(y1, y2, i, j)| = 1, (78)

q(y1, y2, i, j) = q(y2, y1, i, j), (79)

q(y1, y2, i, j) = q(y1, y2, j, i), (80)

q(y1, y2, θ(i), θ(j)) = q(y1, y2, i, j). (81)

We also assume that there exists a κ ∈ {−1, 1} such that

q(y, y, i, i) = κ for all y ∈ Y and i ∈ {1, . . . , r}. (82)

For (y1, y2) ∈ Y 2, we define Q(y1, y2) ∈ L (V ⊗2) by

Q(y1, y2) ei ⊗ ej := q(y1, y2, i, j) eθ(j) ⊗ eθ(i), i, j ∈ {1, . . . , r}. (83)

Then the following statements hold.
(i) Q(y1, y2) is unitary, Q∗(y1, y2) = Q(y2, y1), and the operator-valued function

Q(y1, y2) satisfies the functional Yang–Baxter equation.
(ii) Q(y1, y2) satisfies Assumption 5.4, with

Q̃(y1, y2) ei ⊗ ej = q(y1, y2, θ(i), j) eθ(j) ⊗ eθ(i) = q(y1, y2, i, θ(j)) eθ(j) ⊗ eθ(i). (84)

The corresponding Q-MCR are given by

A+
i (x1)A+

j (x2) = q(y2, y1, i, j)A
+
θ(j)(x2)A+

θ(i)(x1),

A−i (x1)A−j (x2) = q(y2, y1, i, j)A
−
θ(j)(x2)A−θ(i)(x1),

A−i (x1)A+
j (x2) = δi, j δ(x1 − x2) + q(y1, y2, θ(i), j)A

+
θ(j)(x2)A−θ(i)(x1). (85)

(iii) For each appropriate choice of the operator K, the corresponding gauge-invariant
quasi-free state τ is strongly quasi-free if and only if

q(y1, y2, i, j) = q(y2, y1, θ(i), j) for all i, j ∈ {1, . . . , r}. (86)

In the latter case, the commutation relation (85) becomes

A−i (x1)A+
j (x2) = δi, j δ(x1 − x2) + q(y2, y1, i, j)A

+
θ(j)(x2)A−θ(i)(x1).
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Proof. (i) The statement easily follows from (78)–(81).
(ii) Assumption 5.4 (i), (ii) and (iii) follow from (78)–(81) by straightforward calcu-

lations. Formula (82) implies Assumption 5.4 (iv). To show that Assumption 5.4 (v)
is satisfied, we note that the operator Q(y1, y2) acts as follows:

Q(y1, y2)ei ⊗ ej = q(y1, y2, i, j)eθ(j) ⊗ eθ(i),
where

q(y1, y2, i, j) =

{
q(y1, y2, i, j), if either y1, y2 ∈ Y1 or y1, y2 ∈ Y2,

q(y1, y2, θ(i), j) if either y1 ∈ Y1, y2 ∈ Y2 or y1 ∈ Y2, y2 ∈ Y1.
(87)

Formulas (78)–(81) and (87) imply that the functions q(y1, y2, i, j) satisfy the formulas
(78)–(81) in which q(y1, y2, i, j) is replaced by q(y1, y2, i, j), and y1, y2 ∈ Y = Y1 t Y2.
Now, the functional Yang–Baxter equation for Q(y1, y2) can be checked completely
analogously to the proof of the functional Yang–Baxter equation for Q(y1, y2).

The corresponding commutation relations hold in accordance with formula (8).
(iii) The statement follows immediately from Theorem 5.7 (iii).

We will now consider some special cases of the operator-valued function Q(y1, y2)
as in Theorem 6.4.

6.3.1 Two-component systems

Let V = C2. Let θ ∈ S2 be given by θ(1) = 2, θ(2) = 1. We fix two continuous
functions qi : Y 2 → C (i = 1, 2) such that, for all (y1, y2) ∈ Y 2, |qi(y1, y2)| = 1 and

qi(y1, y2) = q(y2, y1). We define Q(y1, y2) ∈ L(V ⊗2) by

Q(y1, y2)ei ⊗ ei = q1(y1, y2)eθ(i) ⊗ eθ(i),
Q(y1, y2)ei ⊗ ej = q2(y1, y2)ei ⊗ ej, i 6= j. (88)

Thus, formula (83) holds with q(y1, y2, i, i) = q1(y1, y2) and q(y1, y2, i, j) = q2(y1, y2) if
i 6= j. The assumptions (78)–(82) are obviously satisfied. The corresponding Q-MCR
are then given by (15).

Each corresponding gauge-invariant quasi-free state τ is strongly quasi-free if and
only if q1(y1, y2) = q2(y2, y1) =: q(y1, y2) for all (y1, y2) ∈ Y 2. In the latter case, the
Q-MCR are given by

A+
i (x1)A+

i (x2) = q(y2, y1)A+
θ(i)(x2)A+

θ(i)(x1),

A+
i (x1)A+

j (x2) = q(y1, y2)A+
i (x2)A+

j (x1), i 6= j,

A−i (x1)A−i (x2) = q(y2, y1)A−θ(i)(x2)A−θ(i)(x1),

A−i (x1)A−j (x2) = q(y1, y2)A−i (x2)Aj(x1), i 6= j,

A−i (x1)A+
i (x2) = δ(x1 − x2) + q(y2, y1)A+

θ(i)(x2)A−θ(i)(x1),

A−i (x1)A+
j (x2) = q(y1, y2)A+

i (x2)A−j (x1), i 6= j,

for i, j ∈ {1, 2}.
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6.3.2 Three-component systems

We will now construct a three-component system by adding an abelian anyon to the
two-component from § 6.3.1.

Let V = C3, and let θ ∈ S3 be given by θ(1) = 2, θ(2) = 1, θ(3) = 3. We fix
four continuous functions qi : Y 2 → C (i = 1, 2, 3, 4) such that, for all (y1, y2) ∈ Y 2,

|qi(y1, y2)| = 1 and qi(y1, y2) = q(y2, y1). We define Q(y1, y2) ∈ L(V ⊗2) by (88) for
i, j ∈ {1, 2}, and

Q(y1, y2)e3 ⊗ e3 = q3(y1, y2)e3 ⊗ e3,

Q(y1, y2)ei ⊗ e3 = q4(y1, y2)e3 ⊗ eθ(i),
Q(y1, y2)e3 ⊗ ei = q4(y1, y2)eθ(i) ⊗ e3, i = 1, 2.

We also assume that q1(y, y) = q3(y, y) = κ. The assumptions (78)–(82) are obviously
satisfied. The corresponding Q-MCR are given by (15) for i, j ∈ {1, 2}. The commuta-
tion relations for the operators A+

3 (x), A−3 (x) are the usual abelian anyon commutation
relations governed by the function q3. Finally, for i ∈ {1, 2},

A+
i (x1)A+

3 (x2) = q4(y2, y1)A+
3 (x2)A+

θ(i)(x1),

A−i (x1)A−3 (x2) = q4(y2, y1)A−3 (x2)A−θ(i)(x1),

A−i (x1)A+
3 (x2) = q4(y1, y2)A+

3 (x2)A−θ(i)(x1),

A−3 (x1)A+
i (x2) = q4(y1, y2)A+

θ(i)(x2)A−3 (x1).

Each corresponding gauge-invariant quasi-free state τ is strongly quasi-free if and
only if q1(y1, y2) = q2(y2, y1) =: q(y1, y2) for all (y1, y2) ∈ Y 2, and both functions q3

and q4 are real-valued. In particular, this implies that the particles of type 3 must be
either bosons or fermions.

6.4 Fusion of quasiparticles

Let k ≥ 3 be odd. We will now discuss fusion of k quasiparticles described by the
commutation relations (15).

Recall that, for the quasiparticles discussed in § 6.3.1,

A+
i (x1)A+

j (x2) = q(y2, y1, i, j)A
+
θ(j)(x2)A+

θ(i)(x1), i, j ∈ {1, 2}, (89)

where θ(1) = 2, θ(2) = 1 and

q(y1, y2, i, j) =

{
q1(y1, y2), if i = j,

q2(y1, y2), if i 6= j.
(90)

We start with a heuristic calculation of the corresponding exchange functionQ(y1, y2).
To describe k quasiparticles at point x, we define, for i = (i1, i2, . . . , ik) ∈ {1, 2}k,

A+
i (x) := A+

i1
(x)A+

i2
(x) · · ·A+

ik
(x). (91)
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(Note that the right hand side of (91) cannot be rigorously understood as an operator-
valued distribution.) Since k is an odd number, the commutation relation (89) easily
implies that, for any x1, x2 ∈ X and i, j ∈ {1, 2}k,

A+
i (x1)A+

j (x2) = q(y2, y1, i, j)A
+
θ(j)(x2)A+

θ(i)(x1). (92)

Here, we denote θ(i) := (θ(i1), θ(i2), . . . , θ(ik)), and

q(y1, y2, i, j) :=
k∏

l,m=1

q
(
y1, y2, θ

m−1(il), θ
l−1(jm)

)
. (93)

In view of the heuristic formula (92), we now proceed with a rigorous construction.
Let {e1, e2} be the standard orthonormal basis in C2, let V = (C2)⊗k, and we choose in
V the orthonormal basis

{
ei | i ∈ {1, 2}k

}
, where ei := ei1 ⊗ ei2 ⊗ · · · ⊗ eik . We define

Q : Y 2 → L(V ⊗2) by

Q(y1, y2)ei ⊗ ej = q(y1, y2, i, j)eθ(j) ⊗ eθ(i), (94)

where q(y1, y2, i, j) is defined by (93).

Proposition 6.5. Assume q1(y, y) = q2(y, y) = κ ∈ {−1, 1} for y ∈ Y . Then the
functions q(y1, y2, i, j) satisfy the conditions of Theorem 6.4. For each appropriate
choice of the operator K, the corresponding gauge-invariant quasi-free state τ is strongly
quasi-free if and only if q1(y1, y2) = q2(y2, y1) =: q(y1, y2) for all (y1, y2) ∈ Y 2.

Proof. The statement easily follows from the fact that the function q(y1, y2, i, j) satisfies
the conditions of Theorem 6.4 and the definition (93).

Remark 6.6. Let Q : Y 2 → L(V ⊗2) be an arbitrary continuous function such that
Q(y1, y2) is a unitary operator in V ⊗2, Q∗(y1, y2) = Q(y2, y1), and Q(y1, y2) satisfies the
functional Yang–Baxter equation. Let k ≥ 2 and W := V ⊗k. Let Qk : Y 2 → L(W⊗2)
be a function derived from fusion of k quasiparticles with the exchange function Q.
Then one can show that the continuous function Qk is also such that Qk(y1, y2) is a
unitary operator in W⊗2, Q∗(y1, y2) = Q(y2, y1), and Q(y1, y2) satisfies the functional
Yang–Baxter equation. Note that, in the case where the operator Q is as in § 6.3.1, we
proved a stronger result: the operator-valued function Qk also satisfies Assumption 5.4,
and if Q satisfies (71), then so does Qk.
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