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Abstract

This thesis explores the use of analytic techniques for calculating pure Yang–Mills am-

plitudes. The main focus is on deriving two-loop amplitudes, representing the forefront

of current efforts, using the methods of four-dimensional unitarity and augmented re-

cursion. To this end, the two-loop all-plus helicity amplitudes are presented in full

colour, for six and seven gluons. Results are analytic, compact expressions with mani-

fest symmetries. A detailed discussion of augmented recursion is presented, including

an algorithmic way to determine the required off-shell currents. Wider issues of the

reduction of analytic results to simpler forms are also discussed, with various examples

considered over one and two loops.
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1 Introduction

The Standard Model of Particle Physics is the most successful theory of nature devised

so far, with scattering amplitudes being the tool through which it makes its predictions

in modern experiments. Describing three of the four fundamental forces and all the

known particles, it successfully predicted the existence of the W and Z bosons, gluons,

the top and charm quarks, as well as the most recently experimentally verified Higgs

boson. The latter detection, at the Large Hadron Collider (LHC), relied heavily on

perturbative amplitude calculations to set out the expected behaviour of the theory,

which were then confirmed in high-energy scattering events. As the LHC, and future

experiments, probe higher energy levels and greater precision, we will require scattering

amplitudes to be calculated to correspondingly higher orders and numbers of particles

[1, 2].

Although it is highly impressive in its scope and predictions, the Standard Model

does not account for all phenomena. Most significantly, it does not contain the force

of gravity, for which we must turn to general relativity. Cosmology also calls for some

form of dark matter, to explain the form of the cosmic microwave background, galactic

dynamics and gravitational lensing. In addition, some form of dark energy is expected

to cause the accelerating expansion of the universe we see today.

The hope is that at higher energies, experiments may find deviations from the Stan-

dard Model that point towards a more complete theory, incorporating some or all of

the above features. So far, no signs of postulated new physics, such as extra symmetry

supersymmetry, have appeared. But some candidate particles for dark matter, such

as certain types of weakly interacting massive particles, are of masses that should be

produced in upcoming collision experiments if those theories are correct. In order to

determine whether such events occur, the Standard Model prediction must be known

precisely in order to compare to experiment. For that, we must calculate amplitudes.

The Standard Model is a gauge theory, with symmetry group SU(3)×SU(2)×U(1). The

portion SU(2)×U(1) contains the electroweak symmetry, which is partially broken by

the Higgs mechanism, leaving a new U(1) symmetry with the photon as its associated

1



1 Introduction

gauge boson. The SU(3) symmetry is that of QCD, or the strong interaction, and

has the gluon as its force carrier. Particles with a colour charge interact under the

strong interaction, with the strength of the strong coupling constant decreasing at

higher energy scales [3]. This fact makes a perturbative approach appropriate when

considering, for example, high-energy collider experiments.

The phenomenon of colour confinement means that particle colliders do not detect

free quarks. Rather, they detect jets of strongly bound particles, produced from the

energy put into separating two quarks bound by the strong force. While the photon is

not charged under electromagnetism, the gluon does have a colour charge, which allows

them to interact with each other. As a result, a theory with only gluons already has

significant complexity. Calculating perturbative amplitudes in such a theory will be

the topic of this thesis.

1.1 Yang–Mills Theory

Yang–Mills theories are quantum field theories based on non-abelian gauge groups [4].

Both the electroweak (SU(2)×U(1)) and strong (SU(3)) interactions in the Standard

Model fit this description. It is the gluons of the Standard Model that this thesis

will investigate, but a more general symmetry group SU(Nc) can be chosen with Nc

colours, rather than the three of the Standard Model. In fact, further generalising to

consider the group U(Nc) will lead to additional useful identities when we come to

inspect the colour structures of the resulting amplitudes. These will be described in

detail in Chapter 2.

The Lagrangian of pure Yang–Mills is

LYM = −1

4
Tr(FµνF

µν), (1.1)

where the field strength Fµν is

Fµν = ∂µAν − ∂νAµ − ig[Aµ, Aν ], (1.2)

written in terms of the gauge field of the gluons, Aµ. Specifying the gauge group to be

U(Nc), the Aµ are Hermitian Nc × Nc matrices. (For an SU(Nc) group, they would

also be traceless.)

We can consider local transformations U(x), where U(x) is a matrix of the gauge

group at each point in space. The transformation is applied to the gauge field according

2



1.1 Yang–Mills Theory

to the rule

Aµ(x) → U(x)Aµ(x)U
†(x) +

i

g
U(x)∂µU

†(x), (1.3)

leading to the field strength tensor transforming as

Fµν → U(x)FµνU
†(x). (1.4)

With U(x) being unitary, the Lagrangian is invariant under the transformation. The

group U(Nc) is a local symmetry of the Lagrangian.

Typically, the next step taken when analysing a theory is to consider infinitesimal

gauge transformations, to gain an understanding of the generators of the Lie algebra.

Expanding around the identity and showing matrix indices explicitly,

U j
i (x) = δji − igθa(x)(T a)ji , (1.5)

where (T a)ji are the generators of U(Nc) and θa(x) are their small parameters. The

generators are Nc × Nc Hermitian matrices, as a result of the the unitarity condition

on U j
i (x). There is an implied sum over the repeated index a = {1, 2, · · · , N2

c }, and the

matrix indices run over i, j = {1, 2, · · · , Nc}. (For the case of an SU(Nc) gauge group,

the generators would also be traceless and as a result there would be one fewer entry

in the sum over a.) The commutation relation of the generators,

[T a, T b] = ifabcT c, (1.6)

defines a structure constant fabc for the gauge group, where a choice of normalisation

has been made. With this, the gauge field and field strength tensor can be expanded

in a basis of generators T a as

(Aµ)
j
i (x) = Aa

µ(x)(T
a)ji ,

(Fµν)
j
i (x) = F a

µν(x)(T
a)ji , (1.7)

which allows us to re-express the field strength via

F a
µν = ∂µA

a
ν − ∂νA

a
µ + gf bcaAb

µA
c
ν . (1.8)

The structure constant appears in the self-interacting term, so this constant of the

colour algebra appears whenever interactions between gluons take place. Choosing a

3



1 Introduction

convenient basis for the generators such that

Tr[T aT b] = δab, (1.9)

it is possible to express the structure constants back in terms of generator matrices if

desired, through

fabc = −iTr[T a[T b, T c]]. (1.10)

The normalisation here is a result of previous choices.

With the Lagrangian of the theory specified, it is possible to write down Feynman rules

for gluon interactions. A traditional way of calculating amplitudes would then be to

draw all the allowed Feynman diagrams for the desired set of incoming and outgoing

external states, interpreting each as an expression according to the rules. Evaluating

each diagram, the sum yields the amplitude.

Such a procedure might begin as follows. First, the gauge is fixed according to the

Faddeev–Popov procedure, to avoid problems in the path integral formulation. When

making a gauge choice, ghosts are generally added to the Lagrangian and must also be

included in the Feynman rules. However, the choice of axial gauge,

LGF = − 1

2ξ
(qµAa

µ)
2, (1.11)

is particularly convenient in pure Yang–Mills, as it leads to ghosts decoupling from

gluons.1 Light cone gauge can be used to fix the remaining ambiguities. The resulting

Feynman rules are stated in Table 1.1, where ghosts have been ignored. External gluons

require a polarisation state ϵ±µ (p), where p ·ϵ±(p) = 0 and p2 = 0, to be contracted with

the propagators and vertices. Any loops in diagrams will contain momenta not fixed

by the external particles, which should be integrated over.

To work in perturbation theory, the coupling constant of the theory must be small.

With the constant αs ≡ g2/(4π) defined in terms of the Yang–Mills coupling g, the

condition required for an expansion to be meaningful is that αs < 1. The values ex-

perienced in a collision at the LHC are, for example, around αs(Q
2) ∼ 0.1 for an

interaction energy of Q ∼ 1TeV [3] and decrease with greater interaction energies.

1It will also be appropriate for use with the spinor-helicity formalism introduced in later chapters,
as the reference momentum introduced must have q2 = 0. Where calculation techniques in the
following chapters call for a reference momentum, they can also be identified with the same q.

4



1.1 Yang–Mills Theory

Propagator

p
µ

a

ν

b

∆ab
µν(p) =

iδab

p2

(
−ηµν +

pµqν + qµpν
p · q

)
Vertices

p1
µ

a ν

b

cρ

p2

p3

V abc
µνρ(p1, p2, p3) = igfabc

(
ηµν(p1 − p2)

ρ

+ ηνρ(p2 − p3)
µ

+ ηρµ(p3 − p1)
ν
)

p1

µ
a ν

b

c
ρ

σ
d

p2

p3

p4

V abcd
µνρσ(p1, p2,p3, p4) =

ig2
(
fabef cde(ηµρηνσ − ηµσηνρ)

+ facefdbe(ηµσηρν − ηµνηρσ)

+ fadef bce(ηµνησρ − ηµρησν)
)

Table 1.1: Feynman rules for the propagator and vertices of pure Yang–Mills theory,
in the axial gauge. Ghosts decouple from gluons, so are not featured. In
addition to these, each external particle will require a polarisation vector,
and loop momenta should be integrated over.

Therefore it is acceptable to expand an n-gluon amplitude An in terms of loop am-

plitudes, multiplying successive powers of this small constant. (The explicit definition

of the expansion is chosen in Chapter 2.) The loop amplitudes, written A(ℓ)
n , can be

found in the Feynman diagram approach by evaluating all the valid diagrams featuring

ℓ loops. The hierarchy of scale means that the ℓ = 0 “tree” amplitudes are expected

to give the largest contribution to the overall amplitude. They are also the simplest to

calculate, so are generally obtained first. More precise predictions require calculations

of higher loop numbers.

This procedure is intuitive, and works well for tree amplitudes with small numbers of

interacting particles. However, the number of diagrams that must be evaluated grows

exponentially as the number of interacting gluons, and number of loops, increases. Re-

stricting only to tree amplitudes, the number of diagrams needed makes the calculation
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n 4 5 6 7 8 9 10

Tree 4 25 220 2485 34 300 559 405 10 525 900

One-loop 227 585

Table 1.2: The number of Feynman diagrams required to calculate an amplitude in
pure Yang–Mills theory, where n gluons interact [5].

become intractable for even a modest number of interacting gluons, and the situation is

even worse at loop level, as illustrated in Table 1.2 [5]. Additionally, the diagrams cor-

responding to interactions of more gluons, or higher loops, will individually be longer,

more complicated expressions. Clearly, other methods are needed for calculating more

difficult amplitudes. A core issue with the Feynman diagram approach, which is sugges-

tive of the way forward, is that each diagram is dependent on the gauge choice taken.

In contrast, the overall amplitude must be gauge-invariant because it is an observable.

The many diagrams must combine in some complex way to arrive at a gauge-invariant

result, meaning significant effort will be needed to write that result in a simple, compact

form. As an example, the choice of axial gauge means a reference momentum q has

been introduced into every propagator, but must eventually cancel out of the result.

The issue of gauge invariance suggests that in general, the Feynman diagram ap-

proach is not a particularly efficient method for calculating amplitudes. It takes a

Lagrangian of a theory, with no particular gauge dependence, then through labori-

ous gauge-dependent intermediate steps arrives at a gauge-independent amplitude. A

reasonable question to ask would be whether a derivation process could exist that

dealt with gauge-invariant objects throughout, therefore avoiding introducing redun-

dant gauge information that must be subject to cancellations and simplifications later.

1.2 Tree Amplitudes

A major step towards such a scheme was made in 1988 with ref. [6], where a new

way of decomposing an amplitude on a basis of colour structures was presented. The

key insight employed was to use the relation of eq. 1.10 to replace structure constants

that arise from diagram vertices with traces of the generator matrices. Collecting

together terms containing equivalent traces, it was found that amplitudes separated

into kinematic functions multiplying distinct colour trace strings. Those kinematic

functions, which are referred to in this thesis as “partial amplitudes”, are individually

gauge-invariant. For tree amplitudes, only one type of partial amplitude occurred in

the decomposition, with the difference between terms being solely one of leg ordering.
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1.2 Tree Amplitudes

Calculations of that partial amplitude followed straightforwardly from “colour-ordered

Feynman rules”, where the colour factors are stripped out of the usual Feynman rules

and only diagrams with a particular cyclic order of legs are considered. The partial

amplitudes showed further useful properties, such as being invariant under cyclic permu-

tations of their arguments, matching the symmetry of their associated trace structure.

Later work on one-loop amplitudes [7] and above [8] would demonstrate how this

colour trace decomposition works for general loop amplitudes. More types of trace

structure appear at greater numbers of loops, due to the increased number of ways

that the structure constants can combine in a diagram. The precise forms of these

tree- and loop-level colour decompositions are deferred to the next chapter, along with

the statement of the previously mentioned colour ordered Feynman rules. Colour trace

decomposition is an important technology used up to the present, including in this

thesis, so Section 2.2 is devoted to specifying it, and its consequences, in detail.

The choice of U(Nc) as the Yang–Mills gauge symmetry group, rather than the more

typically used SU(Nc), also allows a procedure for obtaining identities relating differ-

ent partial amplitudes, known as “decoupling identities”. (See Section 2.2 for its full

description.) In ref. [7], the authors show how repeated application of one-loop de-

coupling identities allows any one-loop partial amplitude to be expressed in terms of

a single “leading in colour” partial amplitude.2 For two-loop and greater amplitudes,

the leading in colour partial amplitude does not fully determine the amplitude. How-

ever, decoupling identities do still reduce the number of independent partial amplitudes

needed to specify the “full colour” amplitude.3

We see that the colour trace decomposition contains redundancy, as shown by the

existence of decoupling identities between the structures. In fact, those identities do not

fully exhaust the redundancies between partial amplitudes. Additional relations were

found in refs. [9, 10] for some specific one-loop amplitudes, by considering alternative

ways of presenting the colour structure of an amplitude. Different types of colour

decomposition have been developed, with purposes such as expressing the amplitude

in terms of a minimal set of independent structures [11, 12].

2At one-loop, the partial amplitude multiplying the single colour trace is often referred to as “leading
in colour”, due to it being accompanied by a factor of Nc, which is not present in the two-trace
“sub-leading in colour” partial amplitudes. The terminology generalises straightforwardly to greater
numbers of loops, where N ℓ

c multiplies the leading in colour partial amplitude. Although this
language might usually imply an expansion, Nc is not necessarily large in this thesis and all partial
amplitudes are of importance.

3The term “full colour” is often used to emphasise that a complete loop amplitude is being referred
to, rather than one of the partial amplitudes that constitute its colour decomposition.
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An early success in realising simple forms for Yang–Mills amplitudes came from Parke

and Taylor, who postulated an n-point form for the maximally helicity violating (MHV)

tree partial amplitude [13], which is the amplitude with two gluons of negative helicity

and the rest of positive helicity. That form was later proved in ref. [14]. The result

is particularly compact and possesses a cyclic denominator factor that is ubiquitous in

later amplitude calculations, becoming known as the Parke–Taylor denominator.

Up until this point, amplitude calculations had been carried out in terms of the four-

momenta of the external gluons. However, work by several authors established that

amplitudes could be represented more compactly if spinors were used to represent the

momenta of massless particles [15, 16, 17, 18], in what is known as the “spinor-helicity

formalism”. Briefly, the approach taken is to replace each four-momentum pµi with a

pair of two-component spinors λα
i and λ̃α̇

i , according to

pα̇α = pµσ̄α̇α
µ = λ̃α̇λα. (1.12)

The factor σ̄α̇α
µ = (I, σ⃗) contains the Pauli matrices. Expressions can then be built out

of Lorentz-invariant spinor products, defined

⟨ij⟩ ≡λα
i λjα = ϵαβλ

α
i λ

β
j = −⟨ji⟩,

[ij] ≡λ̃iα̇λ̃
α̇
j = −ϵα̇β̇λ̃

α̇
i λ̃

β̇
j = −[ji], (1.13)

where the Levi-Civita antisymmetric tensor raises and lowers spinor indices.

The spinor-helicity formalism is another technology of great importance to present-

day work, and the work in this thesis. As such, a detailed discussion of its definitions

and consequences is presented in Section 2.3 of the next chapter.

A key part of the efficiency improvement of the formalism comes from the fact that

spinors can only represent null momenta, ⟨i i⟩ = [i i] = 0. So the p2i = 0 condition is

built into the variables, rather than representing redundancy in the description, as it

does in the four-momenta description of massless particles. Even so, some redundancy

remains in the spinor notation, as expanded upon in Section 2.3.

Calculations in the new formalism yielded simple, often very symmetric results [6, 14].

A significant step forward in methods for calculating tree amplitudes efficiently came

in 2005, with the description of Britto–Cachazo–Feng–Witten (BCFW) recursion [19].

This was not the first recursive technique developed, for example in ref. [14], Berends

and Giele proved the Parke–Taylor result using a recursive technique, where the ingre-
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1.2 Tree Amplitudes

dients were amplitudes with one off-shell leg. Later, the discovery of a way to transform

Yang–Mills to twistor space [20] helped to motivate Cachazo–Svrcek–Witten (CSW)

recursion, which presented a set of rules for constructing tree amplitudes from on-shell

Feynman-type diagrams containing MHV amplitudes [21]. Due to the helicities of the

ingredients, to construct an amplitude with q external legs of negative helicity required

drawing diagrams with q − 1 MHV vertices.

BCFW recursion improved upon previous work by presenting a way to construct

tree amplitudes from factorisations involving only two on-shell amplitudes. Treating an

amplitude as a rational function of its momenta, a complex shift was applied to spinors

in two of the momenta, introducing a new parameter z. The resulting expression is

an analytic function, with corresponding properties to exploit. In particular, it was

observed that the complex function will contain poles whenever z occurs in a (complex

shifted) propagator factor. At the values of z where propagator momenta go on-shell,

the shifted amplitude splits into two smaller on-shell amplitudes. Applying Cauchy’s

residue theorem, it was shown that the original, unshifted amplitude can be rewritten

as a sum of factorisations around such poles.

With recursive methods building amplitudes from smaller amplitudes, a natural ques-

tion is what the smallest building blocks are. Somewhat surprisingly, these are the

three-point tree amplitudes with helicities either MHV, (− − +), or MHV, (+ + −).

For real, null external momenta, these amplitudes vanish as a result of momentum

conservation,

pµ1 + pµ2 + pµ3 = 0,

⇒ p1 · p2 = p2 · p3 = p3 · p1 = 0. (1.14)

The three momenta are collinear and there are no non-vanishing invariants out of which

to build an amplitude. But by allowing the momentum spinors in an amplitude to take

complex values in general, the spinors λi and λ̃i can be determined independently.

Choosing either ⟨1 2⟩ = ⟨2 3⟩ = ⟨3 1⟩ = 0 or [1 2] = [2 3] = [3 1] = 0 is sufficient to

satisfy eq. 1.14, with the opposite set of spinor products allowed to remain non-zero.

These three-point tree amplitudes can be found by considering the Parke–Taylor n-

point result [13, 14] for n = 3, or can be identified (up to some constant) as the only

possible structures with the correct helicities, built from the non-vanishing invariants.

In the twistor space description of ref. [20], amplitudes become algebraic curves, and

the three-point amplitudes appear as the special case of degree zero curves (points).

BCFW recursion has allowed huge steps to be taken in amplitude calculation. Prior
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to the publication of its proof in terms of complex analysis, the postulated procedure

was used to express many tree amplitudes in their most simple spinor-helicity forms

[22]. Later, Risager demonstrated that CSW recursion is expressible as a particular

application of BCFW recursion [23], albeit using an alternative momentum shift which

involves three spinors. As will be seen in the discussion of loop amplitudes, its utility

does not end at rational functions such as tree amplitudes. The logic of shifting an

expression to become a complex analytic function, then exploiting that analyticity, is

applicable to rational terms in any amplitude and continues to be used to great effect

in work ongoing today.

1.3 One-loop Amplitudes

The step up from tree amplitudes in Yang–Mills, to one-loop amplitudes, represents a

huge increase in complexity. Unlike the tree amplitudes, one-loop amplitudes in Yang–

Mills are not necessarily finite, rational functions. Loop integrals occur, which give

rise to logarithms and cannot be written as factorisations of smaller amplitudes as in

BCFW recursion. Furthermore, both UV and IR divergences can occur in general in

D = 4 dimensions. UV divergences relate to the region of an integration where the loop

momentum becomes large, and occur when the overall power of momentum appearing

in the integrand and measure is greater than or equal to zero. For example, they

are present in the one- and two-point scalar integrals. IR divergences occur when the

loop momentum becomes small, or collinear with null external momenta, and there are

enough propagator factors that this outweighs the momentum factors in the measure.

It is necessary to introduce a regularisation scheme to control the singularities that

occur, with the common approach being to analytically continue the theory from taking

place in four dimensions, to D = 4 − 2ϵ dimensions [24]. Calculations then give rise

to poles in ϵ, when ϵ → 0, in place of divergences. Variations on this dimensional

regularisation method exist, where different choices are made for the dimensions of

the internal and external momenta, and the numbers of helicity states on spinors [25].

Table 1.3 summarises the choices made in the original scheme of ’t Hooft and Veltman

(HV) [24], the conventional dimensional regularisation scheme (CDR) [26] and the

four-dimensional helicity scheme (FDH) [27]. The FDH scheme has the external states

remain in four dimensions, as well as the Dirac algebra, while integrals are carried out in

D dimensions. This is particularly convenient for amplitude calculations in the spinor-

helicity formalism, because that four-dimensional technology continues to be applicable

even when the chosen methodology exposes internal momentum states. In comparison,
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1.3 One-loop Amplitudes

CDR HV FDH

External particles
Momentum dimension 4− 2ϵ 4 4

Helicity states 2− 2ϵ 2 2

Internal particles
Momentum dimension 4− 2ϵ 4− 2ϵ 4− 2ϵ

Helicity states 2− 2ϵ 2− 2ϵ 2

Table 1.3: Momentum dimensions and helicity state choices made in different
dimensional regularisation schemes. Listed are Conventional Dimensional
Reduction (CDR) [26], the ’t Hooft-Veltman scheme (HV) [24] and the
Four-Dimensional Helicity scheme (FDH) [27].

CDR is conceptually simpler, treating all momenta uniformly, but calculationally more

complicated due to the presence of ϵ-dimensional helicity states.

The difficulties posed by one-loop amplitudes would lead to a new technique of uni-

tarity cutting [28], which forms one of the major strands to amplitude calculations up

to the present day. The method is motivated by the idea that instead of considering

the many distinct Feynman diagrams that contribute to a given loop amplitude, that

amplitude should instead be thought of in terms of the types of loop integral that

it can contain, of which there are far fewer. Crucially, it was realised by Passarino

and Veltman [29] that any general one-loop tensor integral can be reduced to a sum

of scalar box, triangle, bubble and tadpole integrals with rational coefficients, as well

as a rational piece and terms of order ϵ. Hence a basis for any one-loop amplitude

could be built out of readily evaluated integral functions, and the task of calculating a

loop amplitude is converted to one of determining their coefficients. This was done by

applying rules proposed earlier by Cutkosky [30] that allow propagators to be “cut”,

or placed on-shell. Applying these unitarity cuts to propagators in a loop diagram

breaks it into a product of rational tree diagrams. Then applying the same cuts to the

amplitude’s expansion in terms of integral functions causes those functions not con-

taining the cut propagators to vanish, and the rest to simplify. Equating the two forms

yields information on the coefficients of the various integral functions present in the

full amplitude. This procedure is explained in greater detail in Chapter 3. The unitar-

ity method was first applied in the FDH scheme, where the spinor-helicity formalism

makes evaluation of the cuts straightforward [28, 31]. The tree amplitudes encountered

are on-shell, with the formerly internal legs treated like any external momentum. The

drawback of the FDH approach, however, is that by considering internal momenta to be

four-dimensional, rational and order ϵ information is missed and only the coefficients of

the integral functions are “cut-constructible”. Any remaining information must be de-
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termined through other methods, for example the rational terms being determined via

collinear limits [32]. Alternatively, by carrying out unitarity cuts in the D-dimensional

CDR scheme, various authors have more recently shown how it is possible to obtain

the information to fully determine one-loop amplitudes [33, 34], albeit following more

involved algebraic manipulations.

Early examples of unitarity used double propagator cuts to reduce a loop diagram

to tree amplitudes. This is depicted in Figure 1.1. Each way of applying the two cuts

produced constraints on the unknown coefficients in the integral basis. So by carry-

ing out various cuts, a system of equations in the unknowns was produced, and could

then be solved. The later development of generalised unitarity [35] improved upon the

standard technique by showing the utility of applying more cuts at once to a diagram.

A quadruple cut was shown to determine the coefficients of the corresponding box

function in a natural way in terms of four tree amplitudes, which could be subtracted

from the overall amplitude. Next, triple cuts determine the coefficients of triangle func-

tions, and so on. The systematic nature of the process greatly helps calculation of loop

amplitudes, and those pieces that are cut-constructible in the FDH scheme are partic-

ularly easily obtained through spinor-helicity manipulations. As before, the rational

pieces missed by employing a four-dimensional unitarity approach can be obtained by

applying generalised unitarity in D dimensions [36], or by other means.

Although one-loop amplitudes in general contain transcendental functions of the

momenta, necessitating the use of one of the above unitarity procedures, there are

specific exceptions to this story which can offer useful insights. In particular, the all-

plus helicity and single-minus helicity amplitudes are fully rational at the one-loop

level, which can be considered to be a result of them vanishing at tree level. Because

of this, they are in theory amenable to techniques akin to those used to generate tree

amplitudes, while also being structures that a four-dimensional unitarity procedure

would entirely fail to generate. In ref. [37], an attempt was made to calculate some

of these amplitudes using BCFW recursion, to investigate how factorisation techniques

fare at the loop level. New behaviour was encountered, because one-loop amplitudes

can contain double poles, going beyond the simple poles of tree amplitudes. Such

double poles were captured by the recursion procedure in factorisations where one of the

amplitudes is the one-loop three-point amplitude. However, the simple pole behaviour

beneath this double pole is also required to complete the BCFW expression, but was

not found to emerge from any factorisation. This reveals a limitation of factorisation

methods, in that they can only determine the leading pole information. To complete

the rational expression, the sub-leading coefficients of the Laurent expansion must be
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(b) quadruple cut

Figure 1.1: Diagrams depicting unitarity cutting. The dashed lines represent
propagators being put on-shell, or “cut”, to reduce a loop diagram to a
product of tree diagrams. Unitarity was originally carried out using
double cuts [28]. Generalised unitarity introduced quadruple and triple
cut diagrams to hone in on the coefficients of the box and triangle
integrals, respectively [35].

obtained by other means.

Augmented recursion is one such technique, presenting a way to obtain the sub-leading

information in the rational part of an amplitude. It was demonstrated for various one-

loop amplitudes in Yang–Mills (and gravity) [38, 39, 40], and provides an alternative

treatment for the channels which produce double pole terms in recursive methods such

as BCFW. Rather than drawing a factorisation involving a three-point one-loop ampli-

tude as BCFW would suggest, the double pole contributions are re-drawn as diagrams

featuring an off-shell loop, which once integrated over captures both the leading and

sub-leading Laurent coefficients. One side of those loops are structures that are akin

to amplitudes with two legs taken off-shell, known as currents. For the calculation to

be carried out in the language of spinor-helicity objects, it is necessary to define a way

to represent off-shell momenta with spinors, which individually can only represent null

momenta. That issue was solved with the axial gauge formalism, which represents non-

null momenta in terms of the usual null spinors, as well as a new reference momentum

[41]. For the channels that produce only simple poles, BCFW recursion can be used

as it is for tree amplitudes, with no further complications. We see that with the intro-

duction of a reference momentum, and calculation of off-shell currents, the procedure

13



1 Introduction

is not gauge-invariant like earlier recursion or unitarity procedures. The particular

choice of axial gauge means that ghosts do not occur in the calculation of purely gluon

amplitudes, but the reference momentum will appear. Choosing augmented recursion

also allows four-dimensional spinor-helicity to continue being used, the simplicity of

which may make up for the gauge-dependent step, if compared to a gauge-invariant

but D-dimensional approach. Regardless of method used, in the final result, a gauge-

independent amplitude must emerge, meaning the overall cancellation of the axial gauge

reference momentum can be used as a consistency check of the augmented recursion

procedure.

1.4 Two-loop Amplitudes

With generalised unitarity and various recursive techniques giving a good handle on

one-loop amplitudes, two-loop amplitudes presented the next major challenge to theo-

reticians. At the same time, collider experiments continued to probe greater energies

and better precision, so field theory predictions at higher orders in perturbation theory

were also desirable from a phenomenological perspective. Compared to the advances

in techniques required between tree and one-loop amplitudes, the jump to two-loop

amplitudes does not present such a significant challenge in principle. The techniques

required are extensions of those already seen. For example, unitarity can be applied

at two loops, although the number of possible cuts to two-loop diagrams is greater.

(A maximally cut four-point two-loop diagram requires seven cuts, rather than the

quadruple cuts of a one-loop diagram, for example.) A corresponding basis of two-loop

integral functions is also required, in general. Carrying out unitarity cuts in D dimen-

sions would fully determine the amplitude. However, the greater complexity of two

loops may make four-dimensional unitarity the more practical choice above a certain

number of points.

Catani presented a general form for the IR divergent piece of two-loop amplitudes in

ref. [42]. (The UV divergences were removed in the MS scheme, by a renormalisation

of the coupling constant.) The singularities appear in factorisation structures that

involve lower loop amplitudes multiplied by ϵ-pole-containing operator functions. It

was known that one-loop amplitudes have divergences in 1/ϵ2 and 1/ϵ, multiplied by

the tree-level amplitude [43]. In comparison, two-loop amplitudes are more complex,

containing poles up to 1/ϵ4 in general. Those terms with poles in 1/ϵ4, 1/ϵ3 and 1/ϵ2

are fully specified, but there is also a non-universal O(1/ϵ) piece multiplying the tree-

level amplitude, which must be determined for the specific amplitude of interest. The
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discovery of a universal factorisation formula for two-loop singularities demonstrates

an impressive simplicity in these amplitudes, and provided a valuable validity check for

all derivations of full amplitudes that followed.

The first two-loop pure Yang–Mills amplitude to be obtained was the four-point

amplitude, calculated for all-plus helicity in ref. [44]. The authors carried out the

calculation using D-dimensional unitarity, in the HV scheme where internal cut propa-

gators are considered to be in D = 4− 2ϵ dimensions, but external legs remain in four

dimensions. It was found that diagrams containing up to four cuts were required to

obtain all integral coefficients, an increase on the two required for one-loop unitarity.

(One-loop generalised unitarity does make use of up to quadruple cuts, but this is for

reasons of calculational simplicity. The same one-loop unitarity result can be obtained

through application of only double cuts, as was done historically.) The form of the

divergence structure was found to be similar to that expected for a one-loop amplitude

[43]. This matched the prediction of Catani [42], with the simplicity being a result of

the tree-level all-plus amplitude vanishing. Since all-plus and single-minus helicity am-

plitudes vanish at tree level for any number of gluons, the simpler two-loop divergence

structure can be expected to be a general occurrence for either of those helicity choices,

at any number of points.

Following papers calculated the full four-point two-loop amplitude for all helicity

choices, in various dimensional regularisation schemes: in CDR [45], then in HV and

FDH [8]. In ref. [46], the amplitudes were calculated again, but with additional orders

in the dimensional regulator (up to O(ϵ2)), which are required by future higher loop

calculations.

The five gluon two-loop amplitude is a further step up in difficulty, so its calculation

proceeded in pieces. Most, but not all, of its structures have now been obtained. As the

simplest structure, the all-plus leading in colour partial amplitude was calculated first,

using a generalised unitarity procedure [47]. The authors used a novel variation on

the D-dimensional unitarity procedure where the tree amplitudes used in integrand re-

duction are six-dimensional. The extra dimensions accommodate the −2ϵ-dimensional

information of the D = 4− 2ϵ integral, and allow a six-dimensional spinor-helicity for-

malism [48] to be used. That derivation also benefitted from the previously identified

one-loop-like singularity structure, and due to the colour structure, only diagrams with

a planar momentum arrangement are required. The full colour all-plus partial ampli-

tude was derived soon after [49], using a method that still avoided evaluating the tricky

non-planar pieces. Instead, BCJ relations [50], which allow the legs of a four-point tree

amplitude to be interchanged, were used to express non-planar cuts in terms of planar
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ones.

Due to the number of contributions to the derivation method, and complexity of the

resulting expressions, the previous five-point results were not particularly simple. More

efficient ways of stating the results were required to make them human-readable, so that

interesting properties or symmetries may become manifest. In ref. [51], such a step

was taken for the leading in colour partial amplitude. The authors produced a set of

planar two-loop master integrals, with which the result of ref. [47] was re-expressed in

a compact, analytic form that can be stated in a few lines. The same partial amplitude

was then re-calculated using an alternative method of four-dimensional unitarity and

augmented recursion [52]. Carrying out generalised unitarity in the FDH scheme, so

that the amplitudes appearing are four-dimensional and can be expressed in terms of

spinors, many potential unitarity cut diagrams vanish. Those diagrams that remain are

only those containing an uncut one-loop amplitude, with the maximal number of non-

vanishing cuts being four, as in the one-loop case. All diagrams where both loops are

cut give zero contribution, and this is easily seen without calculation when working in

the spinor-helicity formalism. The unitarity procedure effectively reduces to a one-loop

one, but with an all-plus one-loop amplitude inserted as a vertex in the cut diagrams.

What remains of the amplitude, the rational piece missed by four-dimensional unitarity,

was obtained through augmented recursion. That step, too, required at most one-loop

integration. The authors arrived at compact form matching ref. [51], but without

requiring laborious two-loop integration.

A compact form for the full colour all-plus amplitude followed in ref. [53], which

continued with the master integral approach by computing those additional two-loop

integrals needed for non-planar structures. The same full colour amplitude was also

re-calculated using four-dimensional unitarity and augmented recursion [54]. To obtain

a full colour result, the constituent amplitudes in the unitarity and recursion diagrams

were each dressed with their full colour structures, and a new current, appearing in

some non-planar arrangements, was calculated.

The single-minus helicity leading in colour partial amplitude was obtained in ref. [55],

using a finite fields technique to perform integrand reduction onto a basis of pentagon

integral functions. The finite field approach is a recent development, first proposed in

ref. [56] as an efficient computational procedure for applying integration by parts iden-

tities to integrand reduction. The rationale is that as amplitude calculations become

harder, there is a tendency for symbolic expressions in intermediate steps to become

increasingly large, particularly in D-dimensional techniques, so avoiding symbolic eval-

uation can be beneficial. For the single-minus amplitude, what this means is that
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rather than working with unwieldy analytic expressions, the calculation was performed

numerically over a finite field arithmetic. After multiple evaluations of that algorithm,

an analytic form for the result was then reconstructed. Following on from that success,

the remaining leading in colour helicity configurations were obtained in [57], also using

finite field numerical methods. Although the leading in colour parts of the two-loop

five-point amplitude have now all been presented, calculating the partial amplitudes

that complete the full colour results with one or two negative helicity gluons represents

an open challenge.

Six gluons with two loops is the level at which some of the previous derivation meth-

ods become prohibitively difficult to carry out, given the step up in complexity. As is

generally the case, the all-plus helicity amplitude was the first focus of research, being

the simplest structure. It is also the only helicity choice that has been found in an

analytic form for pure Yang–Mills to date. The first six-point all-plus calculation, of

the leading in colour partial amplitude, was performed in ref. [58], using the meth-

ods of four-dimensional unitarity and augmented recursion. The full colour all-plus

amplitude was then completed in ref. [59], using a colour dressed form of the previous

paper’s methodology. (And the contributions to ref. [59] by the author of this thesis are

detailed in Chapter 3.) The analytic form expressed in the paper is remarkably simple,

considering the complexity, and number, of contributions to the derivation procedure.

The approach benefits greatly from the way that it reduces the unitarity problem to

one analogous to a one-loop calculation. For this helicity choice, the complexity of four-

dimensional unitarity tends to scale with gluon number like a one-loop problem. On the

other hand, a method based on D-dimensional unitarity, where genuine two-loop cuts

are organised and evaluated, will tend to feature a complexity that scales accordingly.

Either approach should reach the same answer following various cancellations and sim-

plifications, but if the intermediate steps feature excessive complexity then this can be

a barrier to performing the calculation with that methodology. Six-point happens to

be the arena where calculations begin to fill the available resources of a typical desktop

computer, and with that comes an increased focus on efficient methods that leverage

symmetries of the problem to avoid complex intermediate stages.

Despite the mounting complexity, a seven-point partial amplitude was also derived re-

cently. Again using four-dimensional helicity and augmented recursion, the all-plus

leading in colour structure was determined in ref. [60] and presented in a compact,

analytic form. Using a D-dimensional unitarity approach, a numerical form was then

published for the full colour all-plus amplitude [61], confirming the previous result, and
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presenting new sub-leading in colour partial amplitudes. Finally, the full colour ampli-

tude was determined independently in a compact, analytic form using four-dimensional

helicity and augmented recursion [62]. (A detailed account of this derivation appears

in Chapter 4 of this thesis.)

The availability of compact analytic amplitude forms has also allowed some authors

to look to n-point generalisations of certain structures. An n-point expression for

the all-plus single colour trace, Nc-independent partial amplitude was conjectured in

[63], satisfying various consistency conditions. The proposed form was arrived at by

inspection of the previously found analytic results for four, five and six points. That

an expression for a general number of gluons could be found from a few examples of

specific compact, analytic forms is a perfect demonstration of the value to theoreticians

of performing these calculations. The conjecture was recently found to hold up to nine

points, tested numerically in ref. [61].

Another impressive recent achievement is the derivation of an n-point form for the

non-rational (divergent and polylogarithmic) parts of the all-plus helicity two-loop am-

plitude, for all colour structures [62]. That result represents the completion of the

four-dimensional unitarity scheme’s application to two-loop all-plus amplitudes. Fur-

ther derivations of pure Yang–Mills amplitudes of this type need only focus on the

rational piece, for which techniques such as augmented recursion are applicable.

1.5 Thesis Outline

This thesis is structured as follows:

Chapter 2 provides further technical detail and elaboration on the key technologies

used in Yang–Mills amplitude calculations and in this thesis. First, colour trace decom-

position will be explicitly defined for tree, one-loop and two-loop amplitudes. There is

a discussion of the various symmetry properties that occur in the partial amplitudes

that arise. Decoupling identities, which form a large part of the reasoning behind ex-

tending the symmetry of Yang–Mills to U(Nc), will be derived. Following that, the

spinor-helicity formalism will be described in detail. The use of spinors will be fur-

ther justified, and additional definitions relevant to the rest of the work will be made.

There is also discussion of the freedoms remaining in the spinor description of variables,

including Schouten identities and a useful little group scaling.

In Chapter 3, the method for deriving the full colour two-loop six-point all-plus he-

licity Yang–Mills amplitude is set out. By applying a colour trace decomposition to the

U(Nc) gauge theory, photon decoupling identities between the partial amplitudes act as
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1.5 Thesis Outline

validity checks. The calculation is separated into parts, handled by different methods.

Divergent and polylogarithmic terms are determined by four-dimensional unitarity, the

procedure for which takes a particularly simple form with only one-loop cuts required.

The remaining terms are rational, so can be generated through a recursive method.

Due to the presence of double poles in momenta, augmented recursion is required. The

final amplitude results obtained are those previously published in ref. [59] and are the

product of collaboration. Chapter 3 therefore focuses on the contribution of the author

of this thesis. In particular, explicit results for two of the partial amplitude rational

pieces are derived in a compact analytic form, and their validity is tested.

Chapter 4 presents the derivation of the full colour all-plus helicity amplitude with

seven gluons, in a compact, analytic form. This involves re-deriving the previously

identified leading in colour partial amplitude and confirming the form of the single trace

Nc-independent piece, as well as calculating the other colour structures for the first time.

Non-rational parts are derived using four-dimensional unitarity, finding agreement with

the n-point polylogarithmic result [62]. For the rational parts, augmented recursion is

used. That process requires two new seven-point currents, in addition to the one used

in the leading in colour calculation. Finally, the result is reduced to a compact analytic

form. The derivation of currents and the reconstruction of the analytic result are both

topics in their own right, which deserve further elaboration. So they are skipped over

in the seven-point explanation, to be presented in detail and with additional context in

the following two chapters. The expressions found have also been described in ref. [62],

together with other work carried out in collaboration.

A detailed account of currents and their integration is provided in Chapter 5. When

the intended use is in augmented recursion, it is not necessary in general to calculate

all the terms in a current, only those that contribute to the residue after integration

and a complex shift has been applied. Currents with unnecessary terms omitted are

sometimes called “good enough” currents, and the main result presented in this chapter

is an intuitive new way of thinking about deriving them. The procedure is algorithmic,

so suitable for automation, which may aid future calculations of more complicated

currents. As verification, the previously found five-point one-loop current is re-derived

in the new methodology. Seven-point one-loop currents, used in the derivation of

the seven-point two-loop amplitude of Chapter 4, are also presented. Finally, the

integration of current diagrams in augmented recursion is described in detail. Various

useful integral results are arrived at, which are applicable in general calculations.

In Chapter 6, techniques to simplify rational analytic results emerging from aug-

mented recursion (and elsewhere) are discussed and applied. While recursive proce-
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dures lead to far simpler expressions than directly evaluating Feynman diagrams, their

complexity does still grow with the number of gluons involved, necessitating simplifi-

cation. The increasing number of terms involved, as well as the presence of a reference

momentum in augmented recursion results, are two challenges that are addressed. To

improve the compactness of recursion results, the smallest available versions of the

one-loop ingredients are desirable. New forms of several one-loop amplitudes are deter-

mined with fewer terms, and are in some cases manifestly free of spurious poles for the

first time.4 A process of reconstruction is applied to two of the partial amplitudes of the

two-loop seven-point calculation of Chapter 4. By identifying the leading poles from

direct factorisations, and comparing the sub-leading poles to an ansatz basis, sizeable

expressions are reduced to very compact, symmetric functions.

4Spurious poles are those factors which appear in a denominator of a particular statement of an
amplitude, but due to overall cancellations do not lead to singular behaviour when they become
small.
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2 Foundations of Amplitude Techniques

2.1 Introduction

In this chapter, two major technologies in the calculation of amplitudes are described.

Specifically, these apply to the loop amplitudes A(ℓ)
n which appear in the perturbative

expansion of the complete amplitude,

An = gn−2
∑
ℓ≥0

aℓA(ℓ)
n , (2.1)

where the constant a ≡ g2e−ϵγE/(4π)2−ϵ contains the Yang–Mills coupling g, the Euler–

Mascheroni constant γE and the small parameter ϵ introduced by dimensional regular-

isation.1

The first technology, colour trace decomposition was proposed as a way to separate

the colour degrees of freedom from the kinematic degrees of freedom in a loop amplitude.

By manipulating the colour factors into a standard form, the calculation can focus on

finding only the kinematic functions, which inherit additional useful properties from

the decomposition.

The second technology, spinor-helicity formalism is an alternative, arguably more

natural, choice of variables in which to present an amplitude for massless particles.

Instead of working with the Minkowski four-momenta of the external gluons, each

gluon is associated with two Weyl bispinors.2 These spinors automatically encode the

null condition of the momenta, so lead to simpler amplitude expressions.

Both rest on the standard definitions related to Yang–Mills theory, which are made

in Chapter 1. However, the following techniques (and the unitarity and recursive tech-

niques described in Chapters 3 and 4) mean that the traditional ways of deriving

amplitudes, such as the Feynman rules of Table 1.1 are no longer the best route for-

ward. We also choose a symmetry group for our theory that moves beyond direct

1Loop integrals in four dimensions may diverge, so they are regularised by analytically continuing the
integration dimension to D = 4− 2ϵ.

2In group theory terms, the vector transforming under SO+(1, 3) is replaced by two spinors, each
transforming in one of the SL(2,C) covers of SO+(1, 3).
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2 Foundations of Amplitude Techniques

investigation of the Standard Model. The Yang–Mills symmetry is often generalised

from the three-colour SU(3) of the strong force, to SU(Nc) with an arbitrary number

of colour charges, which this thesis further extends to U(Nc). The reasons for doing so

are expanded upon in the following sections.

2.2 Colour Decomposition

Colour trace decomposition is the procedure through which loop amplitudes are sepa-

rated into a number of individually gauge-invariant structures, according to the types

of colour structures which appear with them. Historically, this was first carried out for

tree amplitudes [6], then one-loop amplitudes [7] and later two-loop amplitudes [8].

The chosen colour basis is written in terms of traces of the generators of the colour

symmetry, (T a)ij . In earlier work, amplitudes were calculated using Feynman rules that

made use of structure constants fabc (such as those in Table 1.1). Colour decomposition

required these constants to be rewritten in terms of the generator matrices using

fabc = −i(Tr[T aT bT c]− Tr[T aT cT b]). (2.2)

Applying that change to a Feynman diagram, strings of (traced over) generators are

obtained. Colour indices related to external legs will appear once each, with a single

factor of {T 1, T 2, · · · } donated by the vertex receiving the external {p1, p2, · · · } momen-

tum. For internal propagators, the associated colour indices will appear contracted in

pairs, with a factor of T a occurring in both vertices ending the internal pa momentum.

Completeness relations can then be applied to the pairs of generators which appear

contracted over their colour indices, simplifying the expressions.

Working with colour generators in an SU(Nc) theory, the completeness relation reads

∑
a

(T a)ij(T
a)kl = δilδ

k
j − 1

Nc
δijδ

k
l . (2.3)

The final term is present to enforce the traceless property of the generators. Extending

the symmetry group to U(Nc), as is done in this thesis, allows the application of the

simpler completeness relation ∑
a

(T a)ij(T
a)kl = δilδ

k
j , (2.4)
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2.2 Colour Decomposition

which makes the handling of generator strings very straightforward. Those paired

generators are removed from the expressions, leading to the sewing together of trace

factors in some cases, and the introduction of factors of δii = Nc in others. Considering

the ways that traces can appear gives the possible combinations

Tr[XT a]Tr[T aY ] =Xj
i (T

a)ij(T
a)lkY

k
l = Xj

i δ
i
kδ

l
jY

k
l = Tr[XY ],

Tr[XT aT aY ] =Xj
i (T

a)kj (T
a)lkY

i
l = Xj

i δ
k
kδ

l
jY

i
l = NcTr[XY ],

Tr[XT aY T a] =Xj
i (T

a)kjY
l
k(T

a)il = Xj
i δ

k
l δ

i
jY

l
k = Tr[X]Tr[Y ], (2.5)

where X and Y represent some general generator strings. Summation over repeated

indices is implied. For tree amplitudes, only the first of the three relations is needed, and

it is found that only single traces, containing a colour generator for each external gluon,

appear in the colour basis. Loop amplitudes require all three relations to establish their

colour structures, which can contain multiple colour traces in the same term. In fact,

for an ℓ-loop amplitude, the generators can form into up to ℓ+ 1 separate traces.

2.2.1 Colour trace basis

The colour trace decomposition will now be defined for tree, one-loop and two-loop

amplitudes. In each case, the function A(ℓ)
n on the left is the ℓ-loop, n gluon ampli-

tude, which contains both the kinematic and colour information. The expansion then

pulls out the colour structures explicitly, defining a number of new, purely kinematic

functions known as partial amplitudes. In this thesis, the complete amplitude will

be referred to as a “full colour” amplitude, to ensure clarity when individual partial

amplitudes are also mentioned.

Tree amplitudes can be written in the colour trace basis as [6]

A(0)
n (1, 2, · · · , n) =

∑
Sn/Pn:1

Tr[T a1 · · ·T an ]A
(0)
n:1(a1, · · · , an), (2.6)

where the functions A
(0)
n:1(a1, · · · , an) are partial amplitudes. The matrices T a are gen-

erators in the fundamental representation of the symmetry group, which we choose to

be U(Nc), but could also be interpreted as SU(Nc) without requiring any modifica-

tion to the expansion. The summation is over non-cyclic permutations of the external

momentum labels. These are denoted using Sn/Pn:1, where Sn is the full group of
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2 Foundations of Amplitude Techniques

permutations of n elements and

Pn:1 = Zn(a1, a2, · · · , an) (2.7)

is the cyclic group of n elements. The partial amplitudes have a number of notable

features. They are functions of the external momenta only, and are individually gauge-

invariant. They also possess a cyclic Pn:1 symmetry in their arguments, matching the

symmetry of the trace structure.

For one-loop amplitudes, generator matrices join up to form either a single trace and

a factor of Nc, or two separate traces, in [7]

A(1)
n (1, 2, · · · , n) = Nc

∑
Sn/Pn:1

Tr[T a1 · · ·T an ]A
(1)
n:1(a1, · · · , an)

+

⌊n/2⌋+1∑
r=2

∑
Sn/Pn:r

Tr[T a1 · · ·T ar−1 ]Tr[T br · · ·T bn ]A(1)
n:r(a1, · · · , ar−1; br, · · · , bn).

(2.8)

The partial amplitude A
(1)
n:1 can be called “leading in colour”, because of its associated

factor of Nc. It possesses the same cyclic symmetries as, and could be considered anal-

ogous to, the A
(0)
n:1 of the tree decomposition. The partial amplitude A

(1)
n:r possesses a

new symmetry of its arguments, encountered at one-loop level and above, in connec-

tion with the cyclic symmetries of two trace strings. Explicitly, the group Pn:r which

describes these is

Pn:r = Zr−1(a1, · · · , ar−1)× Zn−r+1(br, · · · , bn)×Gn:r, (2.9)

where

Gn:r =

{
Z2({a1, · · · , ar−1}, {br, · · · , bn}), if (r − 1) = n/2,

1, otherwise.
(2.10)

An additional Z2 symmetry is present when the traces are the same length, which

interchanges the full sets of their momentum labels. Note that r ̸= 1, and that by

convention, the traces are arranged shortest to longest, so the label r ranges over

r = {2, 3, · · · , ⌊n/2⌋ + 1}. The Sn/Pn:r sum is over permutations of the momentum

labels, up to the cyclic symmetries of the traces, so that each allowed colour trace
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2.2 Colour Decomposition

structure appears once in the overall expansion.

Two-loop amplitudes can be expanded in the colour trace basis as [54]

A(2)
n (1, 2, · · · , n) = N2

c

∑
Sn/Pn:1

Tr[T a1 · · ·T an ]A
(2)
n:1(a1, · · · , an)

+Nc

⌊n/2⌋+1∑
r=2

∑
Sn/Pn:r

Tr[T a1 · · ·T ar−1 ]Tr[T br · · ·T bn ]A(2)
n:r(a1, · · · , ar−1; br, · · · , bn)

+

⌊n/3⌋∑
s=1

⌊(n−s)/2⌋∑
t=s

∑
Sn/Pn:s,t

Tr[T a1 · · ·T as ]Tr[T bs+1 · · ·T bs+t ]Tr[T cs+t+1 · · ·T cn ]

×A
(2)
n:s,t(a1, · · · , as; bs+1, · · · , bs+t; cs+t+1, · · · , cn)

+
∑

Sn/Pn:1

Tr[T a1 · · ·T an ]A
(2)
n:1B(a1, · · · , an). (2.11)

In addition to the leading in colour partial amplitude A
(2)
n:1 and the two-trace partial

amplitudes A
(2)
n:r, there also appear three-trace partial amplitudes A

(2)
n:s,t and a new

single-trace Nc-independent partial amplitude A
(2)
n:1B. A new symmetry type is defined,

describing the symmetries of the three-trace terms and their partial amplitudes,

Pn:s,t = Zs(a1, · · · , as)× Zt(bs+1, · · · , bs+t)× Zn−s−t(cs+t+1, · · · , cn)×Gn:s,t, (2.12)

where

Gn:s,t =


S3({a1, · · · , as}, {bs+1, · · · , bs+t}, {cs+t+1, · · · , cn}), if s = t = n/3,

Z2({a1, · · · , as}, {bs+1, · · · , bs+t}), if s = t ̸= n/3,

Z2({bs+1, · · · , bs+t}, {cs+t+1, · · · , cn}), if s ̸= t = (n− s− t),

1, otherwise.

(2.13)

The final factor accounts for traces occurring that are of the same length, so can be

interchanged. The conventional way of labelling the partial amplitudes has the trace

groups ordered in ascending length, which imposes a condition s ≤ t ≤ (n − s − t) on

the labels.

The above colour expansions are valid for a U(Nc) symmetry group. To obtain the

SU(Nc) version, it is sufficient to remove those terms containing factors of Tr[T a].
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2 Foundations of Amplitude Techniques

(The SU(Nc) generators are traceless, so these pieces vanish.) Specifically, the partial

amplitudes A
(1)
n:2, A

(2)
n:2 and A

(2)
n:1,t do not appear. The partial amplitudes that appear in

the SU(Nc) expansion are therefore a subset of those appearing in the U(Nc) expansion.

It can be useful to be able to refer to a partial amplitude of a general type, for which

we will use A
(ℓ)
n:λ in future sections. The label λ is a stand-in for any of the previously

defined colour structures, out of those allowed at the specified ℓ-loop, n-point level.

2.2.2 Partial amplitudes

Having carried out colour decomposition on an amplitude, the partial amplitudes be-

come the objects of interest. They possess a number of notable properties. As pre-

viously mentioned, each is an individually gauge-invariant function of the kinematic

variables.

Symmetries are inherited from their associated colour trace structure, so the partial

amplitude A
(ℓ)
n:λ will be invariant under permutations of its momenta in the group Pn:λ.

3

A flip symmetry also appears in the arguments of the partial amplitudes, which

inverts each trace grouping of momentum labels according to

A
(2)
n:1(a1, · · · , an) = (−1)nA

(2)
n:1(an, · · · , a1),

A(2)
n:r(a1, · · · , ar−1; br, · · · , bn) = (−1)nA(2)

n:r(ar−1, · · · , a1; bn, · · · , br),
A

(2)
n:s,t(a1, · · · , as; bs+1, · · · , bs+t; cs+t+1, · · · , cn)

= (−1)nA
(2)
n:s,t(as, · · · , a1; bs+t, · · · , bs+1; cn, · · · , cs+t+1),

A
(2)
n:1B(a1, · · · , an) = (−1)nA

(2)
n:1B(an, · · · , a1). (2.14)

The expressions for two-loop partial amplitudes are shown, but the pattern generalises

straightforwardly. This particular symmetry can be traced back to the Feynman rules,

and emerges as a consequence of symmetries in the vertex rules.

An understanding of the form taken by the colour trace basis allows the construction

of a version of the Feynman rules that is “colour ordered”. These are most useful when

working with tree amplitudes, due to the smaller number of diagrams required, and can

be used to describe how to construct the partial amplitude A
(0)
n:1 directly, rather than

the full colour amplitude A(0)
n . Whereas a standard Feynman diagram approach would

3The notation Pn:λ is used to refer to any of the previously defined symmetries Pn:1, Pn:r or Pn:s,t,
with a general colour structure label λ.
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Propagator (colour ordered)

p
µ

a

ν

b

∆c
µν(p) =

i

p2

(
−ηµν +

pµqν + qµpν
p · q

)
Vertices (colour ordered)

p1
µ

a ν

b

cρ

p2

p3

V c
µνρ(p1, p2, p3) = ig

(
ηµν(p1 − p2)

ρ

+ ηνρ(p2 − p3)
µ

+ ηρµ(p3 − p1)
ν
)

p1

µ
a ν

b

c
ρ

σ
d

p2

p3

p4

V c
µνρσ(p1, p2, p3, p4) =

ig2
(
2ηµρηνσ − ηµνηρσ − ηµσηνρ

)

Table 2.1: Colour-ordered Feynman rules for the propagator and vertices of pure
Yang–Mills theory, in the axial gauge. Colour factors no longer appear in
the propagator or vertices. The rules give rise to a partial amplitude, when
diagrams of a particular external leg ordering are drawn.

require diagrams with each possible permutation of external legs to be considered, the

colour-ordered rules require only diagrams with a fixed cyclic ordering of legs, as these

are the ones that contribute to a certain partial amplitude. By stripping out the colour

factors from the usual Feynman rules, such that those factors form the expected traces

of colour generators, laborious matrix manipulations are also avoided.

Table 2.1 collects the new ingredients for the colour-ordered Feynman rules. Both

vertices show a symmetry under the reversal of their momentum labelling, justifying

the earlier claim on the origin of the flip symmetry of the partial amplitudes.
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2 Foundations of Amplitude Techniques

2.2.3 Decoupling identities

As a consequence of extending the symmetry group of Yang–Mills theory to U(Nc),

beyond the SU(Nc) more commonly seen, various relations occur between the partial

amplitudes. These are known as “decoupling identities” and a procedure for generating

them is as follows.

The U(Nc) group possesses one more generator than SU(Nc), reflecting the possi-

bility for elements of the group to have non-zero traces. It is convenient to choose the

extra generator of the U(Nc) theory so that it lies in the U(1) part of U(Nc), taking

the form of the Nc ×Nc unit matrix in the fundamental representation. Then the rest

of the generators can be identical to those used in the SU(Nc) theory. Physically, the

interpretation is that by going from SU(Nc) to U(Nc), a photon state with no overall

colour is introduced to the theory. We expect such a state to decouple from the N2
c − 1

standard gluons, meaning any amplitude describing gluons interacting with photons

should be vanishing.

Applying this fact to the colour decomposition, one or more generators can be re-

placed with the U(1) generator explicitly, via T a → TU(1) = I. With such a choice, the

full colour trace decomposition becomes equal to zero and traces involving that TU(1)

simplify somewhat. The coefficients of each new type of colour trace present can be

consolidated, yielding sums of partial amplitudes that must equal zero individually, to

satisfy the overall vanishing of the amplitude. Each of these sums multiplying a certain

colour trace is known as a decoupling identity. At tree level, the only identity found is

A(0)
n (1, 2, 3, · · · , n) +A(0)

n (2, 1, 3, · · · , n) + · · ·+A(0)
n (2, 3, · · · , 1, n) = 0, (2.15)

originally observed when the first tree-level partial amplitudes were calculated [6] as a

symmetry in addition to the cyclic permutation and flip symmetries of the momenta.

The identity relates n − 1 versions of the single type of partial amplitude that occurs

at tree level.

At one-loop level, there are more types of partial amplitude and more decoupling

relations. It is possible to re-write any one-loop partial amplitude in terms of the

leading in colour structure, by repeated application of those identities [7]. For higher

loop levels, the leading in colour partial amplitude is no longer sufficient to describe

the entire amplitude, but decoupling identities do allow a smaller subset of the partial

amplitudes to describe the whole set.

In general, identities can contain a mixture of partial amplitudes, including both

structures that are present in the SU(Nc) expansion, and those that are exclusive to
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2.3 Spinor-Helicity Formalism

the U(Nc) theory. This gives a strong justification for calculating the U(Nc)-specific

partial amplitudes, even if SU(Nc) is ultimately the theory of interest: they are consis-

tent gauge-invariant structures, which are required to produce cancellations with the

SU(Nc) structures when unphysical photon states are considered.

This thesis makes use of the colour trace basis in its calculations. Other types of colour

decomposition also exist, with uses such as expressing the information of the partial

amplitudes in terms of fully independent structures [11, 12]. We calculate all the partial

amplitudes associated with a U(Nc) Yang–Mills theory, so that decoupling identities

between them can be used as a validity check on the results.

2.3 Spinor-Helicity Formalism

The spinor-helicity formalism is a way of restating amplitude calculations in terms

of spinor variables, rather than the usual four-momentum kinematics. This brings a

number of benefits, particularly when working in theories of massless particles, and is

central to many modern amplitude techniques. The formalism was originally set out

in a series of papers by several authors [15, 16, 17, 18], the key steps of which we

summarise in this section.

As a first step, the conversion from four-momenta to spinors can be motivated by

constructing 2× 2 matrices from the momenta,

pαα̇ = pµσ̄αα̇
µ =

(
p0 + p3 p1 − ip2

p1 + ip2 p0 − p3

)
, (2.16)

where

σ̄αα̇
µ = (I, σ⃗). (2.17)

The matrix is indexed with the spinor indices α and α̇, and the Pauli matrices (σi)
αα̇

are used in the conversion. For massless particles such as the gluons of Yang–Mills

theory, their momenta are null, meaning p2 = 0. In terms of the above matrix, this is

equivalent to pαα̇ having zero determinant. In general, a 2× 2 matrix would have rank

2, but one with zero determinant has rank 1 or less. Therefore the momentum matrix
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2 Foundations of Amplitude Techniques

can be represented as a single product,

pαα̇ = λαλ̃α̇, (2.18)

where λ and λ̃ are recognised to be Weyl spinors in the (1/2, 0) and (0, 1/2) represen-

tations of the Lorentz group, respectively.

2.3.1 Spinor definitions

An explicit form for the two spinors can be written down for completeness, although

it will not be necessary to return to four-momentum components in spinor-helicity

calculations. We have

λα =
h√

p0 − p3

(
p0 − p3

−p1 − ip2

)
(2.19)

and

λ̃α̇ =
h−1

√
p0 − p3

(
p0 − p3

−p1 + ip2

)
, (2.20)

where there is still some freedom in these definitions, contained in the choice of value

h. (That leads to a little group scaling, discussed in Subsection 2.3.3.) If it is assumed

that momenta are real, then the two types of spinor are related by complex conjuga-

tion. However, momenta are usually considered to be complex-valued in spinor-helicity

calculations, leading to independent spinors and allowing techniques such as BCFW

recursion [19] to be used.

Amplitudes themselves can then be considered functions of the spinors {λi, λ̃i}, where
i ranges over the external momenta, rather than the four-momenta. Expressions are

built out of Lorentz-invariant spinor products, defined

⟨ij⟩ ≡λα
i λjα = ϵαβλ

α
i λ

β
j = −⟨ji⟩,

[ij] ≡λ̃iα̇λ̃
α̇
j = −ϵα̇β̇λ̃

α̇
i λ̃

β̇
j = −[ji], (2.21)

where the antisymmetric Levi-Civita tensor is used to raise and lower spinor indices.

Further useful structures can be defined in terms of spinors and spinor products. The
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2.3 Spinor-Helicity Formalism

common Mandelstam variable sij is expressed as

sij ≡ (pi + pj)
2 = 2pi · pj = ⟨i j⟩ [j i] (2.22)

and in this thesis we also define a three-particle momentum factor

tijk ≡ (pi + pj + pk)
2 = sij + sjk + ski, (2.23)

for later convenience. A way of compacting the notation, by joining two spinor products

of opposite type, is also suggestive of how one can convert between full four-momentum

factors and their spinors if desired,

[i|j|k⟩ ≡ [i j] ⟨j k⟩ = λ̃α̇
i pjµσ̄

µ
α̇αλ

α
k . (2.24)

A pair of polarisation definitions can now be made for historical purposes, although

these do not tend to be used explicitly when applying modern spinor-helicity amplitude

techniques. The polarisation vectors of external gluon legs can be rewritten using the

helicity spinors [18], as

(ϵ+i )µ =
[qi|γµ|pi⟩√
2 [pi qi]

(2.25)

and

(ϵ−i )µ =− [pi|γµ|qi⟩√
2 ⟨pi qi⟩

, (2.26)

where the momentum qi is a reference momentum, which the final amplitude will have

no dependence on. The γµ are Dirac matrices. The helicity spinor polarisation states

obey all the required relations, such as being orthogonal to the momentum of their

gluon,

(pi)
µ(ϵ±i )µ = 0, (2.27)

and being mutually orthogonal,

(ϵ±i )µ(ϵ
∓
i )

∗µ = (ϵ±i )µ(ϵ
±
i )

µ = 0. (2.28)
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2 Foundations of Amplitude Techniques

Constructing Feynman diagrams using these spinor states, and the other colour-ordered

rules of Table 2.1, is one way of obtaining partial amplitudes directly in a spinor-helicity

form. However, that has been superseded by recursive methods, which build a desired

amplitude from products of amplitudes with fewer legs. (See Chapters 3 and 4 for an

in-depth discussion.)

2.3.2 Using spinors in amplitudes

One of the earliest demonstrations of the efficiency of the spinor-helicity formalism

comes from the statement of the “maximally helicity violating”, or MHV, tree ampli-

tude. (The amplitude featuring two gluons of negative helicity, and the rest positive.)

The original result by Parke and Taylor [13] was proved in a compact spinor form [14]

to be

A(0)
n (1+, · · · , i−, · · · , j−, · · · , n+) =

⟨i j⟩4
⟨1 2⟩ ⟨2 3⟩ · · · ⟨(n− 1)n⟩ ⟨n 1⟩ , (2.29)

where here {i, j} are taken to be the two gluons with negative helicity, and the re-

mainder have positive helicity. One notable feature, beyond the impressive simplicity,

is that only spinors of the type λi appear in the expression. That the λ̃i can be wholly

absent from some expressions demonstrates how helicity spinors are a natural choice of

variables for the system.

The simplest possible amplitudes, which form the basis for recursive procedures,

are the three-point trees. This may be unexpected, as these are all vanishing when

considering real four-momenta. With momentum conservation enforcing p1+p2+p3 =

0, there is no non-vanishing momentum invariant out of which to build any structure.

(s12 = (p1+p2)
2 = p23 = 0 etc.) However, if the choice is made to allow complex spinors

in the momentum representation, then only one of the pair ⟨1 2⟩ or [1 2] need to equal

zero to satisfy s12 = ⟨1 2⟩ [2 1] = 0. That way, we can obtain both MHV and MHV

amplitudes, respectively,

A
(0)
3 (1−, 2−, 3+) =

⟨1 2⟩3
⟨2 3⟩ ⟨3 1⟩ (2.30)

and

A
(0)
3 (1+, 2+, 3−) = − [1 2]3

[2 3] [3 1]
, (2.31)
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2.3 Spinor-Helicity Formalism

where either [1 2] = [2 3] = [3 1] = 0, or in the alternative case ⟨1 2⟩ = ⟨2 3⟩ = ⟨3 1⟩ = 0.

These can be considered a special case of the Parke–Taylor result (eq. 2.29) for n = 3,

or can be identified as the only allowed structures with the particular non-vanishing

spinor products (see Subsection 2.3.3).

Why are such compact expressions for amplitudes possible in the spinor-helicity formal-

ism? One reason is that spinors can only represent null momenta, having ⟨i i⟩ = [i i] = 0.

This makes them a natural choice when describing massless gluons, because the mass

condition is built into the variables. In a four-momentum picture, there exists some

additional redundancy in the variables of the amplitude expression, which must be fixed

with the additional constraints p2i = 0.

However, some redundancy does remain in the spinor-helicity notation. Schouten

identities exist between the spinor products,

⟨i j⟩ ⟨k l⟩+ ⟨i k⟩ ⟨l j⟩+ ⟨i l⟩ ⟨j k⟩ = 0,

[i j] [k l] + [i k] [l j] + [i l] [j k] = 0. (2.32)

2.3.3 Little group scaling

The explicit spinor definitions made in eq. 2.19 contain a freedom to choose some overall

factor, which we denote with a constant h. Although this means an ambiguity when

moving from four-momenta to spinors, it also gives rise to a beneficial little group

scaling. Re-scaling the spinors by some constant α, so h → αh, the spinors relating to

a particular gluon transform as

λi → αλi and λ̃i → α−1λ̃i, (2.33)

which leaves the momentum, pi = λiλ̃i, invariant. Considering a whole amplitude

expression, it will contain as variables a spinor pair for each external gluon, which can

each be separately re-scaled by some αi. The powers of αi which emerge from the

amplitude under re-scaling depend on how many factors of the λi and λ̃i appear in the

numerator and denominator. The overall exponent can be considered to be a “spinor

weight” for that gluon.

Inspection of the spinor-helicity Feynman rules shows that only the external polar-

isation vectors contain spinors not paired into momenta, so only external gluons have

non-zero weight under little group scaling. Spinor-helicity versions of the polarisation

states also allow the scaling of any given momentum to be anticipated. Based on the
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2 Foundations of Amplitude Techniques

helicities of the external momenta, it is found that

An(1, · · · , i±, · · · , n) → α∓2An(1, · · · , i±, · · · , n), (2.34)

after applying a scaling h → αh to the spinors {λi, λ̃i}.

In other words, we find that for any amplitude, a spinor weight can be assigned to each

leg according to its helicity. A leg with positive helicity has overall weight −2, and a

leg with negative helicity has overall weight +2. These must be fulfilled by the spinors

in the amplitude, which individually have the spinor weights:

• +1 for λi spinors in the numerator,

• −1 for λ̃i spinors in the numerator,

• −1 for λi spinors in the denominator,

• +1 for λ̃i spinors in the denominator.

This provides powerful constraints on the possible forms of amplitudes. In the simplest

case, the three-point trees are fully determined, up to an overall constant, by their little

group scaling.
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3 The Six Gluon Two-Loop Amplitude

3.1 Introduction

Perturbative scattering amplitudes are an essential tool, both in comparing theory to

experiment, and for inspecting symmetries of that theory that may not be apparent

from the Lagrangian. We chose Yang–Mills as a focus, because it can give insight into

the Standard Model of Particle Physics, both being gauge theories, and particularly

into the behaviour of gluons of the strong force.

Currently, there is interest in predictions for two-loop amplitudes, or “Next-to-Next-

to-Leading Order” (NNLO) predictions, which are of relevance to the energy scales and

precision probed at the LHC [1, 2]. This represents the cutting edge of analytic Yang–

Mills amplitude calculations. Significant progress has been made towards calculating all

tree and one-loop amplitudes, but two-loop amplitudes present challenges that have not

all been overcome. To proceed, amplitudes are separated into components which are

calculated separately. Generally, this means making a specific choice of helicities for the

external gluons, and colour decomposing the amplitude into “partial amplitudes” each

multiplying a particular colour structure. (See Section 2.2 for details on this procedure.)

All-plus helicity, being the most symmetric, tends to be the easiest calculation so the

most progress has been made here. The partial amplitude multiplying a single colour

trace and an N2
c factor is particularly simple, often being referred to as “leading in

colour” and calculated before the other colour structures.

Prior research relating to two-loop amplitudes, also discussed in Chapter 1, guides the

work undertaken in this chapter. Most structures of the five gluon amplitude have now

been calculated: the all-plus leading in colour partial amplitude was first calculated

using a generalised unitarity procedure [47, 49] (then presented more compactly in

ref. [51]). It was re-derived using a simpler method of four-dimensional unitarity and

augmented recursion in ref. [52], which is the method we use. Later, the remaining all-

plus colour structures were calculated in refs. [53, 54], completing the all-plus amplitude.

The single-minus helicity leading in colour partial amplitude was obtained in ref. [55]

and the remaining leading in colour helicity configurations were obtained in ref. [57],
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3 The Six Gluon Two-Loop Amplitude

both using finite field numerical methods.

For six gluons at two loops, the leading in colour all-plus partial amplitude (which we

denote withA
(2)
6:1(1

+, 2+, 3+, 4+, 5+, 6+)) was computed in ref. [58] using four-dimensional

unitarity and augmented recursion.

In this chapter, we describe how all the partial amplitudes A
(2)
6:λ(1

+, 2+, 3+, 4+, 5+, 6+) of

the full all-plus amplitude are calculated. The final results are a product of collaboration

and were previously published in ref. [59]. As such, the emphasis of this chapter is on

the work performed by the author of this thesis, and the explicit results contained

within are those elements obtained by this author. For a complete statement of the

amplitude, the reader is directed to the related paper.

The next section describes how an amplitude is decomposed according to colour

trace structures, then into different types of function each with their own derivation

process. The following sections contain overviews of the methods of unitarity cutting

and augmented recursion. Finally, it is demonstrated how compact forms for the ratio-

nal terms are reconstructed, then how the amplitude can be validated using collinear

limit testing.

3.2 Structure of the Amplitude

We outline how a full colour amplitude is divided into parts, to be treated separately

in later sections. The colour decomposition process, and the spinor-helicity formalism

used throughout, was set out in Chapter 2.

3.2.1 Colour decomposition

Working in perturbative Yang–Mills, we can expand an ℓ-loop amplitude with n gluons

in terms of its colour structures, as detailed in Section 2.2. A general statement of the

colour trace decomposition is [6, 7, 8],

A(ℓ)
n =

∑
λ

A
(ℓ)
n:λCλ, (3.1)

where the A
(l)
n:λ are known as partial amplitudes, and the Cλ contain traces over the

SU(Nc) (or U(Nc)) colour symmetry generator matrices, as well as factors of Nc. A

general label λ is used to refer to the various types of colour structure which occur.
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3.2 Structure of the Amplitude

For the specific case of interest, the two-loop six-point amplitude, the U(Nc) colour

decomposition is [54]

A(2)
6 (1, 2, 3, 4, 5, 6) =N2

c

∑
S6/P6:1

Tr[T a1T a2T a3T a4T a5T a6 ]A
(2)
6:1(a1, a2, a3, a4, a5, a6)

+Nc

∑
S6/P6:2

Tr[T a1 ]Tr[T a2T a3T a4T a5T a6 ]A
(2)
6:2(a1; a2, a3, a4, a5, a6)

+Nc

∑
S6/P6:3

Tr[T a1T a2 ]Tr[T a3T a4T a5T a6 ]A
(2)
6:3(a1, a2; a3, a4, a5, a6)

+Nc

∑
S6/P6:4

Tr[T a1T a2T a3 ]Tr[T a4T a5T a6 ]A
(2)
6:4(a1, a2, a3; a4, a5, a6)

+
∑

S6/P6:1,1

Tr[T a1 ]Tr[T a2 ]Tr[T a3T a4T a5T a6 ]A
(2)
6:1,1(a1; a2; a3, a4, a5, a6)

+
∑

S6/P6:1,2

Tr[T a1 ]Tr[T a2T a3 ]Tr[T a4T a5T a6 ]A
(2)
6:1,2(a1; a2, a3; a4, a5, a6)

+
∑

S6/P6:2,2

Tr[T a1T a2 ]Tr[T a3T a4 ]Tr[T a5T a6 ]A
(2)
6:2,2(a1, a2; a3, a4; a5, a6)

+
∑

S6/P6:1

Tr[T a1T a2T a3T a4T a5T a6 ]A
(2)
6:1B(a1, a2, a3, a4, a5, a6),

(3.2)

where the T a are the generator matrices of the colour symmetry. Each sum is over

the permutations (S6) of the momentum labels {a1, a2, · · · , a6}, up to the cyclic and

interchange symmetries of the trace structures (P6:λ).

The partial amplitudes A
(2)
6:λ are gauge-invariant objects, with cyclic and interchange

symmetries P6:λ in their momentum arguments that match those of the associated trace
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3 The Six Gluon Two-Loop Amplitude

structures. In full,

P6:1 = Z6(1, 2, 3, 4, 5, 6),

P6:2 = Z5(2, 3, 4, 5, 6),

P6:3 = Z2(1, 2)× Z4(3, 4, 5, 6),

P6:4 = Z3(1, 2, 3)× Z3(4, 5, 6)× Z2({1, 2, 3}, {4, 5, 6}),
P6:1,1 = Z2(1, 2)× Z4(3, 4, 5, 6),

P6:1,2 = Z2(2, 3)× Z3(4, 5, 6),

P6:2,2 = Z2(1, 2)× Z2(3, 4)× Z2(5, 6)× S3({1, 2}, {3, 4}, {5, 6}),
P6:1B = P6:1 = Z6(1, 2, 3, 4, 5, 6). (3.3)

The colour decomposition of eq. 3.2 is written for a U(Nc) gauge theory, however it

is also applicable with a smaller SU(Nc) gauge group. In that case, generators must be

traceless, so terms involving Tr[T a] vanish. The specifically SU(Nc) partial amplitudes

A
(2)
6:1, A

(2)
6:3, A

(2)
6:4, A

(2)
6:2,2 and A

(2)
6:1B remain.

Even if the aim is to ultimately calculate amplitudes in an SU(Nc) theory, the partial

amplitudes found exclusively in U(Nc) are useful to derive. Dependence in the com-

plete set of partial amplitudes means that decoupling identities exist, as discussed in

Section 2.2. For example, choosing to set T 1 → TU(1) = I and inspecting the coefficient

of N2
cTr[T

2T 3T 4T 5T 6], there is

A
(2)
6:2(1; 2, 3, 4, 5, 6) +A

(2)
6:1(1, 2, 3, 4, 5, 6) +A

(2)
6:1(2, 1, 3, 4, 5, 6)

+A
(2)
6:1(2, 3, 1, 4, 5, 6) +A

(2)
6:1(2, 3, 4, 1, 5, 6) +A

(2)
6:1(2, 3, 4, 5, 1, 6) = 0. (3.4)

With the same generator choice, inspecting the coefficients of Tr[T 2T 3T 4T 5T 6] that do

not contain N2
c gives another identity,

A
(2)
6:1B(1, 2, 3, 4, 5, 6) +A

(2)
6:1B(2, 1, 3, 4, 5, 6) +A

(2)
6:1B(2, 3, 1, 4, 5, 6)

+A
(2)
6:1B(2, 3, 4, 1, 5, 6) +A

(2)
6:1B(2, 3, 4, 5, 1, 6) = 0. (3.5)

While the former can be used to determine the U(Nc) partial amplitude A
(2)
6:2 from the

leading in colour, the latter relates only to A
(2)
6:1B.

By calculating all U(Nc) structures independently, the decoupling identities between

partial amplitudes can be used as a powerful consistency check on the results.
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3.2 Structure of the Amplitude

3.2.2 Singularity structure

We will use dimensional regularisation when presenting the amplitude, to control the

singularities that occur in both IR and UV regions. When the dimension is analytically

continued to D = 4− 2ϵ, divergences are replaced by poles in ϵ. Various schemes exist

to carry out the calculation, of which we use the four-dimensional helicity scheme [27].

As the singular structures of these partial amplitudes are known in general [42], we

can subdivide ours into terms that contain divergences U
(2)
n:λ, or those that are finite

F
(2)
n:λ,

A
(2)
n:λ = U

(2)
n:λ + F

(2)
n:λ +O(ϵ). (3.6)

Following the lead of ref. [42], the UV divergences can be removed by expressing

the bare coupling in terms of the running coupling defined in the MS scheme. The

amplitude A
(2)
n:λ above could be considered the renormalised form, although this has no

bearing on the finite pieces F
(2)
n:λ, which are the focus of this work. In general, we would

expect to see soft IR divergences and collinear IR divergences appearing in U
(2)
n:λ, with

contributions up to 1/ϵ4 [42]. However, due to the all-plus tree amplitude vanishing

with our choice of all-plus helicity, the new divergent factor that appears in a general

two-loop amplitude does not get to contribute. As such, poles have at most 1/ϵ2 as in

the one-loop case.

We note that the vanishing tree amplitude, and finiteness of the one-loop amplitude,

mean that any regularisation scheme dependence appears only at O(ϵ) in the two-loop

all-plus amplitude. Both the divergent piece and finite piece are regularisation scheme

independent [42].

The form of the IR singular structure for an all-plus two-loop amplitude was presented

in a colour trace basis in [54], which we reproduce here (with some notational changes):

define

Ii,j ≡ −(sij)
−ϵ

ϵ2
(3.7)

and for a list S = {a1, a2, · · · , as},

Ir[S] = Ir[{a1, a2, · · · , as}] ≡
s∑

i=1

Iai,ai+1 , (3.8)
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3 The Six Gluon Two-Loop Amplitude

where Ias,as+1 ≡ Ias,a1 is included in the sum. Also

Ij [S1, S2] = Ij [{a1, a2, · · · , as}, {b1, b2, · · · , bt}] ≡ (Ia1,as + Ib1,bt − Ia1,b1 − Ias,bt),

Ik[S1, S2] = Ik[{a1, a2, · · · , as}, {b1, b2, · · · , bt}] ≡ (Ia1,bt + Ib1,as − Ia1,b1 − Ias,bt),

(3.9)

so that

Ir[S1 ⊕ S2] = Ir[S1] + Ir[S2] + Ik[S1, S2]− Ij [S1, S2], (3.10)

where {a1, a2, · · · , as} ⊕ {b1, b2, · · · , bt} = {a1, a2, · · · , as, b1, b2, · · · , bt}.

For two-loop all-plus partial amplitudes, we have

U
(2)
n:1(S) =A

(1)
n:1(S)× Ir[S],

U (2)
n:r(S1;S2) =A(1)

n:r(S1;S2)× (Ir[S1] + Ir[S2])

+
∑

S′
1∈C(S1)

∑
S′
2∈C(S2)

A
(1)
n:1(S

′
1 ⊕ S′

2)× Ij [S
′
1, S

′
2],

U
(2)
n:s,t(S1;S2;S3) =

∑
S′
2∈C(S2)

∑
S′
3∈C(S3)

A(1)
n:r(S

′
1;S

′
2 ⊕ S′

3)× Ij [S
′
2, S

′
3]

+
∑

S′
1∈C(S1)

∑
S′
3∈C(S3)

A(1)
n:r(S

′
2;S

′
1 ⊕ S′

3)× Ij [S
′
1, S

′
3]

+
∑

S′
1∈C(S1)

∑
S′
2∈C(S2)

A(1)
n:r(S

′
3;S

′
1 ⊕ S′

2)× Ij [S
′
1, S

′
2],

U
(2)
n:1B(S) =

∑
U(S)

A(1)
n:r(S

′
1;S

′
2)× Ik[S

′
1, S

′
2], (3.11)

where C(S) is the set of cyclic permutations of S. U(S) is the set of all distinct pairs

of lists (S′
1, S

′
2) such that S′

1 ⊕ S′
2 ∈ S (and the size of S′

i is greater than one). For our

six-point amplitude specifically, we need

U({1, 2, 3, 4, 5, 6}) =
{
({1, 2, 3}, {4, 5, 6}), ({2, 3, 4}, {5, 6, 1}),

({3, 4, 5}, {6, 1, 2}), ({1, 2}, {3, 4, 5, 6}),
({2, 3}, {4, 5, 6, 1}), ({3, 4}, {5, 6, 1, 2}),
({4, 5}, {6, 1, 2, 3}), ({5, 6}, {1, 2, 3, 4}),

({6, 1}, {2, 3, 4, 5})
}
, (3.12)
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for example.

Having dealt with the singularities, we turn to the finite remainder function F
(2)
n:λ. This

can be separated into polylogarithmic terms P
(2)
n:λ and rational terms R

(2)
n:λ,

F
(2)
n:λ = P

(2)
n:λ +R

(2)
n:λ. (3.13)

We can calculate the polylogarithmic piece using four-dimensional unitarity and the

rational piece using augmented recursion.

3.3 Unitarity

It was shown by Passarino and Veltman [29] that a one-loop amplitude can be decom-

posed in terms of n-point scalar integral functions Iin,

A(1)
n =

∑
i

aiI
i
4 +

∑
j

bjI
j
3 +

∑
k

ckI
k
2 +Rn +O(ϵ), (3.14)

where ai, bj , ck are rational coefficients and Rn is a rational remainder. This provides a

convenient way to calculate an amplitude, because the integral functions are relatively

simple and may be re-used once calculated. What remains is determining the rational

coefficients that appear, for which the unitarity technique [28, 31] was developed. This

proceeds by considering making cuts to propagators in the loop amplitude, to reduce

it to a basis of box, triangle and bubble integrals. The coefficients of the reduction are

the amplitudes that remain after propagators have been cut and their momenta put

on-shell.

For example, as the first step of following the generalised unitarity procedure [35],

four cuts are made to the amplitude. This means choosing four propagators in the loop

integrals to replace with delta functions that nullify their momenta,

1

P 2
→ δ4(P 2), (3.15)

where P = ℓ+ pi+ · · · contains the loop momentum and some external momenta. The

outcome is that every contribution to eq. 3.14 vanishes, except the particular integral

function Ii4 matching the cut choice, which becomes the identity. The coefficient ai is

then equal to the amplitude with those four cuts applied, which can be represented as

a product of four tree amplitudes with their (previously internal) momenta determined
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3 The Six Gluon Two-Loop Amplitude

by the cut conditions. (See Figure 3.1 for a graphical example that will be used later.)

Once the box function coefficients are determined in this way, three cuts can be made

to find the triangle coefficients, and so on.

We will use the technique of four-dimensional unitarity cuts [64] to obtain the poly-

logarithmic pieces of the partial amplitudes. Due to the constraints of helicity in four

dimensions, any set of unitarity cuts that cut both loops will create a vanishing coef-

ficient [65, 60]. Therefore, one of the loops can be treated like a vertex insertion for

the purposes of unitarity and our calculation can be analogous to that of a one-loop

amplitude.

Previous work has usedD-dimensional unitarity techniques to obtain two-loop ampli-

tudes [47, 51]. The four-dimensional method differs in that the spinor-helicity formalism

may be used straightforwardly, allowing for simpler calculations. We also do not need to

consider two-loop integrals, because the unitarity procedure simplifies for all-plus helic-

ity amplitudes in four dimensions. The trade-off in our method is that four-dimensional

unitarity does not capture the rational piece, which we calculate separately by recursion

methods, and the singularity structure is only found to O(ϵ0).

For finding P
(2)
6:λ , we need only consider the box integrals in eq. 3.14, shown in Fig-

ure 3.1. The bubble integrals are shown to have zero coefficient in ref. [64] and the

triangle integrals contribute to U
(2)
6:λ only. The box integrals can be separated into

contributions to U
(2)
6:λ and to P

(2)
6:λ [54],

I2me
4 (S, T,K2

2 ,K
2
4 ) = I2me

4

∣∣∣∣∣
IR

− 2

ST −K2
2K

2
4

F 2m(S, T,K2
2 ,K

2
4 ), (3.16)

where F 2m is a dimensionless function of polylogarithms. The superscript label of I2me
4

indicates a box integral with two opposite corners “massive”. (Possessing more than

one external momentum each.) Combining all the singular terms, the IR piece is again

obtained, but truncated to O(ϵ0) [65, 54]:(∑
i

aiI
2me
4,i

∣∣∣∣∣
IR

+
∑
j

bjI3,j

)
n:λ

= U
(2),ϵ0

n:λ (1+, 2+, · · · , n+). (3.17)

The function U
(2),ϵ0

n:λ can be promoted to its all-ϵ form to find agreement with the full

singularity structure.
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ℓ21 = 0
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+
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A(0)

2+r

Figure 3.1: The quad-cut four-dimensional unitarity diagrams which provide the

coefficients of polylogarithms in P
(2)
6:λ (1

+, 2+, 3+, 4+, 5+, 6+). The one-loop
amplitude (blue) acts like an insertion, due to the helicity choice. Colour
dressing the four amplitudes is necessary to obtain the full colour result,
and each of r = {1, 2} should be evaluated.

The polylogarithmic piece can therefore be expressed as

P
(2)
6:λ =

∑
i

ciλF
2m
i , (3.18)

where the ciλ are rational coefficients found by drawing unitarity cuts. The F 2m
i are box

functions containing dilogarithms and logarithms squared, obtained from evaluating the

box integral itself [65],

F 2m(S, T,K2
2 ,K

2
4 ) =Li2

(
1− K2

2

S

)
+ Li2

(
1− K2

2

T

)
+ Li2

(
1− K2

4

S

)
+ Li2

(
1− K2

4

T

)
− Li2

(
1− K2

2K
2
4

ST

)
+

1

2
ln2
(
S

T

)
, (3.19)

and when K2
2 = 0,

F 2m(S, T, 0,K2
4 ) =Li2

(
1− K2

4

S

)
+ Li2

(
1− K2

4

T

)
+

1

2
ln2
(
S

T

)
+

π2

6
. (3.20)

43



3 The Six Gluon Two-Loop Amplitude

The full results for P
(2)
6:λ , in terms of rational coefficients and the above functions, are

found in ref. [59] as derived by this author’s collaborators.

3.4 Augmented Recursion

The rational pieces of the amplitude, R
(2)
6:λ, are then determined using a procedure of

augmented recursion. The technique is an extension of an earlier recursive method,

which we first outline.

Tree amplitudes are fully rational, and Britto, Cachazo, Feng and Witten showed

how these can be obtained recursively from lower-point amplitudes by treating the

amplitude as a function of complex momenta, and investigating its pole structure [19].

For BCFW recursion, a complex shift is applied to two of the gluon momenta, p1 and

p2, shifting the spinors as

λ̃1 → λ̃1̂(z) = λ̃1 − zλ̃2,

λ2 → λ2̂(z) = λ2 + zλ1, (3.21)

where z is a new complex variable. The momenta p̂1(z) and p̂2(z), containing the

shifted spinors, remain on-shell and overall momentum conservation is preserved. The

rational amplitude can now be considered to be a complex function R(z).

Applying Cauchy’s theorem to R(z)/z over a contour at infinity, and assuming that

R(z) vanishes at large |z|, gives

R(0) = −
∑
zij ̸=0

Res
[R(z)

z

]∣∣∣
zij

, (3.22)

where zij are the positions of poles in R(z). R(0) is the original unshifted function

that we wish to find. For tree amplitudes R(tree), considering their Feynman diagram

decomposition shows us that they will only contain simple poles, appearing as a result

of (shifted) propagators

1

p̂2ij(z)
≡ 1

(pi + · · ·+ p̂1(z) + · · ·+ pj)2

=
1

p2ij − z⟨2|pij |1]
=

1

z − zij

(−1)

⟨2|pij |1]
, (3.23)
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3.4 Augmented Recursion

where

zij =
p2ij

⟨2|pij |1]
. (3.24)

When a particular propagator goes on-shell, the structures on either side can be

written as lower-point amplitudes,

lim
z→zij

R(tree)(z) =
(−1)

⟨2|pij |1]
∑
h=±1

Rh
L(zij)

1

z − zij
R−h

R (zij), (3.25)

where RL and RR are amplitudes and the superscript ±h is shorthand for the helicity

on the pij leg entering the propagator. Comparing to a Laurent expansion around the

pole zij ,

R(tree)(z) =
a
(ij)
−1

z − zij
+O((z − zij)

0), (3.26)

we identify the residue as these amplitudes and see that eq. 3.22 becomes

R(tree) = −
∑
zij ̸=0

a
(ij)
−1

zij
=
∑
zij ̸=0

∑
h=±1

Rh
L(zij)

1

p2ij
R−h

R (zij). (3.27)

That is, the desired amplitude can be determined entirely by its factorisations into

smaller (complex-shifted) amplitudes. The BCFW procedure allows the easy calcula-

tion of any tree amplitude, which can be built up recursively from the simplest ampli-

tudes (the three-point tree amplitudes).

For two-loop amplitudes as approached in this thesis, the situation is more complex.

The amplitudes are no longer purely rational, also containing polylogarithmic terms

emerging from loop integrals. The BCFW argument about shifted propagators does

not apply to these terms. (They were instead calculated using unitarity cutting in

Section 3.3.) Eq. 3.22 does still apply to the rational piece R
(2)
n:λ, however there is now

the possibility of double poles occurring. If we Laurent expand our rational piece,

R
(2)
n:λ(z) =

a
(ij)
−2

(z − zij)2
+

a
(ij)
−1

(z − zij)
+O((z − zij)

0), (3.28)
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∓

Figure 3.2: The augmented recursion diagram for the two-loop six-point rational
piece. It generates both the double and simple sab poles, for use in
recursion. An explicit loop integral must be carried out over off-shell
internal propagators, marked with thick lines. A current, which is a
structure with two off-shell legs, is involved.

then the residues in eq. 3.22 are

Res
[R(z)

z

]∣∣∣
zij

= −a−2

z2ij
+

a−1

zij
. (3.29)

However, only the residue of the leading pole can be found by a straightforward factori-

sation. The sub-leading pole receives non-factorising contributions, meaning we must

find these through other means.

Augmented recursion provides a way to capture both the leading and sub-leading pole

information, by drawing diagrams involving partially off-shell objects known as currents

[52]. To illustrate this, the diagram required for the six-point calculation is presented

in Figure 3.2. Carrying out the loop integral over the internal off-shell momenta, both

leading and sub-leading poles are obtained and can be used in the recursion procedure

in an analogous way to a factorisation diagram. Generating the current required, which

is an object similar to an amplitude with two off-shell legs, is non-trivial and we describe

that process in detail in Chapter 5. The difficulty of representing off-shell momenta with

spinors is overcome by using an axial gauge formalism [66, 41, 67], which introduces a

reference momentum into the derivation.

To obtain each colour structure R
(2)
6:λ, all possible factorisations (in the case of sim-
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3.5 Rational Piece Reconstruction

ple poles) and augmented recursion diagrams (in the case of double poles) must be

identified, and their components dressed with colour. An appropriate complex shift

is required, such that the expression vanishes at large z as required by the contour

integral. In this case, the Risager shift [23],

λ1 → λ1̂(z) = λ1 + z[23]λη,

λ2 → λ2̂(z) = λ2 + z[31]λη,

λ3 → λ3̂(z) = λ3 + z[12]λη, (3.30)

has this property, but requires the introduction of a reference spinor, λη. Finally, the

residue is taken to obtain the rational piece results.

The output expressions are analytic and can be confirmed to follow the decoupling

identities, possess all the expected symmetries, and are not affected by varying the

reference momentum. However, they still contain occurrences of the reference momen-

tum (both that introduced by the axial gauge formalism and by the complex shift) in

their explicit forms. Having been constructed via recursion from multiple complicated

objects, the rational pieces contain many terms and are hard to work with, showing

none of their symmetries in a manifest way.

The next section demonstrates how these expressions can be reconstructed to obtain

simpler, analytic forms with manifest symmetries and no remaining reference spinors.

Doing so is desirable from a theoretical viewpoint, to better view and understand the

properties of the theory. And from a practical viewpoint, optimising the expressions

allows them to be evaluated more rapidly in numerical applications.

3.5 Rational Piece Reconstruction

The results of the augmented recursion procedure are analytic, but large and inefficient,

rational piece expressions. Symmetries are not manifest, and a reference momentum

appears throughout despite the functions being independent of it overall. To resolve

these issues and obtain a compact, readable form, the rational pieces are reconstructed.

At this stage, the part of the derivation based on complex analyticity is complete.

However, thinking about poles is still useful for understanding the structure of the

amplitude. This thesis refers to “t-poles” and “s-poles”, which are denominator factors

of tijk and sij , respectively. These diverge when the momenta involved become small or

collinear. “Angle bracket poles” and “square bracket poles”, relating to ⟨i j⟩ and [i j],

also occur and diverge when their spinors become collinear. Note the different usage of
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3 The Six Gluon Two-Loop Amplitude

“poles” to in the recursion process, where divergence happens due to a specific value

of a complex shift.

The reconstruction method chosen is to consider the leading poles and sub-leading

poles of the rational pieces separately.

Following a cutting-type argument, the leading poles can be written in terms of

factorisations where the pole appears explicitly in a propagator. Unlike in BCFW

recursion, the factorisations are used directly, rather than applying a complex shift to

certain momenta. To obtain all pole types, a sum must be taken over all momentum

arrangements. However, where a factorisation happens to include another leading pole,

care must be taken not to double count that overlap between the factorisations. As

with previous stages in the derivation, the factorisations should be dressed with colour

in order to obtain the contributions to all partial amplitudes.

Subtracting the leading piece from the known rational piece expression, the remaining

sub-leading poles can be identified, using pole tests where the function is evaluated

numerically on a kinematic point chosen to make that pole blow up. Having removed

the leading structures, what is found should be relatively simple, and can be fitted to a

suitable compact ansatz. If necessary, the form of the ansatz can be further constrained

by using pole tests where multiple poles become large simultaneously. The scaling of

the overall numerical result, against the individual poles, reveals how many of those

poles can occur together in a term.

The procedure is considered in greater detail in Chapter 6. Its use is now demon-

strated for the colour structures R
(2)
6:2,2 and R

(2)
6:4.

3.5.1 Rational piece R
(2)
6:2,2

The six-point rational piece R
(2)
6:2,2(1

+, 2+, 3+, 4+, 5+, 6+) has simple angle bracket poles,

as well as multiparticle tabc-type poles. Those t-poles will be considered to be the leading

pole structure, to be determined from factorisations. Although the angle bracket poles

are also technically leading poles, several appear in each term, so attempting to untangle

the overlap between factorisations would be impractical.

Colour dressing the factorisation

A(1)
4 (a+, b+, c+,−k+abc)−

i

tabc
−A(1)

4 (k−abc, d
+, e+, f+), (3.31)

summing over permutations of external momenta, then extracting the coefficient of the

relevant colour trace structure Tr[T aT b]Tr[T cT d]Tr[T eT f ] returns one type of factori-

sation for R
(2)
6:2,2. The different versions can be written under a sum, which matches the
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3.5 Rational Piece Reconstruction

expected symmetry of the colour structure,

1

4

∑
P6:2,2

A
(1)
4:3(a

+, b+; c+,−k+abc)
i

tabc
A

(1)
4:3(k

−
abc, d

+; e+, f+). (3.32)

That the cyclic symmetries of the partial amplitude can be made to appear as a man-

ifest sum over a basis function is quite a general feature when working with lead-

ing pole factorisations. In this case, the factorisation provided a sum over Z2(c, d) ×
S3({a, b}, {c, d}, {e, f}), which was promoted to the full P6:2,2 by recognising that the

basis is invariant under Z2(a, b) and Z2(e, f) due to the symmetries of its constituent

amplitudes. Inserting sums over those symmetries, with corresponding factors of 1/2

as normalisation, allows the leading poles to be written in this compact, manifestly

symmetric form.

Evaluating the basis, we have

B
(lead)
6:2,2 =

1

4
A

(1)
4:3(a

+, b+; c+,−k+abc)
i

tabc
A

(1)
4:3(k

−
abc, d

+; e+, f+)

=
1

4
(−2i)

[c kabc]
2

⟨a b⟩ ⟨b a⟩
i

tabc
(2i)

⟨kabc|ef |kabc⟩
⟨d e⟩ ⟨e f⟩ ⟨f d⟩

=
i

tabc

[e f ] [c|kabc|e⟩[c|kabc|f⟩
⟨a b⟩2 ⟨d e⟩ ⟨e f⟩ ⟨f d⟩

+O(t0abc), (3.33)

where the kabc appearing in spinor products are “nullified” in the axial gauge formalism

[41], then are paired up to form non-null momentum factors. It is sufficient to know

that the extra terms created this way are O(t0abc), so do not affect the leading pole

piece. (Further detail on nullified momenta is in Chapter 5.)

We note that there is no ⟨a b⟩2 double pole in the partial amplitude itself, but one does

appear in the factorisation. This is considered to be a “spurious” structure, because it

implies the presence of pole behaviour that the amplitude does not possess. Therefore

it should be removed, so that misleading “poles” do not appear in the final result.

If not removed in the factorisation stage, the spurious pole must also appear in the

sub-leading fitting stage to give an overall cancellation.

One manipulation that removes the spurious pole is to introduce factors of a genuine

pole, ⟨b c⟩, to the numerator and denominator. Then carrying out a Schouten identity
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3 The Six Gluon Two-Loop Amplitude

with a kabc-containing numerator factor,

B
(lead)
6:2,2 =

i

tabc

[e f ] [c|kabc|e⟩[c|kabc|f⟩ ⟨b c⟩
⟨a b⟩2 ⟨b c⟩ ⟨d e⟩ ⟨e f⟩ ⟨f d⟩

= − i

tabc

[e f ] [c|kabc|e⟩
⟨a b⟩2 ⟨b c⟩ ⟨d e⟩ ⟨e f⟩ ⟨f d⟩

([c|kabc|b⟩ ⟨c f⟩+ [c|kabc|c⟩ ⟨f b⟩)

= − i

tabc

[e f ] [c|kabc|e⟩
⟨a b⟩2 ⟨b c⟩ ⟨d e⟩ ⟨e f⟩ ⟨f d⟩

([c a] ⟨a b⟩ ⟨c f⟩+ (tabc − sab) ⟨f b⟩)

= − i

tabc

[e f ] [c|kabc|e⟩([c a] ⟨c f⟩ − [b a] ⟨f b⟩)
⟨a b⟩ ⟨b c⟩ ⟨d e⟩ ⟨e f⟩ ⟨f d⟩ +O(t0abc)

=
i

tabc

[e f ] [c|kabc|e⟩[a|kabc|f⟩
⟨a b⟩ ⟨b c⟩ ⟨d e⟩ ⟨e f⟩ ⟨f d⟩ +O(t0abc), (3.34)

a form for the leading poles is obtained that is compact and manifestly free of spurious

poles.

For the ansatz fitting stage, pole tests find that the sub-leading terms contain only

simple poles ⟨a b⟩, ⟨b c⟩, and those that are equivalent to these under the P6:2,2 symme-

try. Choosing an ansatz basis with these poles, placed under a P6:2,2 sum to ensure a

symmetric result, a fit is easily obtained.

The full rational piece result, incorporating the leading poles from factorisations and

sub-leading poles from ansatz fitting, is [59]

R
(2)
6:2,2(a, b; c, d; e, f) =

∑
P6:2,2

i
Glead

6:2,2(a, b, c, d, e, f) +Gsub
6:2,2(a, b, c, d, e, f)

⟨a b⟩ ⟨b c⟩ ⟨c a⟩ ⟨d e⟩ ⟨e f⟩ ⟨f d⟩ , (3.35)

where

Glead
6:2,2(a, b, c, d, e, f) =

⟨b|kabcf |d⟩[b|ckabc|d]
tabc

,

Gsub
6:2,2(a, b, c, d, e, f) = sad[e|kbc|e⟩ − sac[e|kfa|e⟩ − saesaf − saescd. (3.36)

The final form is manifestly symmetric, free of spurious poles, and contains only the

physical gluon momenta. Very few terms are required to describe the full behaviour,

which is a significant simplification compared to the tens or hundreds present in the

expression produced by augmented recursion.
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3.5 Rational Piece Reconstruction

3.5.2 Rational piece R
(2)
6:4

The six-point rational piece R
(2)
6:4(1

+, 2+, 3+, 4+, 5+, 6+) contains multiparticle poles

tabc, double poles ⟨a b⟩2, and all those equivalent under the P6:4 symmetry. Poles

in ⟨c d⟩ are also present, but are at most simple.

To find all the leading poles, both types of factorisation that can occur must be

considered. Schematically, these are

A(1)
4 (a+, b+, c+,−k+abc)−

i

tabc
−A(1)

4 (k−abc, d
+, e+, f+),

A(1)
3 (a+, b+,−k+ab)−

i

sab
−A(1)

5 (k−ab, c
+, d+, e+, f+), (3.37)

where the three-point one-loop amplitude provides the second factor of sab in the double

poles. Summing over colour dressed, distinct permutations, the relevant structures are

those accompanying NcTr[T
aT bT c]Tr[T dT eT f ]. The specific factorisations to evaluate

are ∑
P6:4

1

3
A

(1)
4:1(a

+, b+, c+,−k+abc)
i

tabc
A

(1)
4:2(k

−
abc; d

+, e+, f+),

∑
P6:4

1

3
A

(1)
4:1(a

+, b+, c+,−k−abc)
i

tabc
A

(1)
4:2(k

+
abc; d

+, e+, f+),

∑
P6:4

1

9
A

(1)
4:2(−k+abc; a

+, b+, c+)
i

tabc
A

(1)
4:2(k

−
abc; d

+, e+, f+),

∑
P6:4

1

3
A

(1)
3:1(a

+, b+;−k+ab)
i

sab
A

(1)
5:3(k

−
ab, c

+; d+, e+, f+), (3.38)

which can again be treated as a basis appearing under a P6:4 sum.

Treating each basis piece separately in turn, the first contribution gives rise to

B1
6:4 =

1

3
A

(1)
4:1(a

+, b+, c+,−k+abc)
i

tabc
A

(1)
4:2(k

−
abc; d

+, e+, f+)

=
1

3
(−1)

i

3

[a b] [c kabc]

⟨a b⟩ ⟨c kabc⟩
i

tabc
(−1)

i⟨kabc|de|kabc⟩
⟨d e⟩ ⟨e f⟩ ⟨f d⟩

= − i

9

1

tabc

[a b] [c|kabcde|kabc⟩
⟨a b⟩ ⟨c kabc⟩ ⟨d e⟩ ⟨e f⟩ ⟨f d⟩ , (3.39)

where the ⟨c kabc⟩ represents a new type of spurious pole. It is common for the nullified

propagator momentum to appear in factorisation denominators, so one of the main

tasks in assembling leading pole factorisations is dealing with spurious poles such as
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3 The Six Gluon Two-Loop Amplitude

this. At six-point, the issue can be resolved trivially by introducing a square bracket

spinor product to pair with the spurious pole. Choosing outer momenta that cancel

against the factor of kabc within,

B1
6:4 = − i

9

1

tabc

[a b] [c|kabcde|kabc⟩ [kabc a]
⟨a b⟩ ⟨c|kabc|a] ⟨d e⟩ ⟨e f⟩ ⟨f d⟩ +O(t0abc)

= − i

9

1

tabc

[a b] [c|kabcdekabc|a]
⟨a b⟩ ⟨c|b|a] ⟨d e⟩ ⟨e f⟩ ⟨f d⟩ +O(t0abc)

= − i

9

1

tabc

[c|kabcdekabc|a]
⟨a b⟩ ⟨b c⟩ ⟨d e⟩ ⟨e f⟩ ⟨f d⟩ +O(t0abc), (3.40)

the piece is rendered free of spurious poles.

The second contribution can be evaluated similarly,

B2
6:4 =

1

3
A

(1)
4:1(a

+, b+, c+,−k−abc)
i

tabc
A

(1)
4:2(k

+
abc; d

+, e+, f+)

=
1

3

i

3

sac [a c]
2

⟨a b⟩ ⟨b c⟩ [c kabc] [kabc a]
i

tabc
(−1)

i[kabc|de|kabc]
⟨d e⟩ ⟨e f⟩ ⟨f d⟩

=
i

9

1

tabc

sac [a c]
2

⟨a b⟩ ⟨b c⟩ [c|kabc|b⟩[a|kabc|b⟩
⟨b|kabcdekabc|b⟩
⟨d e⟩ ⟨e f⟩ ⟨f d⟩ +O(t0abc)

=
i

9

1

tabc

sac

⟨a b⟩2 ⟨b c⟩2
⟨b|kabcdekabc|b⟩
⟨d e⟩ ⟨e f⟩ ⟨f d⟩ +O(t0abc), (3.41)

with two spurious double poles occurring. Making use of the [e|kabc|b⟩ remaining in the

numerator,

B2
6:4 =

i

9

1

tabc

sac

⟨a b⟩2 ⟨b c⟩2
⟨d e⟩ [d|kabc|b⟩[e|kabc|b⟩

⟨d e⟩ ⟨e f⟩ ⟨f d⟩

=
i

9

1

tabc

sac

⟨a b⟩2 ⟨b c⟩2
⟨d e⟩ [d|kabc|b⟩
⟨d e⟩ ⟨e f⟩ ⟨f d⟩([e a] ⟨a b⟩+ [e c] ⟨c b⟩)

=
i

9

1

tabc

⟨d e⟩
⟨d e⟩ ⟨e f⟩ ⟨f d⟩

(
sac [e a] [d|kabc|b⟩

⟨a b⟩ ⟨b c⟩2
− sac [e c] [d|kabc|b⟩

⟨a b⟩2 ⟨b c⟩

)
=

i

9

1

tabc

⟨d e⟩
⟨d e⟩ ⟨e f⟩ ⟨f d⟩sac

(
[e a] [d a]

⟨b c⟩2
− [e a] [d c]

⟨a b⟩ ⟨b c⟩ −
[e c] [d a]

⟨a b⟩ ⟨b c⟩ +
[e c] [d c]

⟨a b⟩2
)
,

(3.42)

the number of spurious poles in a term is reduced. Recognising that this basis lives

under a P6:4 sum, a Z3(a, b, c) rotation can be made to bring one spurious pole type to
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3.5 Rational Piece Reconstruction

match the other. Then recombining the terms,

sac

(
[e a] [d a]

⟨b c⟩2
+

[e c] [d c]

⟨a b⟩2
)

→scb [e c] [d c]

⟨a b⟩2
+

sac [e c] [d c]

⟨a b⟩2

=
(sbc + sca) [e c] [d c]

⟨a b⟩2

=
(tabc − sab) [e c] [d c]

⟨a b⟩2

=
[a b] [e c] [d c]

⟨a b⟩ +O(tabc), (3.43)

the remaining spurious pole cancels. Redefining the basis function,

B2
6:4 =

i

9

1

tabc

⟨d e⟩
⟨d e⟩ ⟨e f⟩ ⟨f d⟩

(
−sac

[e a] [d c]

⟨a b⟩ ⟨b c⟩ − sac
[e c] [d a]

⟨a b⟩ ⟨b c⟩ +
[a b] [e c] [d c]

⟨a b⟩

)
=

i

9

1

tabc

1

⟨a b⟩ ⟨b c⟩ ⟨d e⟩ ⟨e f⟩ ⟨f d⟩ (sac[c|de|a] + sac[a|de|c]− [a|bcde|c]) (3.44)

captures the poles of interest.

The third contribution is comparatively straightforward,

B3
6:4 =

1

9
A

(1)
4:2(−k+abc; a

+, b+, c+)
i

tabc
A

(1)
4:2(k

−
abc; d

+, e+, f+)

=
1

9

i[kabc|ab|kabc]
⟨a b⟩ ⟨b c⟩ ⟨c a⟩

i

tabc
(−1)

i⟨kabc|de|kabc⟩
⟨d e⟩ ⟨e f⟩ ⟨f d⟩

=
i

9

1

tabc

⟨a b⟩ [b|kabcdekabc|a]
⟨a b⟩ ⟨b c⟩ ⟨c a⟩ ⟨d e⟩ ⟨e f⟩ ⟨f d⟩ , (3.45)

containing no spurious poles from the start.

The fourth contribution is also free of spurious poles,

B4
6:4 =

1

3
A

(1)
3:1(a

+, b+;−k+ab)
i

sab
A

(1)
5:3(k

−
ab, c

+; d+, e+, f+)

=
1

3

i [a b] [b kab] [kab a]

3sab

i

sab

 ∑
Z3(d,e,f)

i(⟨kab|cd|kab⟩+ ⟨kab|ef |kab⟩)
⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f c⟩


= −

∑
Z3(d,e,f)

1

9

[a b]

s2ab

([b|kabcdkab|a] + [b|kabefkab|a])
⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f c⟩ . (3.46)

The Z3(d, e, f) sum is duplicated in the overall P6:4 sum, so can be replaced with a
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3 The Six Gluon Two-Loop Amplitude

factor of 3,

B4
6:4 = −1

3

[a b]

⟨a b⟩2
(⟨a|cd|b⟩+ ⟨a|ef |b⟩)
⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f c⟩ . (3.47)

With the four pieces of B6:4, a compact basis for the leading poles has been identified.

Subtracting from the augmented recursion result leaves only sub-leading poles, to be

fitted to an ansatz. An ansatz is prepared, with a basis of

G1

⟨a b⟩ ⟨b c⟩ ⟨c a⟩ ⟨d e⟩ ⟨e f⟩ ⟨f d⟩ +
G2

⟨a b⟩ ⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f c⟩ (3.48)

under a P6:4 sum. The G1, G2 represent numerators of terms with the correct spinor

weights and unknown coefficients. These denominators are chosen to match the struc-

tures that appear in the leading pole terms, which are postulated to be present through-

out the rational piece.

The fitting is successful, validating that choice. With the fitting result included, the

full partial amplitude rational piece can then be written compactly as

R
(2)
6:4(a, b, c; d, e, f) =

i

36

∑
P6:4

(
G1

6:4(a, b, c, d, e, f) +G2
6:4(a, b, c, d, e, f)

⟨a b⟩ ⟨b c⟩ ⟨c a⟩ ⟨d e⟩ ⟨e f⟩ ⟨f d⟩

+
G3

6:4(a, b, c, d, e, f) +G4
6:4(a, b, c, d, e, f)

⟨a b⟩ ⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f c⟩

)
, (3.49)

with

G1
6:4(a, b, c, d, e, f) = 4

⟨e|kabca|b⟩[e|dkabc|b]
tabc

,

G2
6:4(a, b, c, d, e, f) = s2ad + 106sabsad + 102[a|bcd|a⟩ − 4[a|bde|a⟩ − 4[a|dbe|a⟩,

G3
6:4(a, b, c, d, e, f) = − [a b]

⟨a b⟩ (⟨a|cd|b⟩+ ⟨a|ef |b⟩) ,

G4
6:4(a, b, c, d, e, f) = [a|cd|b] + [a|ef |b]. (3.50)

This compact form is a significantly simpler expression than the form produced by

augmented recursion. Reference momenta have been removed, and the cyclic symme-

tries are guaranteed by the overall sum.

The remaining partial amplitudes can be found in ref. [59] in their compact, recon-

structed forms. This completes the derivation of the two-loop six-point all-plus helicity

full colour amplitude. The partial amplitudes possess all the expected symmetries and
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3.6 Collinear Momentum Limits

satisfy the decoupling identities. An additional test on the result’s validity is carried

out in the next section.

3.6 Collinear Momentum Limits

Collinear momentum limits are a powerful validity check of amplitude results. These

entail taking two momenta to be parallel, with the particular choice used here being

a → zK, b → (1 − z)K. The expected behaviour in this limit is that the amplitude

reduces to lower point amplitudes multiplied by splitting functions.

The general behaviour for a two-loop collinear limit is [68]

A(2)
n (..., aλa , bλb , ...)

a||b−−→
∑
λ=±

(
Split

(0)
−λ(z; a

λa , bλb)A(2)
n−1(...,K

λ, ...)

+ Split
(1)
−λ(z; a

λa , bλb)A(1)
n−1(...,K

λ, ...)

+ Split
(2)
−λ(z; a

λa , bλb)A(0)
n−1(...,K

λ, ...)

)
, (3.51)

where Split
(ℓ)
h are splitting functions of differing loop level ℓ and helicity h. Work-

ing with all-plus helicity amplitudes, the tree amplitudes A(0)
n−1 are zero, leading to

simplification.

An example of such testing was carried out in detail for the five-point leading in

colour partial amplitude, A
(2)
5:1(a

+, b+, c+, d+, e+), in ref. [52]. Extending the procedure

to be able to test the full colour result is straightforward. Amplitudes on either side

of eq. 3.51 should be interpreted as the full, colour-dressed forms. In order for the

colour structures to be consistent, each splitting function must also be accompanied

by a colour trace of Tr[T aT bTK ]. Those colour traces can be joined to those of the

lower-point amplitudes using unitary relations,

Tr[T aT bTK ]Tr[TKT c · · ·T d] = Tr[T aT bT c · · ·T d], (3.52)

and the collinear limits re-expressed in terms of partial amplitudes by inspecting the

coefficients of a certain colour structure. Immediately from this, we see that certain

collinear limits can be predicted to be zero: any limit where the collinear momenta a

and b are not adjacent in the partial amplitude, and in the same colour trace, cannot

have any corresponding structure in terms of splitting functions.

Unlike when testing cyclic symmetries or decoupling identities, the divergent, polylog-
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arithmic and rational parts of the amplitude cannot be treated separately in a collinear

limit test. The contributions interact, with finite terms relating to P
(2)
5:λ and R

(2)
5:λ emerg-

ing from the divergent piece U
(2)
6:λ′ in the limit. The most straightforward route therefore

is to test the collinear limits numerically on the full amplitude, on multiple numerical

points and with high precision.

Doing so, relations are obtained for each partial amplitude. The six-point result is

found to satisfy them, as required. Namely,

A
(2)
6:1(a, b, c, d, e, f)

a||b−−→Split
(0)
− (z; a+, b+)A

(2)
5:1(K

+, c, d, e, f)

+ Split
(1)
+ (z; a+, b+)A

(1)
5:1(K

−, c, d, e, f)

+ Split
(1)
− (z; a+, b+)A

(1)
5:1(K

+, c, d, e, f),

A
(2)
6:1(a, b, c, d, e, f)

a||c−−→0,

A
(2)
6:3(a, b; c, d, e, f)

a||b−−→Split
(0)
− (z; a+, b+)A

(2)
5:2(K

+; c, d, e, f)

+ Split
(1)
+ (z; a+, b+)A

(1)
5:2(K

−; c, d, e, f)

+ Split
(1)
− (z; a+, b+)A

(1)
5:2(K

+; c, d, e, f),

A
(2)
6:3(a, b; c, d, e, f)

b||c−−→0,

A
(2)
6:2,2(a, b; c, d; e, f)

a||b−−→Split
(0)
− (z; a+, b+)A

(2)
5:1,2(K

+; c, d; e, f),

A
(2)
6:2,2(a, b, c, d, e, f)

b||c−−→0 (3.53)

and so on, for the remaining partial amplitudes. As expected from the colour structure

arguments, a collinear limit is zero if it involves non-adjacent momenta, or momenta

belonging to different cyclic colour trace groupings. In the case of the non-vanishing

limits, a partial amplitude splits into the equivalent lower-point amplitudes with a+b →
K, with appropriate splitting functions. (The “equivalent” five-point partial amplitude

meaning the one where the cyclic group containing the collinear momentum is one entry

smaller compared to the six-point partial amplitude of interest.) There are no triple-

trace or Nc-independent single-trace partial amplitudes at one-loop level, so for those

collinear limits only the two-loop amplitude appears on the right hand side. One-loop

amplitudes contain leading in colour and sub-leading in colour structures, so two-loop

partial amplitudes with those structures can also split into one-loop lower-point partial

amplitudes.
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3.7 Conclusions

We have calculated an analytic form for the full colour six-point two-loop Yang–Mills

amplitude for gluons of all-plus helicity. The final result is a product of collaboration,

with the results presented in this chapter being those of this author. The full expression

is available in ref. [59].

The method employed was to decompose the amplitude into its gauge-invariant colour

components, known as partial amplitudes. Each of these can be separated into pieces

depending on the types of function involved. The polylogarithmic finite piece was

derived using four-dimensional unitarity cuts, for which the problem simplifies to a one-

loop one. An augmented recursion procedure was then used to calculate the rational

terms not captured by unitarity. This technique goes beyond BCFW recursion by using

current diagrams to describe sub-leading pole behaviour.

A procedure of reconstruction was employed to remove occurrences of reference mo-

menta and express the result in a more efficient form. The leading poles were re-derived

by hand, from a handful of factorisations. Results tend to be manifestly symmetric,

often showing a surprising simplicity when compared to intermediate steps. Ansatzes

are used to fit the remaining sub-leading poles, allowing the same symmetries to be

enforced. The ability to reduce complicated amplitude expressions to simpler forms

will be increasingly useful when working with greater numbers of gluons, so we devote

Chapter 6 to developing the topic further.

The final six-point partial amplitudes obtained are compact, free of spurious poles

or reference momenta, and show their cyclic symmetries explicitly. Validity checks

such as decoupling identities, which inter-relate the partial amplitudes, and collinear

momentum limits, which relate the amplitude to those of a lower point, are successful.

Therefore high confidence can be placed in the results and the methodology employed

to achieve them. The natural next step is to perform the procedure for the more

challenging case of seven gluons, which is carried out in Chapter 4.
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4.1 Introduction

Following the successful calculation of the six-point two-loop amplitude with all-plus

helicity in the previous chapter, we will move on to calculating the amplitude with

one further gluon: the full colour seven-point two-loop all-plus helicity amplitude. As

before, the goal will be to find a compact, analytic form. Once again, this result has

utility in high-precision experimental tests of the Standard Model and in investigating

the symmetries of the theory. Additionally, obtaining another compact full colour

amplitude using the same procedure allows the methodology itself to be improved and

its suitability to more difficult calculations to be assessed. Any patterns that can be

identified in the set of results may also present clues towards a general n-point two-loop

amplitude form.

For six gluons at the two-loop level, only the all-plus amplitude has been computed

(leading in colour [58], then full colour [59]), using four-dimensional unitarity and aug-

mented recursion as described in Chapter 3. The seven gluon all-plus leading in colour

partial amplitude has also been calculated using this methodology [60]. An n-point

expression for the all-plus single colour trace, N0
c partial amplitude was conjectured in

[63], satisfying various consistency conditions.

This chapter presents a compact analytic form for the two-loop seven gluon all-plus

amplitude, at full colour, A(2)
7 (1+, 2+, 3+, 4+, 5+, 6+, 7+). This involves re-deriving the

leading colour piece and confirming the structure of the single trace Nc-independent

piece, as well as deriving the remaining partial amplitudes for the first time. We use the

method of four-dimensional unitarity [28, 31, 35] to obtain the polylogarithmic parts

of these results in a simple way. Due to the presence of double poles in momenta,

augmented recursion [39] is used to obtain the rational parts.

We will structure the chapter as follows: the next section describes the colour de-

composition of the seven-point amplitude and lists the decoupling identities that arise

between partial amplitudes. The following section describes the separation into pieces

59
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to be treated with differing techniques. The method of four-dimensional unitarity is

then carried out, followed by the resulting polylogarithmic contributions to the par-

tial amplitudes. Augmented recursion will then be presented in detail, however the

intermediate steps of generating the required currents will be omitted, to be covered in

Chapter 5. This is done to maintain the flow of the present calculation, as the topic of

currents is a somewhat separate one that requires its own in-depth treatment. Finally,

the rational piece results are presented in a compact, analytic form. The process of

reconstruction used to obtain the particularly simple version stated here is the topic of

Chapter 6, so the detailed method used is postponed to that chapter.

4.2 Full Colour Amplitudes

The colour trace decomposition was specified for general tree, one-loop and two-loop

amplitudes in Section 2.2. For the current task of a seven-point two-loop amplitude,

we now provide an explicit decomposition. As before, our notation is inclusive of both

the SU(Nc) and U(Nc) theories, allowing for the structures of both symmetry choices

to be present. While the structures of SU(Nc) may be of more interest experimentally,

the partial amplitudes exclusive to the U(Nc) symmetry still play a useful role in our

calculations as consistent gauge-invariant objects that take part in overall decoupling

identities.
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At the two-loop level, the seven-point amplitude has an expansion [54]

A(2)
7 (1, 2, 3, 4, 5, 6, 7) =

N2
c

∑
S7/P7:1

Tr[T a1T a2T a3T a4T a5T a6T a7 ]A
(2)
7:1(a1, a2, a3, a4, a5, a6, a7)

+Nc

∑
S7/P7:2

Tr[T a1 ]Tr[T a2T a3T a4T a5T a6T a7 ]A
(2)
7:2(a1; a2, a3, a4, a5, a6, a7)

+Nc

∑
S7/P7:3

Tr[T a1T a2 ]Tr[T a3T a4T a5T a6T a7 ]A
(2)
7:3(a1, a2; a3, a4, a5, a6, a7)

+Nc

∑
S7/P7:4

Tr[T a1T a2T a3 ]Tr[T a4T a5T a6T a7 ]A
(2)
7:4(a1, a2, a3; a4, a5, a6, a7)

+
∑

S7/P7:1,1

Tr[T a1 ]Tr[T a2 ]Tr[T a3T a4T a5T a6T a7 ]A
(2)
7:1,1(a1; a2; a3, a4, a5, a6, a7)

+
∑

S7/P7:1,2

Tr[T a1 ]Tr[T a2T a3 ]Tr[T a4T a5T a6T a7 ]A
(2)
7:1,2(a1; a2, a3; a4, a5, a6, a7)

+
∑

S7/P7:1,3

Tr[T a1 ]Tr[T a2T a3T a4 ]Tr[T a5T a6T a7 ]A
(2)
7:1,2(a1; a2, a3, a4; a5, a6, a7)

+
∑

S7/P7:2,2

Tr[T a1T a2 ]Tr[T a3T a4 ]Tr[T a5T a6T a7 ]A
(2)
7:2,2(a1, a2; a3, a4; a5, a6, a7)

+
∑

S7/P7:1

Tr[T a1T a2T a3T a4T a5T a6T a7 ]A
(2)
7:1B(a1, a2, a3, a4, a5, a6, a7) (4.1)

in a colour trace basis. The T a are generators in the fundamental representation of

U(Nc) (or SU(Nc)) and the partial amplitudes A
(2)
7:1, A

(2)
7:r , A

(2)
7:s,t and A

(2)
7:1B are indi-

vidually gauge-invariant functions. The symmetry factors P7:1, P7:r and P7:s,t in each

case describe the symmetries of cycling the arguments of the trace structures, or in-

terchanging two trace structures when they are of equal length, as previously defined

in Chapter 2. The partial amplitudes themselves are invariant under the relevant P7:1,

P7:r or P7:s,t.
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Specifically, the symmetry factors appearing in the seven-point expansion are

P7:1 = Z7(1, 2, 3, 4, 5, 6, 7),

P7:2 = Z6(2, 3, 4, 5, 6, 7),

P7:3 = Z2(1, 2)× Z5(3, 4, 5, 6, 7),

P7:4 = Z3(1, 2, 3)× Z4(4, 5, 6, 7),

P7:1,1 = Z5(3, 4, 5, 6, 7)× Z2({1}, {2}),
P7:1,2 = Z2(2, 3)× Z4(4, 5, 6, 7),

P7:1,3 = Z3(2, 3, 4)× Z3(5, 6, 7)× Z2({2, 3, 4}, {5, 6, 7}),
P7:2,2 = Z2(1, 2)× Z2(3, 4)× Z3(5, 6, 7)× Z2({1, 2}, {3, 4}),
P7:1B = P7:1 = Z7(1, 2, 3, 4, 5, 6, 7). (4.2)

The sums in the expansion are then over all permutations of the legs, up to these

symmetries, written as S7/P7:λ.

In the SU(Nc) theory, factors of Tr[T
a] vanish, so those terms would not appear in the

above expansions. We also note that this is not the only possible colour decomposition;

others exist [12] and may be more useful for certain tasks.

4.2.1 Decoupling identities

As discussed in Section 2.2, decoupling identities exist between the partial amplitudes

in U(Nc) Yang–Mills theory. In full, the two-loop seven-point amplitude possesses five

SU(Nc) partial amplitudes: A
(2)
7:1, A

(2)
7:3, A

(2)
7:4, A

(2)
7:2,2 and A

(2)
7:1B. It has four purely U(Nc)

partial amplitudes: A
(2)
7:2, A

(2)
7:1,1, A

(2)
7:1,2 and A

(2)
7:1,3.

The following decoupling identities can be derived, inter-relating both sets:

R
(2)
7:1(1, 2, 3, 4, 5, 6, 7) +R

(2)
7:1(1, 3, 4, 5, 6, 7, 2) +R

(2)
7:1(1, 4, 5, 6, 7, 2, 3)

+R
(2)
7:1(1, 5, 6, 7, 2, 3, 4) +R

(2)
7:1(1, 6, 7, 2, 3, 4, 5) +R

(2)
7:1(1, 7, 2, 3, 4, 5, 6)

+R
(2)
7:2(1; 2, 3, 4, 5, 6, 7) = 0, (4.3)

R
(2)
7:1,1(1; 2; 3, 4, 5, 6, 7) +R

(2)
7:2(2; 1, 3, 4, 5, 6, 7) +R

(2)
7:2(2; 1, 4, 5, 6, 7, 3)

+R
(2)
7:2(2; 1, 5, 6, 7, 3, 4) +R

(2)
7:2(2; 1, 6, 7, 3, 4, 5) +R

(2)
7:2(2; 1, 7, 3, 4, 5, 6)

+R
(2)
7:3(1, 2; 3, 4, 5, 6, 7) = 0, (4.4)
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R
(2)
7:1,2(1; 2, 3; 4, 5, 6, 7) +R

(2)
7:3(2, 3; 1, 4, 5, 6, 7) +R

(2)
7:3(2, 3; 1, 5, 6, 7, 4)

+R
(2)
7:3(2, 3; 1, 6, 7, 4, 5) +R

(2)
7:3(2, 3; 1, 7, 4, 5, 6) +R

(2)
7:4(1, 2, 3; 4, 5, 6, 7)

+R
(2)
7:4(1, 3, 2; 4, 5, 6, 7) = 0, (4.5)

R
(2)
7:1,3(1; 2, 3, 4; 5, 6, 7) +R

(2)
7:4(2, 3, 4; 1, 5, 6, 7) +R

(2)
7:4(2, 3, 4; 1, 6, 7, 5)

+R
(2)
7:4(2, 3, 4; 1, 7, 5, 6) +R

(2)
7:4(5, 6, 7; 1, 2, 3, 4) +R

(2)
7:4(5, 6, 7; 1, 3, 4, 2)

+R
(2)
7:4(5, 6, 7; 1, 4, 2, 3) = 0, (4.6)

R
(2)
7:1,1(2; 3; 1, 4, 5, 6, 7) +R

(2)
7:1,1(2; 3; 1, 5, 6, 7, 4) +R

(2)
7:1,1(2; 3; 1, 6, 7, 4, 5)

+R
(2)
7:1,1(2; 3; 1, 7, 4, 5, 6) +R

(2)
7:1,2(2; 1, 3; 4, 5, 6, 7) +R

(2)
7:1,2(3; 1, 2; 4, 5, 6, 7) = 0, (4.7)

R
(2)
7:1,2(2; 3, 4; 1, 5, 6, 7) +R

(2)
7:1,2(2; 3, 4; 1, 6, 7, 5) +R

(2)
7:1,2(2; 3, 4; 1, 7, 5, 6)

+R
(2)
7:1,3(2; 1, 3, 4; 5, 6, 7) +R

(2)
7:1,3(2; 1, 4, 3; 5, 6, 7) +R

(2)
7:2,2(1, 2; 3, 4; 5, 6, 7) = 0, (4.8)

R
(2)
7:2,2(2, 3; 4, 5; 1, 6, 7) +R

(2)
7:2,2(2, 3; 4, 5; 1, 7, 6) +R

(2)
7:2,2(2, 3; 6, 7; 1, 4, 5)

+R
(2)
7:2,2(2, 3; 6, 7; 1, 5, 4) +R

(2)
7:2,2(4, 5; 6, 7; 1, 2, 3) +R

(2)
7:2,2(4, 5; 6, 7; 1, 3, 2) = 0 (4.9)

and

R
(2)
7:1B(1, 2, 3, 4, 5, 6, 7) +R

(2)
7:1B(1, 3, 4, 5, 6, 7, 2) +R

(2)
7:1B(1, 4, 5, 6, 7, 2, 3)

+R
(2)
7:1B(1, 5, 6, 7, 2, 3, 4) +R

(2)
7:1B(1, 6, 7, 2, 3, 4, 5) +R

(2)
7:1B(1, 7, 2, 3, 4, 5, 6) = 0. (4.10)

The decoupling identities do not fully exhaust the relations between structures in

this colour decomposition. Further relations have been derived explicitly for four,

five and six gluons [10, 69], by exploiting remaining redundancy in the colour trace

decomposition.

We will independently calculate all nine U(Nc) partial amplitudes with our method-

ology, then use the above decoupling identities as a consistency check on the results.
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4 The Seven Gluon Two-Loop Amplitude

4.3 Structure of the Amplitude

Each partial amplitude can be further separated according to its singularity structures,

so that an efficient derivation method can be applied to each piece. This process was

described in greater detail in the previous chapter, in Section 3.2.2.

General forms for the singular terms, which we denote as U
(2)
7:λ for the seven-point

amplitude, were determined in ref. [42]. They take a particularly simple form due

to the vanishing of the all-plus helicity tree amplitude. Of the finite terms, both

polylogarithmic pieces, P
(2)
7:λ , and rational pieces, R

(2)
7:λ, are encountered. In total,

A
(2)
7:λ = U

(2)
7:λ + P

(2)
7:λ +R

(2)
7:λ +O(ϵ). (4.11)

Four-dimensional unitarity cuts are employed to calculate the polylogarithms P
(2)
7:λ .

Augmented recursion is used to obtain the rational contribution R
(2)
7:λ.

4.4 Polylogarithmic Terms

As previously discussed for the six-point amplitude in Section 3.3, loop amplitudes can

be decomposed in terms of n-point scalar integral functions and a rational remainder

[29]. Unitarity techniques were developed to identify the coefficients of these integral

functions, by making cuts to propagators in the loop integral [28, 31].

For the seven-point calculation, the approach of generalised unitarity [35] is used

again. The momenta inside the unitarity cuts are treated as four-dimensional [64],

rather than the more general D dimensions of dimensional regularisation. This simpli-

fies the procedure, particularly for all-plus helicity amplitudes. No non-vanishing cut

diagrams exist where both loops are cut simultaneously, so the procedure is essentially

a one-loop calculation with an extra one-loop amplitude as a vertex [65, 60].

The drawback of working with four-dimensional cuts is that they do not capture the

rational piece of the amplitude, or any O(ϵ) terms. Four-dimensional unitarity is used

in this derivation only to find the polylogarithmic terms P
(2)
7:λ , so this is not an issue

here.

It has been shown that bubble integrals have zero coefficient [64] and triangle integrals

only contribute to divergences in U
(2)
7:λ [65, 54]. Therefore quadruple cuts, relating to

box integrals, are the only diagrams that need to be evaluated. These are shown in

Figure 4.1. These are also the most convenient, as the four conditions freeze the loop

momentum.
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ℓ21 = 0

ℓ22 = 0

ℓ23 = 0

ℓ24 = 0

A(1)
n−r

+

+

+

+

+

+

+

+

+

+

−

−

−

−

•
•

•
•

•

•
A(0)

2+r

Figure 4.1: The quad-cut four-dimensional unitarity diagrams that determine the

coefficients of polylogarithms in P
(2)
n:λ(1

+, 2+, · · · , n+). At all-plus helicity,
only diagrams where the one-loop amplitude (blue) acts like an insertion
are non-vanishing. To obtain the full colour result, the four amplitudes
must be dressed with colour.
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4 The Seven Gluon Two-Loop Amplitude

4.4.1 Basis functions

The box function F 2m, resulting from the general scalar box integral [65], is defined in

eqs. 3.19 and 3.20 in Section 3.3. We can expand the polylogarithmic piece in terms of

it as

P
(2)
7:λ =

∑
i

ciλF
2m
i , (4.12)

where the rational coefficients ciλ are determined only by the quadruple cuts.

Three types of cut diagrams occur, shown in Figure 4.2. Each four-amplitude factori-

sation is written out in full colour, then colour traces combine according to the U(Nc)

identity

(T a)j1i1 (T
a)j2i2 = δj2i1 δ

j1
i2
, (4.13)

so that

Tr[T 1 · · ·T 2T k]× Tr[T kT 3 · · ·T 4] = Tr[T 1 · · ·T 2T 3 · · ·T 4],

Tr[T 1 · · ·T 2T k]× Tr[T k] = Tr[T 1 · · ·T 2],

Tr[T k]× Tr[T k] = Nc. (4.14)

Summing over all distinct ways of permuting the external legs of the factorisation

yields all the colour-dressed quadruple cuts. (Here, “distinct” means permutations of

{1, 2, · · · , 7}, up to permutations of legs on the same amplitude.) For each partial

amplitude, the cuts to be evaluated can be read off as the coefficients of the relevant

trace structure. In all but the P7:1B case, we see a P7:λ sum naturally arise. Factoring

this out makes the symmetry of the partial amplitude explicit.

Four types of factorisation appear, for which general coefficient functions can be defined.

Borrowing the notation of ref. [62] for convenience, the box function is redefined in terms

of sets of arguments as

F (a, b;A1;A2) = F 2m(K2
aA1

,K2
A1b,K

2
A1

,K2
A2

),

F (a, b; 0, A2) = F (a, b;A1, 0) = 0. (4.15)

In the following definitions, sets of momenta occur and are denoted by capitals S, T .

The symbol KX refers to the momentum that sums all elements of the set X. Finally,

66



4.4 Polylogarithmic Terms

A(1)
6

4+

7+

ℓ+1

ℓ+4

3+

2+

ℓ+3

ℓ+2

1+

ℓ−4

ℓ−3

ℓ−2

ℓ−1

5+
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6+

A(0)
4
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(c) r = 3

Figure 4.2: The three unitarity structures that contribute to P
(2)
7:λ (1

+, 2+, · · · , 7+),
labelled with the number, r, of external momenta originating on the MHV
tree amplitude. All amplitudes are colour dressed. A sum over distinct
permutations of the external legs must be taken to obtain all diagrams.

the momentum K4 is defined to be K4 = KT1 +KT2 when a coefficient involves the sets

T1 and T2, or K4 = KT1 +KT2 +Kt3 when a momentum t3 has also been specified.

The Parke–Talyor factor appears repeatedly, defined for arguments in terms of sets

X, · · · , Y as

CPT (X, · · · , Y ) =CPT (X ⊕ · · · ⊕ Y )

=
1

⟨x1 x2⟩ ⟨x2 x3⟩ · · · ⟨ym−1 ym⟩ ⟨ym x1⟩
, (4.16)

where the elements of the sets X = {x1, x2, · · · , xn}, · · · , Y = {y1, y2, · · · , ym} have
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4 The Seven Gluon Two-Loop Amplitude

been joined into one set to form the cycle in the denominator. The spinor structure

tr−[ijkl] ≡ ⟨i j⟩ [j k] ⟨k l⟩ [l i] (4.17)

also appears.

Each coefficient arises from a different generalised quad-cut diagram. With the above

definitions, and reproducing the notation of ref. [62], they take the forms

C1(a, b, S1, S2, T1, T2)

=A
(0)
|S1⊕S2|(k

−, S1, l
−, S2)A

(0)
3 (a+, k+, j−)A

(0)
3 (l+, b+, i−)A(1)(i+, T1, j

+, T2)

=
i

3
⟨a b⟩2CPT (a, S1, b, S2)CPT (b, T1, a, T2)

×
(
⟨b|T1T2|b⟩⟨a|T1T2|a⟩

⟨a b⟩2
+

∑
u<v<w<x∈K4

tr−[uvwx] +
∑

u<v∈T1

K2
4 ⟨b|uv|a⟩+ ⟨a|T2uvK4|b⟩

⟨b a⟩

+
∑

u<v∈T2

⟨b|K4uvT2|a⟩
⟨b a⟩ +

∑
u<v<w∈K4

⟨b|uvwK4|a⟩
⟨a b⟩ +

∑
u<v<w∈T1

⟨b|K4uvw|a⟩
⟨a b⟩

+
∑

u<v<w∈T2

⟨a|uvwK4|b⟩
⟨b a⟩

)
× F (a, b;S1 ⊕ S2;T1 ⊕ T2), (4.18)

C2(a, b, S1, S2, T1, T2, T3)

=A
(0)
|S1⊕S2|(k

−, S1, l
−, S2)A

(0)
3 (a+, k+, j−)A

(0)
3 (l+, b+, i−)A(1)(i+, T1, j

+, T2;T3)

=2i ⟨a b⟩2CPT (b, T1, a, T2)CPT (T3)CPT (a, S1, b, S2)×
(
K2

T3

)2
× F (a, b;S1 ⊕ S2;T1 ⊕ T2 ⊕ T3), (4.19)

C3(a, b, S1, S2, T1, T2)

=A
(0)
|S1⊕S2|(k

−, S1, l
−, S2)A

(0)
3 (a+, k+, j−)A

(0)
3 (l+, b+, i−)A(1)(i+, T1; j

+, T2)

=2i⟨a|KT2KT1 |b⟩2CPT (aS1bS2)CPT (bT1)CPT (T2a).

× F (a, b;S1 ⊕ S2;T1 ⊕ T2) (4.20)
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4.4 Polylogarithmic Terms

and

C4(a, b, S1, S2, T1, T2, t3)

=A
(0)
|S1⊕S2|(k

−, S1, l
−, S2)A

(0)
3 (a+, k+, j−)A

(0)
3 (l+, b+, i−)A(1)(t3 ; i

+, T1, j
+, T2)

=i ⟨a b⟩2CPT (a, S1, b, S2)CPT (b, T1, a, T2)

×
(
[t3|K4|a⟩[t3|(KT1 −KT2)|b⟩

⟨a b⟩ + 2[t3|T2T1|t3] +
∑

v<w∈K4

[t3|vw|t3]
)

× F (a, b;S1 ⊕ S2;T1 ⊕ T2 ⊕ t3). (4.21)

The polylogarithmic pieces of each partial amplitude are expressed in terms of these

general functions in the following subsections.

In our results, the external on-shell momenta {1, 2, · · · , 7} will always be of positive

helicity. We omit writing an explicit helicity designation for brevity. The helicities of

the ℓi match those depicted in Figure 4.2. A negative sign will appear on one of each

ℓi pair to account for propagator direction, potentially introducing an overall factor of

(−1) in the factorisation.

4.4.2 P7:1

For the first partial amplitude, the cuts to evaluate can be written schematically as

cutr=1
7:1 = A

(1)
6:1(4, 5, 6, 7, ℓ1, ℓ4)A

(0)
3 (1, ℓ2, ℓ1)A

(0)
3 (2, ℓ3, ℓ2)A

(0)
3 (ℓ3, 3, ℓ4), (4.22)

cutr=2
7:1 = A

(1)
5:1(5, 6, 7, ℓ1, ℓ4)A

(0)
3 (1, ℓ2, ℓ1)A

(0)
3 (ℓ3, 4, ℓ4)A

(0)
4 (2, 3, ℓ3, ℓ2) (4.23)

and

cutr=3
7:1 = A

(1)
4:1(6, 7, ℓ1, ℓ4)A

(0)
3 (1, ℓ2, ℓ1)A

(0)
3 (ℓ3, 5, ℓ4)A

(0)
5 (2, 3, 4, ℓ3, ℓ2), (4.24)

where ℓi are the on-shell cut momenta. The label r = 1, 2, 3 indicates which factori-

sation structure of Figure 4.2 resolves to a given contribution, once colour dressing is

applied. The full cut diagram actually yields all permutations of the above structures

under a P7:1 sum, which must be applied to the basis to complete the polylogarithmic

piece.
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4 The Seven Gluon Two-Loop Amplitude

Evaluating the cuts, we find a straightforward correspondence to the first general coef-

ficient function. The result is simple and has a manifest symmetry,

P
(2)
7:1 (1, 2, 3, 4, 5, 6, 7) =

∑
P7:1

(
C1(1, 3, {2}, {}, {4, 5, 6, 7}, {})

+ C1(1, 4, {2, 3}, {}, {5, 6, 7}, {})

+ C1(1, 5, {2, 3, 4}, {}, {6, 7}, {})
)
. (4.25)

4.4.3 P7:2

The cuts to evaluate can be written schematically as

cutr=1
7:2 = A

(1)
6:1(2, 3, 4, 5, ℓ1, ℓ4)A

(0)
3 (1, ℓ2, ℓ3)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:1(2, 3, 4, 5, ℓ1, ℓ4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:1(1, ℓ4, 2, 3, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:2(1; 2, 3, 4, ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:1(2, 3, 4, 5, ℓ1, ℓ4)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 1), (4.26)

cutr=2
7:2 = A

(1)
5:1(2, 3, 4, ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (1, ℓ2, 6, ℓ3)

+A
(1)
5:1(2, 3, 4, ℓ1, ℓ4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:1(1, ℓ4, 2, 3, ℓ1)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:2(1; 2, 3, ℓ1, ℓ4)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:1(2, 3, 4, ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 1)A

(0)
4 (6, 7, ℓ3, ℓ2) (4.27)

and

cutr=3
7:2 = A

(1)
4:1(2, 3, ℓ1, ℓ4)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (1, ℓ2, 5, 6, ℓ3)

+A
(1)
4:1(2, 3, ℓ1, ℓ4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (4, 5, 6, ℓ3, ℓ2)

+A
(1)
4:1(1, ℓ4, 2, ℓ1)A

(0)
3 (3, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (4, 5, 6, ℓ3, ℓ2)

+A
(1)
4:2(1; 2, ℓ1, ℓ4)A

(0)
3 (3, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (4, 5, 6, ℓ3, ℓ2)

+A
(1)
4:1(2, 3, ℓ1, ℓ4)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 1)A

(0)
5 (5, 6, 7, ℓ3, ℓ2), (4.28)

where ℓi are the on-shell cut momenta. A P7:2 sum must then be applied to this basis.
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4.4 Polylogarithmic Terms

Evaluating the cuts, the full result takes the form

P
(2)
7:2 (1, 2, 3, 4, 5, 6, 7) =

∑
P7:2

(
P

(2),r=1
7:2 + P

(2),r=2
7:2 + P

(2),r=3
7:2

)
, (4.29)

where

P
(2),r=1
7:2 =− C1(1, 7, {6}, {}, {2, 3, 4, 5}, {}) + C1(5, 7, {6}, {}, {2, 3, 4}, {1})

− C1(6, 1, {7}, {}, {2, 3, 4, 5}, {}) + C1(6, 7, {}, {1}, {2, 3, 4, 5}, {})
+ C4(5, 7, {6}, {}, {2, 3, 4}, {}, 1), (4.30)

P
(2),r=2
7:2 =− C1(1, 7, {5, 6}, {}, {2, 3, 4}, {}) + C1(4, 7, {5, 6}, {}, {2, 3}, {1})

− C1(5, 1, {6, 7}, {}, {2, 3, 4}, {}) + C1(5, 7, {6}, {1}, {2, 3, 4}, {})
+ C4(4, 7, {5, 6}, {}, {2, 3}, {}, 1) (4.31)

and

P
(2),r=3
7:2 =− C1(1, 7, {4, 5, 6}, {}, {2, 3}, {}) + C1(3, 7, {4, 5, 6}, {}, {2}, {1})

− C1(4, 1, {5, 6, 7}, {}, {2, 3}, {}) + C1(4, 7, {5, 6}, {1}, {2, 3}, {})
+ C4(3, 7, {4, 5, 6}, {}, {2}, {}, 1). (4.32)

4.4.4 P7:3

The cuts to evaluate can be written schematically as

cutr=1
7:3 =

1

2
A

(1)
6:3(1, 2; 3, 4, ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:1(3, 4, 5, 6, ℓ1, ℓ4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (2, ℓ2, ℓ3)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:1(1, ℓ4, 3, 4, 5, ℓ1)A

(0)
3 (2, ℓ2, ℓ3)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:1(1, ℓ4, 3, 4, 5, ℓ1)A

(0)
3 (2, ℓ1, ℓ2)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:1(1, 2, ℓ4, 3, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:1(3, 4, 5, 6, ℓ1, ℓ4)A

(0)
3 (1, ℓ2, ℓ3)A

(0)
3 (7, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)

+A
(1)
6:1(3, 4, 5, 6, ℓ1, ℓ4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2)

+A
(1)
6:1(1, ℓ4, 3, 4, 5, ℓ1)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2), (4.33)
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cutr=2
7:3 =

1

2
A

(1)
5:3(1, 2; 3, ℓ1, ℓ4)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:1(3, 4, 5, ℓ1, ℓ4)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (1, 2, ℓ2, ℓ3)

+A
(1)
5:1(3, 4, 5, ℓ1, ℓ4)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
4 (1, ℓ2, 7, ℓ3)

+A
(1)
5:1(3, 4, 5, ℓ1, ℓ4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (2, ℓ2, 6, ℓ3)

+A
(1)
5:1(1, ℓ4, 3, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (2, ℓ2, 6, ℓ3)

+A
(1)
5:1(1, ℓ4, 3, 4, ℓ1)A

(0)
3 (2, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:1(1, 2, ℓ4, 3, ℓ1)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:1(3, 4, 5, ℓ1, ℓ4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
4 (6, 7, ℓ3, ℓ2)

+A
(1)
5:1(1, ℓ4, 3, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
4 (6, 7, ℓ3, ℓ2) (4.34)

and

cutr=3
7:3 =

1

2
A

(1)
4:3(1, 2; ℓ1, ℓ4)A

(0)
3 (3, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (4, 5, 6, ℓ3, ℓ2)

+A
(1)
4:1(3, 4, ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (1, 2, ℓ2, 6, ℓ3)

+A
(1)
4:1(3, 4, ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
5 (1, ℓ2, 6, 7, ℓ3)

+A
(1)
4:1(3, 4, ℓ1, ℓ4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (2, ℓ2, 5, 6, ℓ3)

+A
(1)
4:1(1, ℓ4, 3, ℓ1)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (2, ℓ2, 5, 6, ℓ3)

+A
(1)
4:1(1, ℓ4, 3, ℓ1)A

(0)
3 (2, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (4, 5, 6, ℓ3, ℓ2)

+A
(1)
4:1(1, 2, ℓ4, ℓ1)A

(0)
3 (3, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (4, 5, 6, ℓ3, ℓ2)

+A
(1)
4:1(3, 4, ℓ1, ℓ4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
5 (5, 6, 7, ℓ3, ℓ2)

+A
(1)
4:1(1, ℓ4, 3, ℓ1)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
5 (5, 6, 7, ℓ3, ℓ2), (4.35)

where ℓi are the on-shell cut momenta. A P7:3 sum must then be applied to this basis.

Evaluating the cuts, we have

P
(2)
7:3 (1, 2, 3, 4, 5, 6, 7) =

∑
P7:3

(
P

(2),r=1
7:3 + P

(2),r=2
7:3 + P

(2),r=3
7:3

)
, (4.36)
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where

P
(2),r=1
7:3 =

1

2
C2(5, 7, {6}, {}, {3, 4}, {}, {1, 2}) + C1(1, 2, {7}, {}, {3, 4, 5, 6}, {})

− C1(1, 7, {}, {2}, {3, 4, 5, 6}, {})− C1(2, 7, {6}, {}, {3, 4, 5}, {1})
+ C1(5, 7, {6}, {}, {3, 4}, {1, 2})− C1(6, 2, {7}, {}, {3, 4, 5}, {1})
+ C1(6, 7, {}, {2}, {3, 4, 5}, {1})− C1(7, 2, {}, {1}, {3, 4, 5, 6}, {}), (4.37)

P
(2),r=2
7:3 =

1

2
C2(4, 7, {5, 6}, {}, {3}, {}, {1, 2}) + C1(1, 2, {6, 7}, {}, {3, 4, 5}, {})

− C1(1, 7, {6}, {2}, {3, 4, 5}, {})− C1(2, 7, {5, 6}, {}, {3, 4}, {1})
+ C1(4, 7, {5, 6}, {}, {3}, {1, 2})− C1(5, 2, {6, 7}, {}, {3, 4}, {1})
+ C1(5, 7, {6}, {2}, {3, 4}, {1})− C1(6, 2, {7}, {1}, {3, 4, 5}, {})
+ C1(6, 7, {}, {1, 2}, {3, 4, 5}, {}) (4.38)

and

P
(2),r=3
7:3 =

1

2
C2(3, 7, {4, 5, 6}, {}, {}, {}, {1, 2}) + C1(1, 2, {5, 6, 7}, {}, {3, 4}, {})

− C1(1, 7, {5, 6}, {2}, {3, 4}, {})− C1(2, 7, {4, 5, 6}, {}, {3}, {1})
+ C1(3, 7, {4, 5, 6}, {}, {}, {1, 2})− C1(4, 2, {5, 6, 7}, {}, {3}, {1})
+ C1(4, 7, {5, 6}, {2}, {3}, {1})− C1(5, 2, {6, 7}, {1}, {3, 4}, {})
+ C1(5, 7, {6}, {1, 2}, {3, 4}, {}). (4.39)
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4.4.5 P7:4

The cuts to evaluate can be written schematically as

cutr=1
7:4 =

1

3
A

(1)
6:4(1, 2, 3; 4, ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+
1

4
A

(1)
6:3(ℓ1, ℓ4; 4, 5, 6, 7)A

(0)
3 (1, ℓ2, ℓ1)A

(0)
3 (2, ℓ3, ℓ2)A

(0)
3 (ℓ3, 3, ℓ4)

+A
(1)
6:1(1, ℓ4, 4, 5, 6, ℓ1)A

(0)
3 (2, ℓ2, ℓ3)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:1(1, 2, ℓ4, 4, 5, ℓ1)A

(0)
3 (3, ℓ2, ℓ3)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:1(1, 2, ℓ4, 4, 5, ℓ1)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:1(1, 2, 3, ℓ4, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:1(4, 5, 6, 7, ℓ1, ℓ4)A

(0)
3 (2, ℓ2, ℓ3)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 1)

+A
(1)
6:1(1, ℓ4, 4, 5, 6, ℓ1)A

(0)
3 (3, ℓ2, ℓ3)A

(0)
3 (7, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)

+A
(1)
6:1(1, ℓ4, 4, 5, 6, ℓ1)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2)

+A
(1)
6:1(1, 2, ℓ4, 4, 5, ℓ1)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 3), (4.40)

cutr=2
7:4 =

1

3
A

(1)
5:3(ℓ1, ℓ4; 1, 2, 3)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:1(4, 5, 6, ℓ1, ℓ4)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (1, 2, ℓ2, ℓ3)

+A
(1)
5:1(1, ℓ4, 4, 5, ℓ1)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (2, 3, ℓ2, ℓ3)

+A
(1)
5:1(4, 5, 6, ℓ1, ℓ4)A

(0)
3 (7, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 1)A

(0)
4 (2, 3, ℓ2, ℓ3)

+A
(1)
5:1(1, ℓ4, 4, 5, ℓ1)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (2, ℓ2, 6, ℓ3)

+A
(1)
5:1(4, 5, 6, ℓ1, ℓ4)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 1)A

(0)
4 (2, ℓ2, 7, ℓ3)

+A
(1)
5:1(1, 2, ℓ4, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (3, ℓ2, 6, ℓ3)

+A
(1)
5:1(1, ℓ4, 4, 5, ℓ1)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
4 (3, ℓ2, 7, ℓ3)

+A
(1)
5:1(1, 2, ℓ4, 4, ℓ1)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:1(1, 2, 3, ℓ4, ℓ1)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:1(1, ℓ4, 4, 5, ℓ1)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
4 (6, 7, ℓ3, ℓ2)

+A
(1)
5:1(1, 2, ℓ4, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 3)A

(0)
4 (6, 7, ℓ3, ℓ2) (4.41)
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and

cutr=3
7:4 = A

(1)
4:1(4, 5, ℓ1, ℓ4)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (1, 2, 3, ℓ2, ℓ3)

+A
(1)
4:1(4, 5, ℓ1, ℓ4)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (1, 2, ℓ2, 6, ℓ3)

+A
(1)
4:1(1, ℓ4, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (2, 3, ℓ2, 6, ℓ3)

+A
(1)
4:1(4, 5, ℓ1, ℓ4)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 1)A

(0)
5 (2, 3, ℓ2, 7, ℓ3)

+A
(1)
4:1(1, ℓ4, 4, ℓ1)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (2, ℓ2, 5, 6, ℓ3)

+A
(1)
4:1(4, 5, ℓ1, ℓ4)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 1)A

(0)
5 (2, ℓ2, 6, 7, ℓ3)

+A
(1)
4:1(1, 2, ℓ4, ℓ1)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (3, ℓ2, 5, 6, ℓ3)

+A
(1)
4:1(1, ℓ4, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
5 (3, ℓ2, 6, 7, ℓ3)

+A
(1)
4:1(1, 2, ℓ4, ℓ1)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (4, 5, 6, ℓ3, ℓ2)

+A
(1)
4:1(1, ℓ4, 4, ℓ1)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
5 (5, 6, 7, ℓ3, ℓ2)

+A
(1)
4:1(1, 2, ℓ4, ℓ1)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 3)A

(0)
5 (5, 6, 7, ℓ3, ℓ2), (4.42)

where ℓi are the on-shell cut momenta. A P7:4 sum must then be applied to this basis.

Evaluating the cuts, we have

P
(2)
7:4 (1, 2, 3, 4, 5, 6, 7) =

∑
P7:4

(
P

(2),r=1
7:4 + P

(2),r=2
7:4 + P

(2),r=3
7:4

)
, (4.43)

where

P
(2),r=1
7:4 =

1

4
C2(1, 3, {2}, {}, {}, {}, {4, 5, 6, 7}) +

1

3
C2(5, 7, {6}, {}, {4}, {}, {1, 2, 3})

+ C1(3, 1, {}, {2}, {4, 5, 6, 7}, {}) + C1(3, 2, {7}, {}, {4, 5, 6}, {1})
− C1(3, 7, {}, {2}, {4, 5, 6}, {1})− C1(3, 7, {6}, {}, {4, 5}, {1, 2})
+ C1(5, 7, {6}, {}, {4}, {1, 2, 3})− C1(6, 3, {7}, {}, {4, 5}, {1, 2})
+ C1(6, 7, {}, {3}, {4, 5}, {1, 2})− C1(7, 2, {}, {3}, {4, 5, 6}, {1}), (4.44)
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P
(2),r=2
7:4 =

1

3
C2(4, 7, {5, 6}, {}, {}, {}, {1, 2, 3}) + C1(3, 1, {7}, {2}, {4, 5, 6}, {})

+ C1(3, 2, {6, 7}, {}, {4, 5}, {1})− C1(3, 7, {}, {1, 2}, {4, 5, 6}, {})
− C1(3, 7, {6}, {2}, {4, 5}, {1})− C1(3, 7, {5, 6}, {}, {4}, {1, 2})
+ C1(4, 7, {5, 6}, {}, {}, {1, 2, 3})− C1(5, 3, {6, 7}, {}, {4}, {1, 2})
+ C1(5, 7, {6}, {3}, {4}, {1, 2})− C1(6, 2, {7}, {3}, {4, 5}, {1})
+ C1(6, 7, {}, {2, 3}, {4, 5}, {1})− C1(7, 1, {}, {2, 3}, {4, 5, 6}, {}) (4.45)

and

P
(2),r=3
7:4 =C1(3, 1, {6, 7}, {2}, {4, 5}, {}) + C1(3, 2, {5, 6, 7}, {}, {4}, {1})

− C1(3, 7, {6}, {1, 2}, {4, 5}, {})− C1(3, 7, {5, 6}, {2}, {4}, {1})
− C1(3, 7, {4, 5, 6}, {}, {}, {1, 2})− C1(4, 3, {5, 6, 7}, {}, {}, {1, 2})
+ C1(4, 7, {5, 6}, {3}, {}, {1, 2})− C1(5, 2, {6, 7}, {3}, {4}, {1})
+ C1(5, 7, {6}, {2, 3}, {4}, {1})− C1(6, 1, {7}, {2, 3}, {4, 5}, {})
+ C1(6, 7, {}, {1, 2, 3}, {4, 5}, {}). (4.46)

4.4.6 P7:1,1

The cuts to evaluate can be written schematically as

cutr=1
7:1,1 = A

(1)
6:2(1; 3, 4, 5, ℓ1, ℓ4)A

(0)
3 (2, ℓ2, ℓ3)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:2(1; 3, 4, 5, ℓ1, ℓ4)A

(0)
3 (2, ℓ1, ℓ2)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:2(1; 2, ℓ4, 3, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:2(1; 3, 4, 5, ℓ1, ℓ4)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2), (4.47)

cutr=2
7:1,1 = A

(1)
5:2(1; 3, 4, ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (2, ℓ2, 6, ℓ3)

+A
(1)
5:2(1; 3, 4, ℓ1, ℓ4)A

(0)
3 (2, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:2(1; 2, ℓ4, 3, ℓ1)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:2(1; 3, 4, ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
4 (6, 7, ℓ3, ℓ2) (4.48)
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and

cutr=3
7:1,1 = A

(1)
4:2(1; 3, ℓ1, ℓ4)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (2, ℓ2, 5, 6, ℓ3)

+A
(1)
4:2(1; 3, ℓ1, ℓ4)A

(0)
3 (2, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (4, 5, 6, ℓ3, ℓ2)

+A
(1)
4:2(1; 2, ℓ4, ℓ1)A

(0)
3 (3, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (4, 5, 6, ℓ3, ℓ2)

+A
(1)
4:2(1; 3, ℓ1, ℓ4)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
5 (5, 6, 7, ℓ3, ℓ2), (4.49)

where ℓi are the on-shell cut momenta. A P7:1,1 sum must then be applied to this basis.

Evaluating the cuts, we have

P
(2)
7:1,1(1, 2, 3, 4, 5, 6, 7) =

∑
P7:1,1

(
P

(2),r=1
7:1,1 + P

(2),r=2
7:1,1 + P

(2),r=3
7:1,1

)
, (4.50)

where

P
(2),r=1
7:1,1 =− C4(2, 7, {6}, {}, {3, 4, 5}, {}, 1) + C4(5, 7, {6}, {}, {3, 4}, {2}, 1)

− C4(6, 2, {7}, {}, {3, 4, 5}, {}, 1) + C4(6, 7, {}, {2}, {3, 4, 5}, {}, 1), (4.51)

P
(2),r=2
7:1,1 =− C4(2, 7, {5, 6}, {}, {3, 4}, {}, 1) + C4(4, 7, {5, 6}, {}, {3}, {2}, 1)

− C4(5, 2, {6, 7}, {}, {3, 4}, {}, 1) + C4(5, 7, {6}, {2}, {3, 4}, {}, 1) (4.52)

and

P
(2),r=3
7:1,1 =− C4(2, 7, {4, 5, 6}, {}, {3}, {}, 1) + C4(3, 7, {4, 5, 6}, {}, {}, {2}, 1)

− C4(4, 2, {5, 6, 7}, {}, {3}, {}, 1) + C4(4, 7, {5, 6}, {2}, {3}, {}, 1). (4.53)
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4.4.7 P7:1,2

The cuts to evaluate can be written schematically as

cutr=1
7:1,2 =

1

4
A

(1)
6:3(ℓ1, ℓ4; 4, 5, 6, 7)A

(0)
3 (2, ℓ2, ℓ3)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 1, ℓ4)

+
1

4
A

(1)
6:3(ℓ1, ℓ4; 4, 5, 6, 7)A

(0)
3 (1, ℓ3, ℓ2)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2)

+
1

4
A

(1)
6:3(ℓ1, ℓ4; 4, 5, 6, 7)A

(0)
3 (1, ℓ2, ℓ1)A

(0)
3 (3, ℓ2, ℓ3)A

(0)
3 (ℓ3, ℓ4, 2)

+
1

2
A

(1)
6:3(2, 3; 4, 5, ℓ1, ℓ4)A

(0)
3 (1, ℓ2, ℓ3)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)

+
1

2
A

(1)
6:3(2, 3; 4, 5, ℓ1, ℓ4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+
1

2
A

(1)
6:3(2, 3; 1, ℓ4, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+
1

2
A

(1)
6:3(2, 3; 4, 5, ℓ1, ℓ4)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 1)

+A
(1)
6:2(1; 4, 5, 6, ℓ1, ℓ4)A

(0)
3 (2, ℓ2, ℓ3)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:2(1; 2, ℓ4, 4, 5, ℓ1)A

(0)
3 (3, ℓ2, ℓ3)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:2(1; 2, ℓ4, 4, 5, ℓ1)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:2(1; 2, 3, ℓ4, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:2(1; 4, 5, 6, ℓ1, ℓ4)A

(0)
3 (3, ℓ2, ℓ3)A

(0)
3 (7, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)

+A
(1)
6:2(1; 4, 5, 6, ℓ1, ℓ4)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2)

+A
(1)
6:2(1; 2, ℓ4, 4, 5, ℓ1)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 3), (4.54)
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4.4 Polylogarithmic Terms

cutr=2
7:1,2 =

1

2
A

(1)
5:3(2, 3; 4, ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (1, ℓ2, 6, ℓ3)

+
1

2
A

(1)
5:3(2, 3; 4, ℓ1, ℓ4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+
1

2
A

(1)
5:3(2, 3; 1, ℓ4, ℓ1)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+
1

2
A

(1)
5:3(2, 3; 4, ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 1)A

(0)
4 (6, 7, ℓ3, ℓ2)

+A
(1)
5:2(1; 4, 5, ℓ1, ℓ4)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (2, 3, ℓ2, ℓ3)

+A
(1)
5:2(1; 4, 5, ℓ1, ℓ4)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (2, ℓ2, 6, ℓ3)

+A
(1)
5:2(1; 2, ℓ4, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (3, ℓ2, 6, ℓ3)

+A
(1)
5:2(1; 4, 5, ℓ1, ℓ4)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
4 (3, ℓ2, 7, ℓ3)

+A
(1)
5:2(1; 2, ℓ4, 4, ℓ1)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:2(1; 2, 3, ℓ4, ℓ1)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:2(1; 4, 5, ℓ1, ℓ4)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
4 (6, 7, ℓ3, ℓ2)

+A
(1)
5:2(1; 2, ℓ4, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 3)A

(0)
4 (6, 7, ℓ3, ℓ2) (4.55)

and

cutr=3
7:1,2 =

1

2
A

(1)
4:3(2, 3; ℓ1, ℓ4)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (1, ℓ2, 5, 6, ℓ3)

+
1

2
A

(1)
4:3(2, 3; ℓ1, ℓ4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (4, 5, 6, ℓ3, ℓ2)

+
1

2
A

(1)
4:3(2, 3; ℓ1, ℓ4)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 1)A

(0)
5 (5, 6, 7, ℓ3, ℓ2)

+A
(1)
4:2(1; 4, ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (2, 3, ℓ2, 6, ℓ3)

+A
(1)
4:2(1; 4, ℓ1, ℓ4)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (2, ℓ2, 5, 6, ℓ3)

+A
(1)
4:2(1; 2, ℓ4, ℓ1)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (3, ℓ2, 5, 6, ℓ3)

+A
(1)
4:2(1; 4, ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
5 (3, ℓ2, 6, 7, ℓ3)

+A
(1)
4:2(1; 2, ℓ4, ℓ1)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (4, 5, 6, ℓ3, ℓ2)

+A
(1)
4:2(1; 4, ℓ1, ℓ4)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2)A

(0)
5 (5, 6, 7, ℓ3, ℓ2)

+A
(1)
4:2(1; 2, ℓ4, ℓ1)A

(0)
3 (4, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 3)A

(0)
5 (5, 6, 7, ℓ3, ℓ2), (4.56)

where ℓi are the on-shell cut momenta. A P7:1,2 sum must then be applied to this basis.
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4 The Seven Gluon Two-Loop Amplitude

Evaluating the cuts, we have

P
(2)
7:1,2(1, 2, 3, 4, 5, 6, 7) =

∑
P7:1,2

(
P

(2),r=1
7:1,2 + P

(2),r=2
7:1,2 + P

(2),r=3
7:1,2

)
, (4.57)

where

P
(2),r=1
7:1,2 =− 1

4
C2(1, 2, {}, {3}, {}, {}, {4, 5, 6, 7})−

1

4
C2(3, 1, {}, {2}, {}, {}, {4, 5, 6, 7})

+
1

4
C2(3, 2, {1}, {}, {}, {}, {4, 5, 6, 7})−

1

2
C2(1, 7, {6}, {}, {4, 5}, {}, {2, 3})

+
1

2
C2(5, 7, {6}, {}, {4}, {1}, {2, 3})−

1

2
C2(6, 1, {7}, {}, {4, 5}, {}, {2, 3})

+
1

2
C2(6, 7, {}, {1}, {4, 5}, {}, {2, 3}) + C4(3, 2, {7}, {}, {4, 5, 6}, {}, 1)

− C4(3, 7, {}, {2}, {4, 5, 6}, {}, 1)− C4(3, 7, {6}, {}, {4, 5}, {2}, 1)
+ C4(5, 7, {6}, {}, {4}, {2, 3}, 1)− C4(6, 3, {7}, {}, {4, 5}, {2}, 1)
+ C4(6, 7, {}, {3}, {4, 5}, {2}, 1)− C4(7, 2, {}, {3}, {4, 5, 6}, {}, 1), (4.58)

P
(2),r=2
7:1,2 =− 1

2
C2(1, 7, {5, 6}, {}, {4}, {}, {2, 3}) +

1

2
C2(4, 7, {5, 6}, {}, {}, {1}, {2, 3})

− 1

2
C2(5, 1, {6, 7}, {}, {4}, {}, {2, 3}) +

1

2
C2(5, 7, {6}, {1}, {4}, {}, {2, 3})

+ C4(3, 2, {6, 7}, {}, {4, 5}, {}, 1)− C4(3, 7, {6}, {2}, {4, 5}, {}, 1)
− C4(3, 7, {5, 6}, {}, {4}, {2}, 1) + C4(4, 7, {5, 6}, {}, {}, {2, 3}, 1)
− C4(5, 3, {6, 7}, {}, {4}, {2}, 1) + C4(5, 7, {6}, {3}, {4}, {2}, 1)
− C4(6, 2, {7}, {3}, {4, 5}, {}, 1) + C4(6, 7, {}, {2, 3}, {4, 5}, {}, 1) (4.59)

and

P
(2),r=3
7:1,2 =− 1

2
C2(1, 7, {4, 5, 6}, {}, {}, {}, {2, 3}) +−1

2
C2(4, 1, {5, 6, 7}, {}, {}, {}, {2, 3})

+
1

2
C2(4, 7, {5, 6}, {1}, {}, {}, {2, 3}) + C4(3, 2, {5, 6, 7}, {}, {4}, {}, 1)

− C4(3, 7, {5, 6}, {2}, {4}, {}, 1)− C4(3, 7, {4, 5, 6}, {}, {}, {2}, 1)
− C4(4, 3, {5, 6, 7}, {}, {}, {2}, 1) + C4(4, 7, {5, 6}, {3}, {}, {2}, 1)
− C4(5, 2, {6, 7}, {3}, {4}, {}, 1) + C4(5, 7, {6}, {2, 3}, {4}, {}, 1). (4.60)
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4.4 Polylogarithmic Terms

4.4.8 P7:1,3

The cuts to evaluate can be written schematically as

cutr=1
7:1,3 =

1

3
A

(1)
6:4(2, 3, 4; 5, ℓ1, ℓ4)A

(0)
3 (1, ℓ2, ℓ3)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)

+
1

3
A

(1)
6:4(2, 3, 4; 5, ℓ1, ℓ4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+
1

3
A

(1)
6:4(1, ℓ4, ℓ1; 2, 3, 4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+
1

3
A

(1)
6:4(2, 3, 4; 5, ℓ1, ℓ4)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 1)

+A
(1)
6:2(1; 2, 3, ℓ4, 5, ℓ1)A

(0)
3 (4, ℓ2, ℓ3)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:2(1; 2, 3, ℓ4, 5, ℓ1)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:2(1; 2, 3, 4, ℓ4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:2(1; 2, 3, ℓ4, 5, ℓ1)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 4), (4.61)

cutr=2
7:1,3 =

1

3
A

(1)
5:3(ℓ1, ℓ4; 2, 3, 4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (1, ℓ2, 6, ℓ3)

+
1

3
A

(1)
5:3(ℓ1, ℓ4; 2, 3, 4)A

(0)
3 (1, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+
1

3
A

(1)
5:3(ℓ1, ℓ4; 2, 3, 4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 1)A

(0)
4 (6, 7, ℓ3, ℓ2)

+
1

2
A

(1)
5:2(1; 2, ℓ4, 5, ℓ1)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (3, 4, ℓ2, ℓ3)

+
1

2
A

(1)
5:2(1; 2, ℓ4, 5, ℓ1)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (3, ℓ2, 6, ℓ3)

+
1

2
A

(1)
5:2(1; 2, ℓ4, 5, ℓ1)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 3)A

(0)
4 (6, 7, ℓ3, ℓ2)

+
1

2
A

(1)
5:2(1; 2, ℓ4, 5, ℓ1)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 3)A

(0)
4 (4, ℓ2, 7, ℓ3)

+A
(1)
5:2(1; 2, 3, ℓ4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (4, ℓ2, 6, ℓ3)

+A
(1)
5:2(1; 2, 3, ℓ4, ℓ1)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+A
(1)
5:2(1; 2, 3, ℓ4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 4)A

(0)
4 (6, 7, ℓ3, ℓ2) (4.62)
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and

cutr=3
7:1,3 = A

(1)
4:2(1; 2, ℓ4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (3, 4, ℓ2, 6, ℓ3)

+A
(1)
4:2(1; 2, ℓ4, ℓ1)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (3, ℓ2, 5, 6, ℓ3)

+A
(1)
4:2(1; 2, ℓ4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 3)A

(0)
5 (4, ℓ2, 6, 7, ℓ3)

+A
(1)
4:2(1; 2, ℓ4, ℓ1)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 3)A

(0)
5 (5, 6, 7, ℓ3, ℓ2), (4.63)

where ℓi are the on-shell cut momenta. A P7:1,3 sum must then be applied to this basis.

Evaluating the cuts, we have

P
(2)
7:1,3(1, 2, 3, 4, 5, 6, 7) =

∑
P7:1,3

(
P

(2),r=1
7:1,3 + P

(2),r=2
7:1,3 + P

(2),r=3
7:1,3

)
, (4.64)

where

P
(2),r=1
7:1,3 =− 1

3
C2(1, 7, {6}, {}, {5}, {}, {2, 3, 4}) +

1

3
C2(5, 7, {6}, {}, {}, {1}, {2, 3, 4})

− 1

3
C2(6, 1, {7}, {}, {5}, {}, {2, 3, 4}) +

1

3
C2(6, 7, {}, {1}, {5}, {}, {2, 3, 4})

− C4(4, 7, {6}, {}, {5}, {2, 3}, 1) + C4(5, 7, {6}, {}, {}, {2, 3, 4}, 1)
− C4(6, 4, {7}, {}, {5}, {2, 3}, 1) + C4(6, 7, {}, {4}, {5}, {2, 3}, 1), (4.65)

P
(2),r=2
7:1,3 =− 1

3
C2(1, 7, {5, 6}, {}, {}, {}, {2, 3, 4})−

1

3
C2(5, 1, {6, 7}, {}, {}, {}, {2, 3, 4})

+
1

3
C2(5, 7, {6}, {1}, {}, {}, {2, 3, 4}) +

1

2
C4(4, 3, {6, 7}, {}, {5}, {2}, 1)

− 1

2
C4(4, 7, {6}, {3}, {5}, {2}, 1)−

1

2
C4(6, 3, {7}, {4}, {5}, {2}, 1)

+
1

2
C4(6, 7, {}, {3, 4}, {5}, {2}, 1)− C4(4, 7, {5, 6}, {}, {}, {2, 3}, 1)

− C4(5, 4, {6, 7}, {}, {}, {2, 3}, 1) + C4(5, 7, {6}, {4}, {}, {2, 3}, 1) (4.66)

and

P
(2),r=3
7:1,3 =C4(4, 3, {5, 6, 7}, {}, {}, {2}, 1)− C4(4, 7, {5, 6}, {3}, {}, {2}, 1)

− C4(5, 3, {6, 7}, {4}, {}, {2}, 1) + C4(5, 7, {6}, {3, 4}, {}, {2}, 1). (4.67)
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4.4 Polylogarithmic Terms

4.4.9 P7:2,2

The cuts to evaluate can be written schematically as

cutr=1
7:2,2 =

1

3
A

(1)
6:4(1, ℓ1, ℓ4; 5, 6, 7)A

(0)
3 (3, ℓ2, ℓ3)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, 2, ℓ4)

+
1

3
A

(1)
6:4(1, ℓ1, ℓ4; 5, 6, 7)A

(0)
3 (2, ℓ3, ℓ2)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 3)

+
1

3
A

(1)
6:4(1, ℓ1, ℓ4; 5, 6, 7)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (4, ℓ2, ℓ3)A

(0)
3 (ℓ3, ℓ4, 3)

+
1

2
A

(1)
6:3(1, 2; 5, 6, ℓ1, ℓ4)A

(0)
3 (3, ℓ2, ℓ3)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+
1

2
A

(1)
6:3(1, 2; 3, ℓ4, 5, ℓ1)A

(0)
3 (4, ℓ2, ℓ3)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)

+
1

2
A

(1)
6:3(1, 2; 3, ℓ4, 5, ℓ1)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+
1

2
A

(1)
6:3(1, 2; 3, 4, ℓ4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+
1

2
A

(1)
6:3(1, 2; 5, 6, ℓ1, ℓ4)A

(0)
3 (4, ℓ2, ℓ3)A

(0)
3 (7, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 3)

+
1

2
A

(1)
6:3(1, 2; 5, 6, ℓ1, ℓ4)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 3)

+
1

2
A

(1)
6:3(1, 2; 3, ℓ4, 5, ℓ1)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 4), (4.68)

cutr=2
7:2,2 =

1

3
A

(1)
5:3(ℓ1, ℓ4; 5, 6, 7)A

(0)
3 (3, ℓ2, ℓ1)A

(0)
3 (ℓ3, 4, ℓ4)A

(0)
4 (1, 2, ℓ2, ℓ3)

+
1

3
A

(1)
5:3(ℓ1, ℓ4; 5, 6, 7)A

(0)
3 (2, ℓ1, ℓ2)A

(0)
3 (ℓ3, 4, ℓ4)A

(0)
4 (1, ℓ2, 3, ℓ3)

+
1

2
A

(1)
5:3(1, 2; 5, ℓ1, ℓ4)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (3, 4, ℓ2, ℓ3)

+
1

2
A

(1)
5:3(1, 2; 5, ℓ1, ℓ4)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (3, ℓ2, 6, ℓ3)

+
1

2
A

(1)
5:3(1, 2; 3, ℓ4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (4, ℓ2, 6, ℓ3)

+
1

2
A

(1)
5:3(1, 2; 5, ℓ1, ℓ4)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 3)A

(0)
4 (4, ℓ2, 7, ℓ3)

+
1

2
A

(1)
5:3(1, 2; 3, ℓ4, ℓ1)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
4 (5, 6, ℓ3, ℓ2)

+
1

2
A

(1)
5:3(1, 2; 5, ℓ1, ℓ4)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 3)A

(0)
4 (6, 7, ℓ3, ℓ2)

+
1

2
A

(1)
5:3(1, 2; 3, ℓ4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 4)A

(0)
4 (6, 7, ℓ3, ℓ2) (4.69)
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and

cutr=3
7:2,2 =

1

2
A

(1)
4:3(1, 2; ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (3, 4, ℓ2, 6, ℓ3)

+
1

2
A

(1)
4:3(1, 2; ℓ1, ℓ4)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)A

(0)
5 (3, ℓ2, 5, 6, ℓ3)

+
1

2
A

(1)
4:3(1, 2; ℓ1, ℓ4)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 3)A

(0)
5 (4, ℓ2, 6, 7, ℓ3)

+
1

2
A

(1)
4:3(1, 2; ℓ1, ℓ4)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 3)A

(0)
5 (5, 6, 7, ℓ3, ℓ2), (4.70)

where ℓi are the on-shell cut momenta. A P7:2,2 sum must then be applied to this basis.

Evaluating the cuts, we have

P
(2)
7:2,2(1, 2, 3, 4, 5, 6, 7) =

∑
P7:2,2

(
P

(2),r=1
7:2,2 + P

(2),r=2
7:2,2 + P

(2),r=3
7:2,2

)
, (4.71)

where

P
(2),r=1
7:2,2 =− 1

3
C2(2, 3, {}, {4}, {1}, {}, {5, 6, 7})−

1

3
C2(4, 2, {}, {3}, {1}, {}, {5, 6, 7})

+
1

3
C2(4, 3, {2}, {}, {1}, {}, {5, 6, 7}) +

1

2
C2(4, 3, {7}, {}, {5, 6}, {}, {1, 2})

− 1

2
C2(4, 7, {}, {3}, {5, 6}, {}, {1, 2})−

1

2
C2(4, 7, {6}, {}, {5}, {3}, {1, 2})

+
1

2
C2(5, 7, {6}, {}, {}, {3, 4}, {1, 2})−

1

2
C2(6, 4, {7}, {}, {5}, {3}, {1, 2})

+
1

2
C2(6, 7, {}, {4}, {5}, {3}, {1, 2})−

1

2
C2(7, 3, {}, {4}, {5, 6}, {}, {1, 2}),

(4.72)

P
(2),r=2
7:2,2 =− 1

3
C2(2, 4, {3}, {1}, {}, {}, {5, 6, 7}) +

1

3
C2(3, 4, {}, {1, 2}, {}, {}, {5, 6, 7})

+
1

2
C2(4, 3, {6, 7}, {}, {5}, {}, {1, 2})−

1

2
C2(4, 7, {6}, {3}, {5}, {}, {1, 2})

− 1

2
C2(4, 7, {5, 6}, {}, {}, {3}, {1, 2})−

1

2
C2(5, 4, {6, 7}, {}, {}, {3}, {1, 2})

+
1

2
C2(5, 7, {6}, {4}, {}, {3}, {1, 2})−

1

2
C2(6, 3, {7}, {4}, {5}, {}, {1, 2})

+
1

2
C2(6, 7, {}, {3, 4}, {5}, {}, {1, 2}) (4.73)
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and

P
(2),r=3
7:2,2 =

1

2
C2(4, 3, {5, 6, 7}, {}, {}, {}, {1, 2})−

1

2
C2(4, 7, {5, 6}, {3}, {}, {}, {1, 2})

− 1

2
C2(5, 3, {6, 7}, {4}, {}, {}, {1, 2}) +

1

2
C2(5, 7, {6}, {3, 4}, {}, {}, {1, 2}).

(4.74)

4.4.10 P7:1B

The cuts to evaluate can be written schematically as

cutr=1
7:1B = A

(1)
6:4(1, 2, ℓ1; 4, 5, ℓ4)A

(0)
3 (6, ℓ2, ℓ3)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, 3, ℓ4)

+A
(1)
6:4(1, 2, ℓ1; 5, 6, ℓ4)A

(0)
3 (3, ℓ3, ℓ2)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, 4, ℓ4)

+A
(1)
6:4(1, 2, ℓ1; 5, 6, ℓ4)A

(0)
3 (3, ℓ2, ℓ1)A

(0)
3 (7, ℓ2, ℓ3)A

(0)
3 (ℓ3, 4, ℓ4)

+A
(1)
6:4(1, 2, ℓ1; 6, 7, ℓ4)A

(0)
3 (3, ℓ2, ℓ1)A

(0)
3 (4, ℓ3, ℓ2)A

(0)
3 (ℓ3, 5, ℓ4)

+A
(1)
6:3(1, ℓ4; 4, 5, 6, ℓ1)A

(0)
3 (2, ℓ2, ℓ3)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:3(1, ℓ4; 3, 4, 5, ℓ1)A

(0)
3 (2, ℓ2, ℓ3)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:3(1, ℓ4; 3, 4, 5, ℓ1)A

(0)
3 (2, ℓ1, ℓ2)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:3(1, ℓ4; 2, 3, 4, ℓ1)A

(0)
3 (5, ℓ2, ℓ1)A

(0)
3 (6, ℓ3, ℓ2)A

(0)
3 (ℓ3, 7, ℓ4)

+A
(1)
6:3(1, ℓ4; 5, 6, 7, ℓ1)A

(0)
3 (3, ℓ2, ℓ3)A

(0)
3 (4, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2)

+A
(1)
6:3(1, ℓ4; 4, 5, 6, ℓ1)A

(0)
3 (3, ℓ2, ℓ3)A

(0)
3 (7, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 2)

+A
(1)
6:3(1, ℓ4; 4, 5, 6, ℓ1)A

(0)
3 (3, ℓ1, ℓ2)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2)

+A
(1)
6:3(1, ℓ4; 3, 4, 5, ℓ1)A

(0)
3 (6, ℓ2, ℓ1)A

(0)
3 (7, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 2)

+A
(1)
6:4(1, 2, ℓ1; 3, 4, ℓ4)A

(0)
3 (6, ℓ2, ℓ3)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 5)

+A
(1)
6:4(1, 2, ℓ1; 4, 5, ℓ4)A

(0)
3 (3, ℓ3, ℓ2)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 6)

+A
(1)
6:4(1, 2, ℓ1; 4, 5, ℓ4)A

(0)
3 (3, ℓ2, ℓ1)A

(0)
3 (7, ℓ2, ℓ3)A

(0)
3 (ℓ3, ℓ4, 6)

+A
(1)
6:4(1, 2, ℓ1; 5, 6, ℓ4)A

(0)
3 (3, ℓ2, ℓ1)A

(0)
3 (4, ℓ3, ℓ2)A

(0)
3 (ℓ3, ℓ4, 7), (4.75)
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cutr=2
7:1B = A

(1)
5:3(1, ℓ1; 5, 6, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, 4, ℓ4)A

(0)
4 (2, 3, ℓ3, ℓ2)

+A
(1)
5:3(1, ℓ1; 4, 5, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 6)A

(0)
4 (2, 3, ℓ3, ℓ2)

+A
(1)
5:3(1, ℓ1; 4, 5, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, 3, ℓ4)A

(0)
4 (2, ℓ3, 6, ℓ2)

+A
(1)
5:3(1, ℓ1; 3, 4, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 5)A

(0)
4 (2, ℓ3, 6, ℓ2)

+A
(1)
5:3(1, ℓ1; 6, 7, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, 5, ℓ4)A

(0)
4 (3, 4, ℓ3, ℓ2)

+A
(1)
5:3(1, ℓ1; 5, 6, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 7)A

(0)
4 (3, 4, ℓ3, ℓ2)

+A
(1)
5:3(1, ℓ1; 5, 6, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, 4, ℓ4)A

(0)
4 (3, ℓ3, 7, ℓ2)

+A
(1)
5:3(1, ℓ1; 4, 5, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 6)A

(0)
4 (3, ℓ3, 7, ℓ2)

+A
(1)
5:3(1, ℓ1; 3, 4, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, 2, ℓ4)A

(0)
4 (5, 6, ℓ2, ℓ3)

+A
(1)
5:3(1, ℓ1; 2, 3, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 4)A

(0)
4 (5, 6, ℓ2, ℓ3)

+A
(1)
5:3(1, ℓ1; 4, 5, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, 3, ℓ4)A

(0)
4 (6, 7, ℓ2, ℓ3)

+A
(1)
5:3(1, ℓ1; 3, 4, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 5)A

(0)
4 (6, 7, ℓ2, ℓ3) (4.76)
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and

cutr=3
7:1B = A

(1)
4:3(1, ℓ1; 6, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, 5, ℓ4)A

(0)
5 (2, 3, 4, ℓ3, ℓ2)

+A
(1)
4:3(1, ℓ1; 5, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 6)A

(0)
5 (2, 3, 4, ℓ3, ℓ2)

+A
(1)
4:3(1, ℓ1; 5, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, 4, ℓ4)A

(0)
5 (2, 3, ℓ3, 6, ℓ2)

+A
(1)
4:3(1, ℓ1; 4, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 5)A

(0)
5 (2, 3, ℓ3, 6, ℓ2)

+A
(1)
4:3(1, ℓ1; 4, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, 3, ℓ4)A

(0)
5 (2, ℓ3, 5, 6, ℓ2)

+A
(1)
4:3(1, ℓ1; 3, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 4)A

(0)
5 (2, ℓ3, 5, 6, ℓ2)

+A
(1)
4:3(1, ℓ1; 7, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, 6, ℓ4)A

(0)
5 (3, 4, 5, ℓ3, ℓ2)

+A
(1)
4:3(1, ℓ1; 6, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 7)A

(0)
5 (3, 4, 5, ℓ3, ℓ2)

+A
(1)
4:3(1, ℓ1; 6, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, 5, ℓ4)A

(0)
5 (3, 4, ℓ3, 7, ℓ2)

+A
(1)
4:3(1, ℓ1; 5, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 6)A

(0)
5 (3, 4, ℓ3, 7, ℓ2)

+A
(1)
4:3(1, ℓ1; 5, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, 4, ℓ4)A

(0)
5 (3, ℓ3, 6, 7, ℓ2)

+A
(1)
4:3(1, ℓ1; 4, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 5)A

(0)
5 (3, ℓ3, 6, 7, ℓ2)

+A
(1)
4:3(1, ℓ1; 3, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, 2, ℓ4)A

(0)
5 (4, 5, 6, ℓ2, ℓ3)

+A
(1)
4:3(1, ℓ1; 2, ℓ4)A

(0)
3 (7, ℓ1, ℓ2)A

(0)
3 (ℓ3, ℓ4, 3)A

(0)
5 (4, 5, 6, ℓ2, ℓ3)

+A
(1)
4:3(1, ℓ1; 4, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, 3, ℓ4)A

(0)
5 (5, 6, 7, ℓ2, ℓ3)

+A
(1)
4:3(1, ℓ1; 3, ℓ4)A

(0)
3 (2, ℓ2, ℓ1)A

(0)
3 (ℓ3, ℓ4, 4)A

(0)
5 (5, 6, 7, ℓ2, ℓ3), (4.77)

where ℓi are the on-shell cut momenta. In this case these are all the cuts required,

rather than a basis for a sum. A simple sum cannot be factored out of these terms.

Evaluating the cuts, we have

P
(2)
7:1B(1, 2, 3, 4, 5, 6, 7) =

(
P

(2),r=1
7:1B + P

(2),r=2
7:1B + P

(2),r=3
7:1B

)
, (4.78)
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where

P
(2),r=1
7:1B =− C3(2, 7, {6}, {}, {1}, {3, 4, 5}) + C3(3, 2, {7}, {}, {1}, {4, 5, 6})

+ C3(3, 4, {}, {7}, {5, 6}, {1, 2}) + C3(3, 5, {4}, {}, {6, 7}, {1, 2})
− C3(3, 6, {}, {7}, {4, 5}, {1, 2})− C3(3, 7, {}, {2}, {1}, {4, 5, 6})
− C3(3, 7, {4}, {}, {5, 6}, {1, 2}) + C3(4, 2, {}, {3}, {1}, {5, 6, 7})
+ C3(5, 7, {6}, {}, {1}, {2, 3, 4})− C3(6, 2, {7}, {}, {1}, {3, 4, 5})
+ C3(6, 7, {}, {2}, {1}, {3, 4, 5})− C3(7, 2, {}, {3}, {1}, {4, 5, 6})
− C3(7, 3, {}, {6}, {4, 5}, {1, 2})− C3(7, 4, {3}, {}, {5, 6}, {1, 2})
+ C3(7, 5, {}, {6}, {3, 4}, {1, 2}) + C3(7, 6, {3}, {}, {4, 5}, {1, 2}), (4.79)

P
(2),r=2
7:1B = C3(2, 3, {}, {6, 7}, {4, 5}, {1}) + C3(2, 4, {3}, {7}, {5, 6}, {1})

−C3(2, 5, {}, {6, 7}, {3, 4}, {1}) + C3(2, 5, {3, 4}, {}, {6, 7}, {1})
−C3(2, 6, {3}, {7}, {4, 5}, {1})− C3(2, 7, {3, 4}, {}, {5, 6}, {1})
−C3(7, 2, {}, {5, 6}, {3, 4}, {1})− C3(7, 3, {2}, {6}, {4, 5}, {1})
+C3(7, 4, {}, {5, 6}, {2, 3}, {1})− C3(7, 4, {2, 3}, {}, {5, 6}, {1})
+C3(7, 5, {2}, {6}, {3, 4}, {1}) + C3(7, 6, {2, 3}, {}, {4, 5}, {1}) (4.80)

and

P
(2),r=3
7:1B = C3(2, 3, {}, {5, 6, 7}, {4}, {1})− C3(2, 4, {}, {5, 6, 7}, {3}, {1})

+C3(2, 4, {3}, {6, 7}, {5}, {1})− C3(2, 5, {3}, {6, 7}, {4}, {1})
+C3(2, 5, {3, 4}, {7}, {6}, {1})− C3(2, 6, {3, 4}, {7}, {5}, {1})

+C3(2, 6, {3, 4, 5}, {}, {7}, {1})− C3(2, 7, {3, 4, 5}, {}, {6}, {1})
−C3(7, 2, {}, {4, 5, 6}, {3}, {1}) + C3(7, 3, {}, {4, 5, 6}, {2}, {1})
−C3(7, 3, {2}, {5, 6}, {4}, {1}) + C3(7, 4, {2}, {5, 6}, {3}, {1})
−C3(7, 4, {2, 3}, {6}, {5}, {1}) + C3(7, 5, {2, 3}, {6}, {4}, {1})

−C3(7, 5, {2, 3, 4}, {}, {6}, {1}) + C3(7, 6, {2, 3, 4}, {}, {5}, {1}). (4.81)

4.4.11 Validity checks

We confirm that the polylog results P
(2)
7:λ satisfy the decoupling identities. The explicit

P7:λ sums in all pieces except P
(2)
7:1B ensure that the expected cyclic symmetries in
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momenta are present. The P
(2)
7:1B piece also has the expected cyclic symmetry, despite

not having an explicit P7:1 sum. This result agrees with the n-point result in ref. [62].

4.5 Rational Terms

We now turn to calculating the remaining rational pieces of the partial amplitudes, R
(2)
7:λ.

The procedure used is augmented recursion [52], which was described in Section 3.4

for the six-point amplitude calculation. This method builds on the technique of Britto,

Cachazo, Feng and Witten, who demonstrated how a rational tree amplitude could

be determined recursively from lower-point amplitudes [19]. However, for two-loop

amplitudes there is the possibility of double poles occurring. The simple poles beneath

double poles are not accessible via factorisations and can instead be obtained from

augmented recursion diagrams involving currents.

As before, the original BCFW complex shift does not lead to R(z) vanishing as |z|
becomes large [52], so cannot be used here. Therefore we make use of the Risager shift

[23], defined in eq. 3.30, which does have this property.

Applying the Risager shift to R
(2)
7:λ excites three types of pole structure:

• tree to two-loop factorisations;

• one-loop to one-loop factorisations where the propagator is a sum of three mo-

menta (giving rise to at most simple poles);

• “one-loop to one-loop” non-factorising structures where the pole is a sum of two

momenta (giving rise to double and simple poles).

The first two situations cause only simple poles, so can be treated with BCFW recur-

sion. The third situation introduces the double pole complication that we treat with

augmented recursion. We now address these three contributions to R
(2)
7:λ in turn.

4.5.1 Tree to two-loop factorisation

The first contributions considered are factorisations involving a lower-point two-loop

amplitude. These lead to simple pole propagators, so BCFW recursion can be used.

The only such (non-vanishing) diagram is shown in Figure 4.3. Note that the fac-

torisation is dressed with colour, so all R
(2)
6:λ partial amplitudes are present and will

contribute to different R
(2)
7:λ structures. We have also adopted general momentum la-

bels {a, b, c, d, e, f, g} to avoid confusion with the specific shifted set {1̂, 2̂, 3̂, 4, 5, 6, 7}.
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R(2)
6

a+

b+

c+

d+

e+

f+

g+

k+abk−ab

sab

Figure 4.3: The tree to two-loop factorisation, which gives rise to a simple pole in sab.

The two-loop rational piece R(2)
6 , and three-point tree amplitude, are

dressed with colour.

The BCFW residue will pick up contributions whenever {a, b} is assigned one or two

of the shifted momenta {1̂, 2̂, 3̂}, because there will be a value of z for which sab → 0.

Therefore we collect all distinct momentum assignments of this diagram, discarding

those where {a, b} does not contain a shifted momentum. For each diagram Ri(z), the

residue Res[Ri(z)/z] is taken for the value of z which causes the shifted propagator to

vanish. The sum of these residues contributes to R
(2)
7:λ, according to eq. 3.22.

4.5.2 One-loop to one-loop factorisation

The next contributions considered are factorisations between two one-loop amplitudes,

such that the propagator is a sum of three external momenta. These lead to simple

poles, so BCFW recursion can again be used. Two helicity configurations are allowed,

shown in Figure 4.4. The one-loop rational pieces involved are colour dressed, to find

the contributions to each R
(2)
7:λ structure.

Any external leg assignment where the shifted momenta are split across the two

amplitudes will contribute to the BCFW residue. We collect all distinct diagrams with

this property. For each diagram Rj(z), the residue Res[Rj(z)/z] is taken for the value of

z which causes the shifted propagator to vanish. The sum of these residues contributes

to R
(2)
7:λ, according to eq. 3.22.
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R(1)
5

a+

b+

c+ d+

e+

f+

g+

k±abck∓abc
R(1)

4

tabc

Figure 4.4: The one-loop to one-loop factorisation, which gives rise to a simple pole in

tabc. The rational pieces R(1)
4 and R(1)

5 are dressed with colour.

4.5.3 Non-factorising augmented recursion piece

The final contributions to consider are more complicated, being those that give rise to

both double and simple poles. Naively, we may wish to draw the one-loop to one-loop

factorisation that gives rise to double sab poles, shown in Figure 4.5, then proceed

with BCFW recursion. However, this would miss any simple sab poles originating from

similar but non-factorising structures. We require all pole information to evaluate the

residue in eq. 3.22, so a different approach must be taken.

Following the procedure of augmented recursion [52], we draw a diagram containing

both the leading double poles and sub-leading simple poles, Figure 4.6. The aug-

mented recursion diagram contains the structure shown in Figure 4.5, occurring when

the current factorises into a three-point tree and six-point loop, but also non-factorising

structures that provide simple poles once integrated.

A current τ
(1)
7 has been introduced, which is an object like an amplitude but with

two off-shell legs. The spinor-helicity formalism only accommodates on-shell spinors,

so we use an axial gauge construction for off-shell internal momenta [66, 41, 67]. The

diagram is not a factorisation and the loop integral must be carried out. Deriving

and integrating currents is a relatively in-depth procedure, which could be considered

its own topic entirely. Therefore we discuss the detailed handling of the seven-point

currents in Chapter 5, rather than interrupting this chapter with a lengthy aside.

As with the simple pole diagrams, we must colour dress the parts of the aug-

mented recursion diagram to obtain results for all seven-point colour structures. The
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R(1)
6

a+

b+
c+

d+

e+

f+

g+

k−abk+ab
R(1)

3

sab

contains sab

Figure 4.5: The one-loop to one-loop factorisation that gives rise to double poles in
sab. Although the propagator only provides one factor of 1/sab, an
additional factor is present in the three-point amplitude. We do not
evaluate this diagram, instead opting for augmented recursion.

τ
(1)
7

a+

b+

c+

d+

e+

f+

g+

α

β

ℓ

±

±
±

∓∓

∓

Figure 4.6: Augmented recursion diagram containing both double and simple sab pole
contributions. The structure on the right is a current – an extension of an
amplitude that has two off-shell legs. Thick lines are off-shell propagators,
over which a loop integral must be carried out.
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colour-dressed current contains multiple configurations of the external legs, including

new currents that have not been required in previous work. The leading in colour

rational piece R
(2)
7:1 required only τ

(1)
7:1 (α

−, β+, c+, d+, e+, f+, g+) for its derivation in

ref. [60]. Exploiting symmetries and decoupling identities allows us to reduce the num-

ber of distinct currents appearing in our problem. We arrive at two new currents,

τ
(1)
7:1 (α

−, c+, β+, d+, e+, f+, g+) and τ
(1)
7:1 (α

−, c+, d+, β+, e+, f+, g+), to derive and inte-

grate. They are presented explicitly in Chapter 5.

With a complete set of integrated currents, what remains is to collect all distinct

diagrams where at least one shifted leg appears in {a, b}. As previously, we calculate

a residue Res[Rk(z)/z] for each diagram Rk(z), at the value of z for which the shifted

sab → 0. The sum of all these residues contributes to R
(2)
7:λ, via eq. 3.22.

4.5.4 Results and consistency checks

The sum of all recursion contributions for each colour trace structure gives us the partial

amplitude rational pieces R
(2)
7:λ.

We confirm that the results are independent of the choice of Risager shift spinor λη,

which is strong evidence that the procedure was successful and that an appropriate

shift was chosen. (If R(z) did not vanish as |z| became large, as eq. 3.22 requires it

to, then a λη dependence would likely remain [52].) The result is also independent

of the reference spinor introduced with the axial gauge formalism. That the result is

gauge-invariant as expected, despite this gauge-dependent intermediate step, is another

strong consistency check. We find that the rational pieces R
(2)
7:λ have the correct cyclic

symmetries P7:λ in their arguments. The rational pieces also satisfy all decoupling

identities.

The augmented recursion procedure involves combining a large number of contribu-

tions at the seven-point level, leading to results with many terms (although orders of

magnitude fewer than would be generated with a Feynman diagram approach). There

is room for a large degree of simplification, although at this point the amplitude has

been obtained and any further work is only an improvement in its representation. A

procedure of reconstruction is set out out in Chapter 6 and applied to the seven-point

amplitude found. (We postpone the detail until then.)

The resulting compact, analytic R
(2)
7:λ results are presented in the following subsec-

tions, organised by partial amplitude.
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4.5.5 R7:1

We confirm the result from ref. [60] and reproduce that form here for completeness,

R7:1(a, b, c, d, e, f, g) =
i

9

∑
P7:1

G1
7:1 +G2

7:1 +G3
7:1 +G4

7:1 +G5
7:1 +G6

7:1 +G7
7:1

⟨a b⟩ ⟨b c⟩ ⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g a⟩ , (4.82)

where

G1
7:1 =

⟨g a⟩
tabctefg

(
⟨c d⟩ [e g] [d|kabc|e⟩[a|kabc|e⟩[c|kabc|f⟩

⟨e f⟩

− ⟨d e⟩ [c a] [d|kefg|c⟩[g|kefg|c⟩[e|kefg|b⟩
⟨b c⟩

+
⟨e f⟩ ⟨c d⟩ [c a] [f g] [e|kefg|a⟩[d|kefg|b⟩

⟨a b⟩

− ⟨b c⟩ ⟨d e⟩ [e g] [a b] [c|kabc|g⟩[d|kabc|f⟩
⟨f g⟩

)
, (4.83)

G2
7:1 =

1

tabctefg
scdsde ⟨g a⟩ [g|kefgkabc|a], (4.84)

G3
7:1 =

1

tcde

(
sce

(
sef ⟨c|kabkfga|d⟩

⟨c d⟩ − sbc⟨e|kfdkgab|d⟩
⟨d e⟩

)
+

⟨e f⟩ ⟨b c⟩ [f b] [c|kcde|g⟩[e|kcde|a⟩
⟨g a⟩

+
⟨b c⟩ [c|kcde|b⟩[e|kcde|a⟩[b|kfg|e⟩

⟨a b⟩

+
⟨e f⟩ [e|kcde|f⟩[c|kcde|g⟩[f |kab|c⟩

⟨f g⟩

)
, (4.85)

G4
7:1 =

[g a]

⟨g a⟩ ⟨g e⟩ ⟨a e⟩
(
[d e]

⟨d e⟩ ⟨d g⟩ ⟨d a⟩+
[e f ]

⟨e f⟩ ⟨f g⟩ ⟨f a⟩
)
, (4.86)

G5
7:1 =

1

tcde

(
[c e] (⟨e f⟩ [d f ] ⟨c|kabkfga|d⟩+ ⟨b c⟩ [d b] ⟨e|kfgkgab|d⟩)

+ ⟨b c⟩ ⟨e f⟩ (2 ⟨g a⟩ [c e] [f g] [a b] + [b f ] [e|kabkfg|c])
)
, (4.87)
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G6
7:1 =

1

⟨g a⟩(⟨g|fkbc|a⟩tefg − ⟨a|bkef |g⟩tabc) (4.88)

and

G7
7:1 =s2bf − 2s2ga − 3sdbsdf + 4sdasdg − 6sacseg + 7(sebsfc + seasgc) + sabsfg

+ 3sfasgb + sce
(
scf + seb − 4(sab + sfg + sga) + 5(sdg + sad)

)
+ 4[e|bcf |e⟩ − 2[f |gab|f⟩+ 3[g|baf |g⟩+ 2[g|cea|g⟩. (4.89)

4.5.6 R7:2

Expressed in terms of the leading in colour partial amplitude, via a decoupling identity,

we have

R7:2(a; b, c, d, e, f, g) =−R7:1(a, b, c, d, e, f, g)−R7:1(a, c, d, e, f, g, b)

−R7:1(a, d, e, f, g, b, c)−R7:1(a, e, f, g, b, c, d)

−R7:1(a, f, g, b, c, d, e)−R7:1(a, g, b, c, d, e, f)

=−
∑

Z6(bcdefg)

R7:1(a, b, c, d, e, f, g). (4.90)

4.5.7 R7:3

The first new SU(Nc) rational piece to be calculated is R7:3. Using the decoupling

identity, we can express it in terms of the previously defined partial amplitude and the

new R7:1,1,

R7:3(a, b; c, d, e, f, g) =−R7:1,1(a; b; c, d, e, f, g)−R7:2(b; a, c, d, e, f, g)

−R7:2(b; a, d, e, f, g, c)−R7:2(b; a, e, f, g, c, d)

−R7:2(b; a, f, g, c, d, e)−R7:2(b; a, g, c, d, e, f)

=−R7:1,1(a; b; c, d, e, f, g)−
∑

Z5(cdefg)

R7:2(b; a, c, d, e, f, g). (4.91)

We make this choice because R7:1,1 contains only simple poles whereas R7:3 also contains

double poles, so the former can be stated more compactly.

4.5.8 R7:4

The second new SU(Nc) partial amplitude to be calculated is R7:4. The result obtained

from augmented recursion is analytic, however the manifestly symmetric form presented
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here required some additional work to obtain in such a compact form. That process of

reconstruction is described in Chapter 6, after which we obtain

R7:4(a, b, c; d, e, f, g) =
∑
P7:4

B7:4(a, b, c, d, e, f, g), (4.92)

where the basis

B7:4(a, b, c, d, e, f, g) =B
(ts)
7:4 +B

(t1)
7:4 +B

(t2)
7:4 +B

(t3)
7:4

+B
(t4)
7:4 +B

(s1)
7:4 +B

(s2)
7:4 (4.93)

can be divided into various denominator structures:

B
(ts)
7:4 =

2i

9

sdf

⟨f g⟩2 tfgd
[d e]2

⟨a b⟩ ⟨b c⟩ ⟨c a⟩

− 2i

9

sef

⟨f g⟩2 tefg
[e d]2

⟨a b⟩ ⟨b c⟩ ⟨c a⟩ , (4.94)

B
(t1)
7:4 = −1

9

i

tabc

1

⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g d⟩
([a|kabc|e⟩[b|kabc|d⟩ [d e] + [a|kabc|e⟩sfg [b e]
+ [b|kfg|d⟩sfg [a d] + sfg ⟨f g⟩ [a g] [b f ]
+ ⟨e f⟩ ⟨f g⟩ [a f ] [b f ] [e g]), (4.95)

B
(t2)
7:4 =

1

9

i

tabc

[a b]

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨d g⟩ ⟨e f⟩ ⟨f g⟩
([f |kabc|b⟩ ⟨a g⟩ ⟨e f⟩ [e g]− [f |kabc|b⟩ ⟨a d⟩ ⟨e f⟩ [d e]
+ [g|kabc|b⟩sef ⟨a g⟩ − [d|kabc|a⟩[g|kabc|b⟩ ⟨d g⟩), (4.96)
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B
(t3)
7:4 =

1

9

i

tefg

1

⟨e f⟩ ⟨f g⟩(
([e|kefg|b⟩[g|kefg|c⟩ [b c] + [e|kefg|a⟩[g|kefg|d⟩ [d a])

⟨a b⟩ ⟨b c⟩ ⟨c d⟩ ⟨d a⟩

+
([e|kefg|a⟩[g|kefg|c⟩ [c a] + [e|kefg|b⟩[g|kefg|d⟩ [d b])

⟨a d⟩ ⟨b c⟩ ⟨c a⟩ ⟨d b⟩

+
([e|kefg|a⟩[g|kefg|b⟩ [a b] + [e|kefg|c⟩[g|kefg|d⟩ [d c])

⟨a b⟩ ⟨b d⟩ ⟨c a⟩ ⟨d c⟩

)
, (4.97)

B
(t4)
7:4 =

2i

9

1

tefg

1

⟨a b⟩ ⟨b c⟩ ⟨c a⟩(
[f g] [d e]2

⟨f g⟩ + 2
[e g] [d g] [d e] ⟨e g⟩

⟨e f⟩ ⟨f g⟩

)
, (4.98)

B
(s1)
7:4 = − i

3

[a b]

⟨a b⟩2
1

⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g c⟩
(−⟨b|c|g|a⟩+ ⟨b|d|e|a⟩+ ⟨b|d|f |a⟩+ ⟨b|e|f |a⟩) (4.99)

and

B
(s2)
7:4 =6i

1

⟨f g⟩2
G1

7:4

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨e f⟩ ⟨g d⟩
1

⟨a d⟩

+
i

8

1

⟨f g⟩2
G2

7:4 +G3
7:4 +G4

7:4

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨e f⟩ ⟨g d⟩
1

⟨a e⟩ . (4.100)

The numerators in the latter piece can be written

G1
7:4 = ⟨a f⟩ ⟨b d⟩ ⟨b f⟩ ⟨d g⟩ [b d] [b f ] + ⟨a f⟩ ⟨b d⟩ ⟨c g⟩ ⟨d f⟩ [b f ] [c d]

+ ⟨a f⟩ ⟨b f⟩ ⟨c d⟩ ⟨d g⟩ [b d] [c f ] + ⟨a f⟩ ⟨c d⟩ ⟨c f⟩ ⟨d g⟩ [c d] [c f ]
+ 2 ⟨a f⟩ ⟨b f⟩ ⟨d e⟩ ⟨d g⟩ [b f ] [d e]− ⟨a f⟩ ⟨b e⟩ ⟨d f⟩ ⟨d g⟩ [b f ] [d e]
+ 2 ⟨a e⟩ ⟨c g⟩ ⟨d f⟩2 [c f ] [d e]− ⟨a f⟩ ⟨c e⟩ ⟨d f⟩ ⟨d g⟩ [c f ] [d e]
− ⟨a f⟩ ⟨b f⟩ ⟨d e⟩ ⟨d g⟩ [b e] [d f ]− ⟨a e⟩ ⟨c g⟩ ⟨d f⟩2 [c e] [d f ]
+ ⟨a e⟩ ⟨d f⟩ ⟨d g⟩ ⟨e f⟩ [d e] [e f ] , (4.101)

97



4 The Seven Gluon Two-Loop Amplitude

G2
7:4 =− 12 ⟨a g⟩ ⟨b d⟩ ⟨b f⟩ ⟨c e⟩ [b c] [b d] + 44 ⟨a g⟩ ⟨b d⟩ ⟨b f⟩ ⟨e d⟩ [b d]2

− 32 ⟨a f⟩ ⟨b d⟩2 ⟨e g⟩ [b d]2 + 138 ⟨a g⟩ ⟨b e⟩ ⟨b f⟩ ⟨c e⟩ [b c] [b e]
− 138 ⟨a g⟩ ⟨b e⟩ ⟨b f⟩ ⟨e d⟩ [b d] [b e]− 740 ⟨a f⟩ ⟨b d⟩ ⟨b e⟩ ⟨e g⟩ [b d] [b e]
− 70 ⟨a f⟩ ⟨b e⟩2 ⟨e g⟩ [b e]2 + 12 ⟨a f⟩ ⟨b d⟩ ⟨b f⟩ ⟨e g⟩ [b d] [b f ]
+ 646 ⟨a f⟩ ⟨b e⟩ ⟨b f⟩ ⟨e g⟩ [b e] [b f ] + 8 ⟨a g⟩ ⟨b f⟩ ⟨b g⟩ ⟨e d⟩ [b d] [b g]
− 32 ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨e f⟩ [b d] [b g] + 36 ⟨a g⟩ ⟨b d⟩ ⟨b f⟩ ⟨e g⟩ [b d] [b g]
− 138 ⟨a g⟩ ⟨b e⟩ ⟨b f⟩ ⟨e g⟩ [b e] [b g] + 8 ⟨a g⟩ ⟨b d⟩ ⟨c f⟩ ⟨e d⟩ [b d] [c d]
− 12 ⟨a f⟩ ⟨b d⟩ ⟨c g⟩ ⟨e d⟩ [b d] [c d] + 36 ⟨a d⟩ ⟨b d⟩ ⟨c g⟩ ⟨e f⟩ [b d] [c d]
− 32 ⟨a f⟩ ⟨b d⟩ ⟨c d⟩ ⟨e g⟩ [b d] [c d]− 54 ⟨a f⟩ ⟨b d⟩ ⟨c e⟩ ⟨e g⟩ [b e] [c d]
− 8 ⟨a f⟩ ⟨b f⟩ ⟨c g⟩ ⟨e d⟩ [b f ] [c d]− 24 ⟨a g⟩ ⟨b d⟩ ⟨c f⟩ ⟨e f⟩ [b f ] [c d]
+ 32 ⟨a f⟩ ⟨b d⟩ ⟨c g⟩ ⟨e f⟩ [b f ] [c d]− 40 ⟨a f⟩ ⟨c d⟩ ⟨c g⟩ ⟨e d⟩ [c d]2

+ 40 ⟨a d⟩ ⟨c d⟩ ⟨c g⟩ ⟨e f⟩ [c d]2 + 24 ⟨a g⟩ ⟨b f⟩ ⟨c e⟩2 [b c] [c e]
− 48 ⟨a g⟩ ⟨b e⟩ ⟨c f⟩ ⟨e d⟩ [b d] [c e]− 106 ⟨a f⟩ ⟨b e⟩ ⟨c g⟩ ⟨e d⟩ [b d] [c e]
+ 690 ⟨a d⟩ ⟨b e⟩ ⟨c g⟩ ⟨e f⟩ [b d] [c e]− 710 ⟨a f⟩ ⟨b d⟩ ⟨c e⟩ ⟨e g⟩ [b d] [c e]
+ 40 ⟨a e⟩ ⟨b e⟩ ⟨c g⟩ ⟨e f⟩ [b e] [c e]− 70 ⟨a f⟩ ⟨b e⟩ ⟨c e⟩ ⟨e g⟩ [b e] [c e]
− 40 ⟨a g⟩ ⟨b e⟩ ⟨c f⟩ ⟨e f⟩ [b f ] [c e] + 560 ⟨a f⟩ ⟨b e⟩ ⟨c g⟩ ⟨e f⟩ [b f ] [c e] , (4.102)
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G3
7:4 =54 ⟨a f⟩ ⟨b f⟩ ⟨c e⟩ ⟨e g⟩ [b f ] [c e]− 24 ⟨a g⟩ ⟨b g⟩ ⟨c e⟩ ⟨e f⟩ [b g] [c e]

− 108 ⟨a f⟩ ⟨b e⟩ ⟨c g⟩ ⟨e g⟩ [b g] [c e]− 104 ⟨a f⟩ ⟨c e⟩ ⟨c g⟩ ⟨e d⟩ [c d] [c e]
+ 108 ⟨a e⟩ ⟨c f⟩ ⟨c g⟩ ⟨e d⟩ [c d] [c e] + 664 ⟨a d⟩ ⟨c e⟩ ⟨c g⟩ ⟨e f⟩ [c d] [c e]
− 24 ⟨a f⟩ ⟨c d⟩ ⟨c e⟩ ⟨e g⟩ [c d] [c e]− 14 ⟨a e⟩ ⟨c e⟩ ⟨c g⟩ ⟨e f⟩ [c e]2

+ 706 ⟨a f⟩ ⟨b f⟩ ⟨c e⟩ ⟨e g⟩ [b e] [c f ] + 44 ⟨a f⟩ ⟨c f⟩ ⟨c g⟩ ⟨e d⟩ [c d] [c f ]
+ 8 ⟨a f⟩ ⟨c d⟩ ⟨c g⟩ ⟨e f⟩ [c d] [c f ]− 52 ⟨a d⟩ ⟨c f⟩ ⟨c g⟩ ⟨e f⟩ [c d] [c f ]
+ 536 ⟨a f⟩ ⟨c e⟩ ⟨c g⟩ ⟨e f⟩ [c e] [c f ]− 652 ⟨a e⟩ ⟨c f⟩ ⟨c g⟩ ⟨e f⟩ [c e] [c f ]
− 16 ⟨a f⟩ ⟨c e⟩ ⟨c f⟩ ⟨e g⟩ [c e] [c f ] + 8 ⟨a g⟩ ⟨b g⟩ ⟨c f⟩ ⟨e d⟩ [b d] [c g]
− 8 ⟨a g⟩ ⟨b g⟩ ⟨c d⟩ ⟨e f⟩ [b d] [c g]− 4 ⟨a f⟩ ⟨c g⟩2 ⟨e d⟩ [c d] [c g]
+ 4 ⟨a d⟩ ⟨c g⟩2 ⟨e f⟩ [c d] [c g] + 54 ⟨a e⟩ ⟨c g⟩2 ⟨e f⟩ [c e] [c g]
− 108 ⟨a f⟩ ⟨c e⟩ ⟨c g⟩ ⟨e g⟩ [c e] [c g]− 32 ⟨a f⟩ ⟨b f⟩ ⟨d g⟩ ⟨e d⟩ [b d] [d f ]
− 32 ⟨a f⟩ ⟨b f⟩ ⟨d g⟩ ⟨e f⟩ [b f ] [d f ] + 32 ⟨a f⟩ ⟨b f⟩ ⟨d f⟩ ⟨e g⟩ [b f ] [d f ]
− 8 ⟨a f⟩ ⟨b f⟩ ⟨d g⟩ ⟨e g⟩ [b g] [d f ]− 231 ⟨a f⟩ ⟨c g⟩ ⟨d f⟩ ⟨e d⟩ [c d] [d f ]
+ 8 ⟨a f⟩ ⟨c f⟩ ⟨d g⟩ ⟨e d⟩ [c d] [d f ] + 183 ⟨a d⟩ ⟨c g⟩ ⟨d f⟩ ⟨e f⟩ [c d] [d f ]
+ 32 ⟨a f⟩ ⟨c d⟩ ⟨d f⟩ ⟨e g⟩ [c d] [d f ]− 24 ⟨a f⟩ ⟨c g⟩ ⟨d f⟩ ⟨e f⟩ [c f ] [d f ]
− 16 ⟨a f⟩ ⟨c f⟩ ⟨d g⟩ ⟨e f⟩ [c f ] [d f ] + 40 ⟨a f⟩ ⟨c f⟩ ⟨d f⟩ ⟨e g⟩ [c f ] [d f ]
+ 16 ⟨a f⟩ ⟨c g⟩ ⟨d g⟩ ⟨e f⟩ [c g] [d f ]− 16 ⟨a f⟩ ⟨c g⟩ ⟨d f⟩ ⟨e g⟩ [c g] [d f ]
− 8 ⟨a f⟩ ⟨c f⟩ ⟨d g⟩ ⟨e g⟩ [c g] [d f ] + 32 ⟨a f⟩ ⟨d f⟩2 ⟨e g⟩ [d f ]2

+ 8 ⟨a g⟩ ⟨b f⟩ ⟨d g⟩ ⟨e d⟩ [b d] [d g]− 32 ⟨a f⟩ ⟨b d⟩ ⟨d g⟩ ⟨e g⟩ [b d] [d g]
+ 32 ⟨a g⟩ ⟨b g⟩ ⟨d f⟩ ⟨e f⟩ [b f ] [d g]− 24 ⟨a f⟩ ⟨b f⟩ ⟨d g⟩ ⟨e g⟩ [b f ] [d g]
− 24 ⟨a f⟩ ⟨c g⟩ ⟨d g⟩ ⟨e f⟩ [c f ] [d g] + 32 ⟨a f⟩ ⟨c g⟩ ⟨d f⟩ ⟨e g⟩ [c f ] [d g]
+ 32 ⟨a f⟩ ⟨d f⟩ ⟨d g⟩ ⟨e g⟩ [d f ] [d g]− 506 ⟨a f⟩ ⟨b d⟩ ⟨e d⟩ ⟨e g⟩ [b d] [e d]
− 180 ⟨a d⟩ ⟨b d⟩ ⟨e f⟩ ⟨e g⟩ [b d] [e d]− 491 ⟨a f⟩ ⟨b e⟩ ⟨e d⟩ ⟨e g⟩ [b e] [e d]
+ 334 ⟨a d⟩ ⟨b e⟩ ⟨e f⟩ ⟨e g⟩ [b e] [e d] + 832 ⟨a f⟩ ⟨b f⟩ ⟨e d⟩ ⟨e g⟩ [b f ] [e d] (4.103)
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and

G4
7:4 =32 ⟨a f⟩ ⟨d f⟩ ⟨d g⟩ ⟨e g⟩ [d f ] [d g]− 506 ⟨a f⟩ ⟨b d⟩ ⟨e d⟩ ⟨e g⟩ [b d] [e d]

− 180 ⟨a d⟩ ⟨b d⟩ ⟨e f⟩ ⟨e g⟩ [b d] [e d]− 491 ⟨a f⟩ ⟨b e⟩ ⟨e d⟩ ⟨e g⟩ [b e] [e d]
+ 334 ⟨a d⟩ ⟨b e⟩ ⟨e f⟩ ⟨e g⟩ [b e] [e d] + 832 ⟨a f⟩ ⟨b f⟩ ⟨e d⟩ ⟨e g⟩ [b f ] [e d]
+ 6 ⟨a f⟩ ⟨b d⟩ ⟨e f⟩ ⟨e g⟩ [b f ] [e d] + 54 ⟨a f⟩ ⟨b d⟩ ⟨e g⟩2 [b g] [e d]
− 203 ⟨a e⟩ ⟨c g⟩ ⟨e d⟩ ⟨e f⟩ [c e] [e d]− 87 ⟨a d⟩ ⟨c e⟩ ⟨e f⟩ ⟨e g⟩ [c e] [e d]
− 199 ⟨a f⟩ ⟨c g⟩ ⟨e d⟩ ⟨e f⟩ [c f ] [e d] + 167 ⟨a d⟩ ⟨c g⟩ ⟨e f⟩2 [c f ] [e d]
+ 40 ⟨a f⟩ ⟨c f⟩ ⟨e d⟩ ⟨e g⟩ [c f ] [e d]− 24 ⟨a f⟩ ⟨c d⟩ ⟨e f⟩ ⟨e g⟩ [c f ] [e d]
− 668 ⟨a d⟩ ⟨c g⟩ ⟨e f⟩ ⟨e g⟩ [c g] [e d] + 24 ⟨a f⟩ ⟨c d⟩ ⟨e g⟩2 [c g] [e d]
+ 48 ⟨a d⟩ ⟨d f⟩ ⟨e f⟩ ⟨e g⟩ [d f ] [e d] + 48 ⟨a f⟩ ⟨d g⟩ ⟨e d⟩ ⟨e g⟩ [d g] [e d]
− 48 ⟨a d⟩ ⟨d f⟩ ⟨e g⟩2 [d g] [e d] + 16 ⟨a g⟩ ⟨e d⟩2 ⟨e f⟩ [e d]2

− 192 ⟨a f⟩ ⟨e d⟩2 ⟨e g⟩ [e d]2 + 89 ⟨a d⟩ ⟨e d⟩ ⟨e f⟩ ⟨e g⟩ [e d]2

− 682 ⟨a f⟩ ⟨b f⟩ ⟨e d⟩ ⟨e g⟩ [b d] [e f ]− 764 ⟨a f⟩ ⟨b d⟩ ⟨e f⟩ ⟨e g⟩ [b d] [e f ]
− 70 ⟨a f⟩ ⟨b e⟩ ⟨e f⟩ ⟨e g⟩ [b e] [e f ] + 78 ⟨a f⟩ ⟨b f⟩ ⟨e f⟩ ⟨e g⟩ [b f ] [e f ]
− 658 ⟨a f⟩ ⟨b f⟩ ⟨e g⟩2 [b g] [e f ] + 32 ⟨a d⟩ ⟨c g⟩ ⟨e f⟩2 [c d] [e f ]
+ 32 ⟨a f⟩ ⟨c f⟩ ⟨e d⟩ ⟨e g⟩ [c d] [e f ]− 48 ⟨a f⟩ ⟨c d⟩ ⟨e f⟩ ⟨e g⟩ [c d] [e f ]
+ 195 ⟨a e⟩ ⟨c g⟩ ⟨e f⟩2 [c e] [e f ]− 740 ⟨a f⟩ ⟨c g⟩ ⟨e f⟩ ⟨e g⟩ [c g] [e f ]
+ 160 ⟨a f⟩ ⟨c f⟩ ⟨e g⟩2 [c g] [e f ]− 24 ⟨a f⟩ ⟨d g⟩ ⟨e f⟩2 [d f ] [e f ]
− 24 ⟨a f⟩ ⟨d g⟩ ⟨e f⟩ ⟨e g⟩ [d g] [e f ]− 87 ⟨a d⟩ ⟨e f⟩2 ⟨e g⟩ [e d] [e f ]
− 740 ⟨a f⟩ ⟨b d⟩ ⟨e g⟩2 [b d] [e g]− 70 ⟨a f⟩ ⟨b e⟩ ⟨e g⟩2 [b e] [e g]
+ 736 ⟨a f⟩ ⟨b f⟩ ⟨e g⟩2 [b f ] [e g]− 601 ⟨a f⟩ ⟨c g⟩ ⟨e d⟩ ⟨e g⟩ [c d] [e g]
+ 1269 ⟨a d⟩ ⟨c g⟩ ⟨e f⟩ ⟨e g⟩ [c d] [e g]− 24 ⟨a f⟩ ⟨c d⟩ ⟨e g⟩2 [c d] [e g]
+ 1175 ⟨a e⟩ ⟨c g⟩ ⟨e f⟩ ⟨e g⟩ [c e] [e g] + 692 ⟨a f⟩ ⟨c g⟩ ⟨e f⟩ ⟨e g⟩ [c f ] [e g]
− 112 ⟨a f⟩ ⟨c f⟩ ⟨e g⟩2 [c f ] [e g]− 87 ⟨a d⟩ ⟨e f⟩ ⟨e g⟩2 [e d] [e g]
+ 32 ⟨a f⟩ ⟨d f⟩ ⟨e g⟩ ⟨f g⟩ [d f ] [f g]− 48 ⟨a f⟩ ⟨e g⟩2 ⟨f g⟩ [e g] [f g] . (4.104)

4.5.9 R7:1,1

The first new exclusively U(Nc) partial amplitude to be calculated is R7:1,1. Although

it is a structure not present in the SU(Nc) theory, we chose to reference it in the

statement of the R7:3 rational piece because it is the simpler of the two structures. As
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with the other partial amplitudes, the result produced by augmented recursion was

analytic, but not very compact. Simplifying manipulations were therefore carried out,

with details in Chapter 6, yielding the form:

R7:1,1(a; b; c, d, e, f, g) =
∑
P7:1,1

B7:1,1(a, b, c, d, e, f, g), (4.105)

with a basis function

B7:1,1(a, b, c, d, e, f, g) =B
(tt)
7:1,1(a, b, c, d, e, f, g) +B

(ts)
7:1,1(a, b, c, d, e, f, g)

+B
(s)
7:1,1(a, b, c, d, e, f, g) (4.106)

containing the structures

B
(tt)
7:1,1(a, b, c, d, e, f, g) =

i

taef tbcd

G1
7:1,1

⟨a e⟩ ⟨a f⟩ ⟨a g⟩ ⟨b c⟩ ⟨c d⟩ ⟨e f⟩

+
i

taef tbcd

[a|kef |b⟩[g|kbcd|d⟩ [a e] [b d]
⟨b c⟩ ⟨b d⟩ ⟨c d⟩ ⟨e f⟩ ⟨f g⟩ , (4.107)

B
(ts)
7:1,1(a, b, c, d, e, f, g) =

i

taef

G2
7:1,1

⟨a e⟩ ⟨a f⟩ ⟨a g⟩ ⟨b c⟩ ⟨b d⟩ ⟨b g⟩
1

⟨c d⟩ ⟨c g⟩ ⟨e f⟩ ⟨f g⟩
(4.108)

and

B
(s)
711(a, b, c, d, e, f, g) =

G3
7:1,1 +G4

7:1,1 +G5
7:1,1

⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g c⟩
1

⟨b c⟩ ⟨b d⟩
1

⟨a e⟩ ⟨a f⟩ . (4.109)

The numerators are

G1
7:1,1 = −[b|kbcd|a⟩[d|kbcd|a⟩[g|kbcd|e⟩ [a e]

− [e|kbcd|g⟩sag ⟨a e⟩ [b g] [d g] , (4.110)
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G2
7:1,1 = −[a|kaef |a⟩[b|kbcd|a⟩[d|kbcd|c⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩

+ [b|kbcd|a⟩[d|kaef |a⟩ ⟨b d⟩ ⟨b g⟩ ⟨c e⟩ ⟨f g⟩ [a e]
+ [a|kaef |b⟩[f |kaef |d⟩ ⟨a f⟩ ⟨a g⟩ ⟨b g⟩ ⟨c f⟩ [b d]
+ [b|kbcd|a⟩ ⟨a f⟩ ⟨b c⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩ [a f ] [b d]
+ [a|kaef |b⟩[f |kaef |g⟩ ⟨a f⟩ ⟨a g⟩ ⟨b c⟩ ⟨f g⟩ [b g]
+ [d|kaef |a⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨c g⟩ ⟨f g⟩ [a g] [b g]
+ ⟨a e⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨c g⟩ ⟨f g⟩ [a g] [b g] [d e]
+ [b|kaef |c⟩ ⟨a f⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩ [a g] [d f ]
+ [a|kaef |c⟩[f |kaef |b⟩ ⟨a f⟩ ⟨a g⟩ ⟨d g⟩ ⟨f g⟩ [d g]
− [a|kaef |b⟩[f |kaef |c⟩ ⟨a f⟩ ⟨a g⟩ ⟨d g⟩ ⟨f g⟩ [d g]
− [b|kbcd|a⟩ ⟨a e⟩ ⟨b d⟩ ⟨b g⟩ ⟨c g⟩ ⟨f g⟩ [a e] [d g]
+ ⟨a f⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨c d⟩ ⟨f g⟩ [a g] [b d] [f d]

+ ⟨a f⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨c d⟩ ⟨f g⟩ [a d] [b d] [f g]

+ [a|kaef |d⟩[f |kaef |c⟩ ⟨a f⟩ ⟨a g⟩ ⟨b g⟩ ⟨f g⟩ [g d]
− [a|kaef |c⟩[f |kaef |d⟩ ⟨a f⟩ ⟨a g⟩ ⟨b g⟩ ⟨f g⟩ [g d]
+ [f |kaef |c⟩ ⟨a f⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩ [a b] [g d] , (4.111)
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G3
7:1,1 =

123

10
⟨a c⟩ ⟨a d⟩ ⟨b e⟩ ⟨b f⟩ [a b]2 + 27

10
⟨a b⟩ ⟨a e⟩ ⟨b c⟩ ⟨d f⟩ [a b]2

− 11

5
⟨a b⟩ ⟨a d⟩ ⟨b c⟩ ⟨e f⟩ [a b]2 − 3

2
⟨a c⟩2 ⟨b e⟩ ⟨d f⟩ [a b] [a c]

− 3

2
⟨a c⟩ ⟨a d⟩ ⟨b c⟩ ⟨e f⟩ [a b] [a c]− 17

2
⟨a c⟩2 ⟨b d⟩ ⟨e f⟩ [a b] [a c]

+
29

2
⟨a c⟩ ⟨a d⟩ ⟨b e⟩ ⟨d f⟩ [a b] [a d]− 7

2
⟨a c⟩ ⟨a d⟩ ⟨b d⟩ ⟨e f⟩ [a b] [a d]

+
29

2
⟨a c⟩ ⟨a d⟩ ⟨b e⟩ ⟨e f⟩ [a b] [a e]− 9

2
⟨a c⟩ ⟨a e⟩ ⟨b f⟩ ⟨d f⟩ [a b] [a f ]

− 84

5
⟨a b⟩ ⟨b d⟩ ⟨c e⟩ ⟨c f⟩ [a b] [b c] + 9

5
⟨a b⟩ ⟨b c⟩ ⟨c f⟩ ⟨d e⟩ [a b] [b c]

+
21

2
⟨a b⟩ ⟨b c⟩ ⟨c e⟩ ⟨d f⟩ [a b] [b c]− 29

2
⟨a b⟩ ⟨c d⟩ ⟨c e⟩ ⟨c f⟩ [a c] [b c]

− 15

2
⟨a b⟩ ⟨c d⟩ ⟨c e⟩ ⟨e f⟩ [a e] [b c] + 51

2
⟨a b⟩ ⟨b d⟩ ⟨c e⟩ ⟨d f⟩ [a b] [b d]

− 33

2
⟨a b⟩ ⟨b c⟩ ⟨d e⟩ ⟨d f⟩ [a b] [b d] + 33

2
⟨a b⟩ ⟨c d⟩ ⟨d e⟩ ⟨d f⟩ [a d] [b d]

− 39

2
⟨a b⟩ ⟨c d⟩ ⟨d f⟩ ⟨e f⟩ [a f ] [b d]− 33

2
⟨a b⟩ ⟨c d⟩ ⟨d f⟩ ⟨e g⟩ [a g] [b d]

− 11

5
⟨a b⟩ ⟨b e⟩ ⟨c e⟩ ⟨d f⟩ [a b] [b e] + 36

5
⟨a b⟩ ⟨b d⟩ ⟨c e⟩ ⟨e f⟩ [a b] [b e]

+
19

5
⟨a b⟩ ⟨b c⟩ ⟨d e⟩ ⟨e f⟩ [a b] [b e]− 9

2
⟨a c⟩ ⟨b d⟩ ⟨c e⟩ ⟨e f⟩ [a c] [b e]

− 9

2
⟨a c⟩ ⟨b d⟩ ⟨d e⟩ ⟨e f⟩ [a d] [b e] + 47

2
⟨a b⟩ ⟨c e⟩ ⟨d e⟩ ⟨f g⟩ [a g] [b e]

+
19

5
⟨a b⟩ ⟨b e⟩ ⟨c f⟩ ⟨d f⟩ [a b] [b f ]− 9

2
⟨a c⟩ ⟨b d⟩ ⟨d f⟩ ⟨e f⟩ [a d] [b f ]

+
29

2
⟨a b⟩ ⟨c e⟩ ⟨d f⟩ ⟨f g⟩ [a g] [b f ]− 11

5
⟨a b⟩ ⟨b e⟩ ⟨c f⟩ ⟨d g⟩ [a b] [b g]

+
29

2
⟨a b⟩ ⟨c e⟩ ⟨d g⟩ ⟨f g⟩ [a g] [b g] + 3

2
⟨a c⟩ ⟨b d⟩ ⟨c f⟩ ⟨d e⟩ [a b] [c d]

− 21

2
⟨a c⟩ ⟨b c⟩ ⟨d e⟩ ⟨d f⟩ [a b] [c d]− 3

2
⟨a c⟩ ⟨b d⟩ ⟨c f⟩ ⟨e f⟩ [a b] [c f ] , (4.112)
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G4
7:1,1 =16 ⟨a c⟩ ⟨a d⟩ ⟨b e⟩ ⟨c f⟩ [a b] [a c]− 6 ⟨a d⟩2 ⟨b c⟩ ⟨e f⟩ [a b] [a d]

+ 3 ⟨a d⟩2 ⟨c e⟩ ⟨c f⟩ [a c] [a d]− 3 ⟨a c⟩ ⟨a d⟩ ⟨c e⟩ ⟨d f⟩ [a c] [a d]
+ 6 ⟨a c⟩2 ⟨d e⟩ ⟨d f⟩ [a c] [a d] + 3 ⟨a c⟩ ⟨a d⟩ ⟨c d⟩ ⟨e f⟩ [a c] [a d]
− 6 ⟨a d⟩2 ⟨c e⟩ ⟨d f⟩ [a d]2 + 6 ⟨a c⟩ ⟨a d⟩ ⟨d e⟩ ⟨d f⟩ [a d]2

+ 6 ⟨a d⟩2 ⟨c d⟩ ⟨e f⟩ [a d]2 − 9 ⟨a c⟩ ⟨a e⟩ ⟨b e⟩ ⟨d f⟩ [a b] [a e]
+ 3 ⟨a d⟩ ⟨a e⟩ ⟨c e⟩ ⟨c f⟩ [a c] [a e]− 3 ⟨a c⟩ ⟨a e⟩ ⟨c e⟩ ⟨d f⟩ [a c] [a e]
+ 3 ⟨a c⟩ ⟨a d⟩ ⟨c e⟩ ⟨e f⟩ [a c] [a e]− 3 ⟨a c⟩2 ⟨d e⟩ ⟨e f⟩ [a c] [a e]
− 6 ⟨a d⟩ ⟨a e⟩ ⟨c e⟩ ⟨d f⟩ [a d] [a e] + 6 ⟨a c⟩ ⟨a e⟩ ⟨d e⟩ ⟨d f⟩ [a d] [a e]
+ 6 ⟨a d⟩2 ⟨c e⟩ ⟨e f⟩ [a d] [a e]− 6 ⟨a c⟩ ⟨a d⟩ ⟨d e⟩ ⟨e f⟩ [a d] [a e]
+ 3 ⟨a d⟩ ⟨a e⟩ ⟨c f⟩2 [a c] [a f ]− 3 ⟨a c⟩ ⟨a e⟩ ⟨c f⟩ ⟨d f⟩ [a c] [a f ]
− 4 ⟨a b⟩ ⟨c d⟩ ⟨c f⟩ ⟨d e⟩ [a d] [b c] + 6 ⟨a b⟩ ⟨c e⟩ ⟨c f⟩ ⟨d f⟩ [a f ] [b c]
+ 4 ⟨a b⟩ ⟨c d⟩ ⟨c f⟩ ⟨e f⟩ [a f ] [b c] + 4 ⟨a b⟩ ⟨c d⟩ ⟨c g⟩ ⟨e f⟩ [a g] [b c]
− 18 ⟨a b⟩ ⟨b d⟩ ⟨c f⟩ ⟨d e⟩ [a b] [b d] + 6 ⟨a c⟩ ⟨b d⟩ ⟨c f⟩ ⟨d e⟩ [a c] [b d]
− 3 ⟨a c⟩ ⟨b d⟩ ⟨c e⟩ ⟨d f⟩ [a c] [b d]− 3 ⟨a c⟩ ⟨b d⟩ ⟨d e⟩ ⟨d f⟩ [a d] [b d]
+ 6 ⟨a b⟩ ⟨c d⟩ ⟨d e⟩ ⟨e f⟩ [a e] [b d] + 3 ⟨a b⟩ ⟨c e⟩ ⟨d f⟩2 [a f ] [b d]
− 3 ⟨a c⟩ ⟨b e⟩ ⟨d e⟩ ⟨e f⟩ [a e] [b e]− 6 ⟨a b⟩ ⟨c e⟩ ⟨d e⟩ ⟨e f⟩ [a e] [b e]
− 9 ⟨a b⟩ ⟨c e⟩ ⟨d f⟩ ⟨e f⟩ [a f ] [b e] + 6 ⟨a b⟩ ⟨c d⟩ ⟨e f⟩2 [a f ] [b e]
− 9 ⟨a b⟩ ⟨c e⟩ ⟨d f⟩ ⟨e g⟩ [a g] [b e] + 6 ⟨a b⟩ ⟨c d⟩ ⟨e f⟩ ⟨e g⟩ [a g] [b e] (4.113)
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and

G5
7:1,1 =7 ⟨a b⟩ ⟨b d⟩ ⟨c f⟩ ⟨e f⟩ [a b] [b f ]− 6 ⟨a c⟩ ⟨b d⟩ ⟨c f⟩ ⟨e f⟩ [a c] [b f ]

− 6 ⟨a b⟩ ⟨c f⟩ ⟨d f⟩ ⟨e f⟩ [a f ] [b f ]− 6 ⟨a b⟩ ⟨c f⟩ ⟨d f⟩ ⟨e g⟩ [a g] [b f ]
+ 12 ⟨a c⟩ ⟨b d⟩ ⟨c e⟩ ⟨d f⟩ [a b] [c d] + 6 ⟨a d⟩ ⟨c f⟩2 ⟨d e⟩ [a f ] [c d]
− 6 ⟨a c⟩ ⟨c g⟩ ⟨d e⟩ ⟨d f⟩ [a g] [c d]− 3 ⟨a c⟩ ⟨b c⟩ ⟨d e⟩ ⟨e f⟩ [a b] [c e]
− 3 ⟨a d⟩ ⟨c e⟩ ⟨c f⟩ ⟨d e⟩ [a d] [c e] + 3 ⟨a c⟩ ⟨c f⟩ ⟨d e⟩2 [a d] [c e]
+ 3 ⟨a d⟩ ⟨c e⟩2 ⟨d f⟩ [a d] [c e]− 3 ⟨a c⟩ ⟨c e⟩ ⟨d e⟩ ⟨d f⟩ [a d] [c e]
+ 3 ⟨a d⟩ ⟨c e⟩2 ⟨e f⟩ [a e] [c e]− 3 ⟨a c⟩ ⟨c e⟩ ⟨d e⟩ ⟨e f⟩ [a e] [c e]
+ 6 ⟨a c⟩ ⟨b e⟩ ⟨c f⟩ ⟨d f⟩ [a b] [c f ]− 6 ⟨a c⟩ ⟨c f⟩ ⟨d e⟩ ⟨d f⟩ [a d] [c f ]
+ 3 ⟨a d⟩ ⟨c e⟩ ⟨c f⟩ ⟨e f⟩ [a e] [c f ]− 3 ⟨a c⟩ ⟨c f⟩ ⟨d e⟩ ⟨e f⟩ [a e] [c f ]
− 3 ⟨a d⟩ ⟨c e⟩ ⟨c f⟩ ⟨c g⟩ [a c] [c g] + 3 ⟨a c⟩ ⟨c f⟩ ⟨c g⟩ ⟨d e⟩ [a c] [c g]
+ 6 ⟨a d⟩ ⟨c f⟩ ⟨c g⟩ ⟨d e⟩ [a d] [c g] + 9 ⟨a c⟩ ⟨b d⟩ ⟨d e⟩ ⟨e f⟩ [a b] [d e]
+ 3 ⟨a d⟩ ⟨c e⟩ ⟨c f⟩ ⟨d e⟩ [a c] [d e]− 3 ⟨a c⟩ ⟨c f⟩ ⟨d e⟩2 [a c] [d e]
+ 6 ⟨a c⟩ ⟨c e⟩ ⟨d e⟩ ⟨d f⟩ [a c] [d e]− 6 ⟨a d⟩ ⟨c f⟩ ⟨d e⟩2 [a d] [d e]
− 6 ⟨a e⟩ ⟨c d⟩ ⟨d e⟩ ⟨d f⟩ [a d] [d e] + 6 ⟨a d⟩ ⟨c e⟩ ⟨d e⟩ ⟨d f⟩ [a d] [d e]
+ 6 ⟨a c⟩ ⟨b e⟩ ⟨d f⟩2 [a b] [d f ] + 3 ⟨a d⟩ ⟨c e⟩ ⟨c f⟩ ⟨d f⟩ [a c] [d f ]
+ 9 ⟨a c⟩ ⟨c f⟩ ⟨d e⟩ ⟨d f⟩ [a c] [d f ]− 6 ⟨a d⟩ ⟨c f⟩ ⟨d e⟩ ⟨d f⟩ [a d] [d f ]
− 6 ⟨a e⟩ ⟨c d⟩ ⟨d f⟩2 [a d] [d f ] + 6 ⟨a d⟩ ⟨c e⟩ ⟨d f⟩2 [a d] [d f ]
+ 6 ⟨a e⟩ ⟨c f⟩ ⟨d e⟩ ⟨d f⟩ [a e] [d f ]− 6 ⟨a e⟩ ⟨c e⟩ ⟨d f⟩2 [a e] [d f ]
− 6 ⟨a d⟩ ⟨c f⟩ ⟨d e⟩ ⟨e f⟩ [a e] [d f ] + 6 ⟨a d⟩ ⟨c e⟩ ⟨d f⟩ ⟨e f⟩ [a e] [d f ] . (4.114)

4.5.10 R7:1,2

The second new exclusively U(Nc) rational piece can be expressed in terms of the new

SU(Nc) structures via a decoupling identity,

R7:1,2(a; b, c; d, e, f, g) =−R7:3(b, c; a, d, e, f, g)−R7:3(b, c; a, e, f, g, d)

−R7:3(b, c; a, f, g, d, e)−R7:3(b, c; a, g, d, e, f)

−R7:4(a, b, c; d, e, f, g)−R7:4(a, c, b; d, e, f, g)
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= −
∑

Z4(defg)

R7:3(b, c; a, d, e, f, g)−
∑

Z2(bc)

R7:4(a, b, c; d, e, f, g). (4.115)

4.5.11 R7:1,3

From the decoupling identity, the new U(Nc) rational piece R7:1,3 can be expressed

solely in terms of R7:4,

R7:1,3(a; b, c, d; e, f, g) =−R7:4(b, c, d; a, e, f, g)−R7:4(b, c, d; a, f, g, e)

−R7:4(b, c, d; a, g, e, f)−R7:4(e, f, g; a, b, c, d)

−R7:4(e, f, g; a, c, d, b)−R7:4(e, f, g; a, d, b, c)

= −
∑

Z3(efg)

R7:4(b, c, d; a, e, f, g)−
∑

Z3(bcd)

R7:4(e, f, g; a, b, c, d). (4.116)

4.5.12 R7:2,2

The final new SU(Nc) rational piece can be expressed in terms of the previous two

U(Nc) structures,

R7:2,2(a, b; c, d; e, f, g) =−R7:1,2(b; c, d; a, e, f, g)−R7:1,2(b; c, d; a, f, g, e)

−R7:1,2(b; c, d; a, g, e, f)−R7:1,3(b; a, c, d; e, f, g)

−R7:1,3(b; a, d, c; e, f, g)

= −
∑

Z3(efg)

R7:1,2(b; c, d; a, e, f, g)−
∑

Z2(cd)

R7:1,3(b; a, c, d; e, f, g). (4.117)
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4.5.13 R7:1B

Lastly is R7:1B, the SU(Nc) partial amplitude that appears with a single colour trace

and no factors of Nc in the colour decomposition. (This differs from R7:1, which ap-

pears multiplied by N2
c and a single trace.) The augmented recursion result calculated

here finds agreement with the n-point postulate in ref. [63]. We reconstruct a version

matching that form. The function has cyclic symmetry in the momenta, but unlike

other colour structures does not appear with an explicit P7:λ sum.

For compactness, the Parke–Taylor denominator is defined with

CPT (a, b, c, d, e, f, g) =
1

⟨a b⟩ ⟨b c⟩ ⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g a⟩ . (4.118)

Also useful is the epsilon function

ϵ(a, b, c, d) =[a|b|c|d|a⟩ − ⟨a|b|c|d|a]
= [a b] ⟨b c⟩ [c d] ⟨d a⟩ − ⟨a b⟩ [b c] ⟨c d⟩ [d a] , (4.119)

with a further compact notation

ϵ({a1, ..., ax}, b, c, {d1, ..., dy}) =
x∑

i=1

y∑
j=1

ϵ(ai, b, c, dj). (4.120)

With these identifications, the partial amplitude can be written in two pieces,

R7:1B(a, b, c, d, e, f, g) = RA
7:1B(a, b, c, d, e, f, g) +RB

7:1B(a, b, c, d, e, f, g), (4.121)

where

RA
7:1B(a, b, c, d, e, f, g) = −2iCPT (a, b, c, d, e, f, g)×(

ϵ({a, b, c}, d, f, g) + ϵ({a, b}, c, e, {f, g})

+ ϵ({a, b}, c, f, g) + ϵ(a, b, d, {e, f, g})

+ ϵ(a, b, e, {f, g}) + ϵ(a, b, f, g)
)

(4.122)
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and

RB
7:1B(a, b, c, d, e, f, g) =

+4i
(
CPT (a, b, c, e, f, d, g)ϵ({a, b, c}, e, d, g)− CPT (a, b, c, f, e, d, g)ϵ({a, b, c}, f, d, g)

+ CPT (a, b, c, f, d, e, g)ϵ({a, b, c}, f, e, g) + CPT (a, b, d, e, c, f, g)ϵ({a, b}, d, c, {f, g})
+ CPT (a, b, d, e, f, c, g)ϵ({a, b}, d, c, g)− CPT (a, b, e, d, c, f, g)ϵ({a, b}, e, c, {f, g})
− CPT (a, b, e, d, f, c, g)ϵ({a, b}, e, c, g)− CPT (a, b, e, f, d, c, g)ϵ({a, b}, e, c, g)
+ CPT (a, b, e, c, d, f, g)ϵ({a, b}, e, d, {f, g}) + CPT (a, b, e, c, f, d, g)ϵ({a, b}, e, d, g)
+ CPT (a, b, e, f, c, d, g)ϵ({a, b}, e, d, g) + CPT (a, b, f, e, d, c, g)ϵ({a, b}, f, c, g)
− CPT (a, b, f, c, e, d, g)ϵ({a, b}, f, d, g)− CPT (a, b, f, e, c, d, g)ϵ({a, b}, f, d, g)
+ CPT (a, b, f, c, d, e, g)ϵ({a, b}, f, e, g) + CPT (a, c, d, b, e, f, g)ϵ(a, c, b, {e, f, g})
+ CPT (a, c, d, e, b, f, g)ϵ(a, c, b, {f, g}) + CPT (a, c, d, e, f, b, g)ϵ(a, c, b, g)

− CPT (a, d, c, b, e, f, g)ϵ(a, d, b, {e, f, g})− CPT (a, d, c, e, b, f, g)ϵ(a, d, b, {f, g})
− CPT (a, d, e, c, b, f, g)ϵ(a, d, b, {f, g})− CPT (a, d, c, e, f, b, g)ϵ(a, d, b, g)

− CPT (a, d, e, c, f, b, g)ϵ(a, d, b, g)− CPT (a, d, e, f, c, b, g)ϵ(a, d, b, g)

+ CPT (a, d, b, c, e, f, g)ϵ(a, d, c, {e, f, g}) + CPT (a, d, b, e, c, f, g)ϵ(a, d, c, {f, g})
+ CPT (a, d, e, b, c, f, g)ϵ(a, d, c, {f, g}) + CPT (a, d, b, e, f, c, g)ϵ(a, d, c, g)

+ CPT (a, d, e, b, f, c, g)ϵ(a, d, c, g) + CPT (a, d, e, f, b, c, g)ϵ(a, d, c, g)

+ CPT (a, e, d, c, b, f, g)ϵ(a, e, b, {f, g}) + CPT (a, e, d, c, f, b, g)ϵ(a, e, b, g)

+ CPT (a, e, d, f, c, b, g)ϵ(a, e, b, g) + CPT (a, e, f, d, c, b, g)ϵ(a, e, b, g)

− CPT (a, e, b, d, c, f, g)ϵ(a, e, c, {f, g})− CPT (a, e, d, b, c, f, g)ϵ(a, e, c, {f, g})
− CPT (a, e, b, d, f, c, g)ϵ(a, e, c, g)− CPT (a, e, b, f, d, c, g)ϵ(a, e, c, g)

− CPT (a, e, d, b, f, c, g)ϵ(a, e, c, g)− CPT (a, e, d, f, b, c, g)ϵ(a, e, c, g)

− CPT (a, e, f, b, d, c, g)ϵ(a, e, c, g)− CPT (a, e, f, d, b, c, g)ϵ(a, e, c, g)

+ CPT (a, e, b, c, d, f, g)ϵ(a, e, d, {f, g}) + CPT (a, e, b, c, f, d, g)ϵ(a, e, d, g)

+ CPT (a, e, b, f, c, d, g)ϵ(a, e, d, g) + CPT (a, e, f, b, c, d, g)ϵ(a, e, d, g)

− CPT (a, f, e, d, c, b, g)ϵ(a, f, b, g) + CPT (a, f, b, e, d, c, g)ϵ(a, f, c, g)

+ CPT (a, f, e, b, d, c, g)ϵ(a, f, c, g) + CPT (a, f, e, d, b, c, g)ϵ(a, f, c, g)

− CPT (a, f, b, c, e, d, g)ϵ(a, f, d, g)− CPT (a, f, b, e, c, d, g)ϵ(a, f, d, g)

− CPT (a, f, e, b, c, d, g)ϵ(a, f, d, g) + CPT (a, f, b, c, d, e, g)ϵ(a, f, e, g)
)
. (4.123)
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4.6 Collinear Momentum Limits

As a final validity check on the results, collinear limits are tested.

Collinear limits are those where two momenta are taken to be collinear, meaning

that a → zK and b → (1−z)K. In this limit, we expect the amplitude to factorise into

splitting functions and lower-point amplitudes. This behaviour is a useful and common

test of the validity of newly derived amplitudes. For example, the process is shown

explicitly in [52], where it is applied to A
(2)
5:1(a

+, b+, c+, d+, e+).

In general, a two-loop amplitude factorises as [68]

A(2)
n (..., aλa , bλb , ...)

a||b−−→
∑
λ=±

(
Split

(0)
−λ(z; a

λa , bλb)A(2)
n−1(...,K

λ, ...)

+ Split
(1)
−λ(z; a

λa , bλb)A(1)
n−1(...,K

λ, ...)

+ Split
(2)
−λ(z; a

λa , bλb)A(0)
n−1(...,K

λ, ...)

)
. (4.124)

In our all-plus helicity case, the A(0)
n−1 tree amplitudes are vanishing, so we do not need

any two-loop splitting functions.

The validity of the epsilon and polylogarithmic structures have been previously con-

firmed, so let us focus only on the rational piece collinear limits. We will make use of

the splitting functions [68]

Split
(0)
+ (z; a+, b+) = 0,

Split
(0)
− (z; a+, b+) =

1√
z(1− z) ⟨a b⟩

(4.125)

and

Split
(0)
+ (z; a+, b+)|rat = −

√
z(1− z) [a b]

3 ⟨a b⟩2
,

Split
(0)
− (z; a+, b+)|rat =

√
z(1− z)

3 ⟨a b⟩ , (4.126)

where only the rational pieces have been kept in the one-loop functions.

Numerical evaluation shows that the augmented recursion results are consistent with
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the collinear limit relations:

A
(2)
7:1,1(a; b; c, d, e, f, g)

f ||g−−→ Split
(0)
− (z; f+, g+)A

(2)
6:1,1(a; b; c, d, e,K

−), (4.127)

A
(2)
7:1,1(a; b; c, d, e, f, g)

a||b−−→ 0,

A
(2)
7:1,1(a; b; c, d, e, f, g)

b||c−−→ 0,

A
(2)
7:1,1(a; b; c, d, e, f, g)

c||e−−→ 0, (4.128)

A
(2)
7:4(a, b, c; d, e, f, g)

a||b−−→Split
(0)
− (z; a+, b+)A

(2)
6:3(K

+, c; d, e, f, g)

+ Split
(1)
+ (z; a+, b+)A

(1)
6:3(K

−, c; d, e, f, g)

+ Split
(1)
− (z; a+, b+)A

(1)
6:3(K

+, c; d, e, f, g),

A
(2)
7:4(a, b, c; d, e, f, g)

f ||g−−→Split
(0)
− (z; f+, g+)A

(2)
6:4(a, b, c; d, e,K

+)

+ Split
(1)
+ (z; f+, g+)A

(1)
6:4(a, b, c; d, e,K

−)

+ Split
(1)
− (z; f+, g+)A

(1)
6:4(a, b, c; d, e,K

+) (4.129)

and

A
(2)
7:4(a, b, c; d, e, f, g)

c||d−−→ 0,

A
(2)
7:4(a, b, c; d, e, f, g)

d||f−−→ 0.

(4.130)

Checking these two partial amplitudes is sufficient, as A
(2)
7:1 and A

(2)
7:1B have been checked

previously. Together with the decoupling identities, this confirms the collinear structure

of the whole amplitude.

4.7 Conclusions

Using the techniques of four-dimensional unitarity cutting and augmented recursion,

we have obtained the two-loop seven gluon all-plus helicity Yang–Mills amplitude in a

compact, analytic form. By separating the procedure into two parts, by the type of

function involved, we have avoided the need for a more difficult D-dimensional unitarity

approach. Our method has only required evaluation of one-loop integrals, to obtain a
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two-loop result.

The final result for the amplitude is gauge invariant, as is required for its use in

experimentally testable observables. The technique of four-dimensional unitarity is

manifestly gauge invariant throughout, involving on-shell amplitudes which are them-

selves gauge invariant, as well as box integrals. Working in four dimensions allows the

spinor-helicity formalism to be used straightforwardly. Helicity considerations greatly

constrain the number of diagrams that contribute to the unitarity.

The BCFW recursion is also manifestly gauge invariant. The only ingredients are

gauge-invariant lower-point amplitudes. Although the process introduces a new refer-

ence momentum to allow the amplitude to be treated as a complex function, the result

is independent of this reference and it is not a gauge choice.

Some gauge dependence occurs in intermediate steps of the augmented recursion

portion. To ensure that both leading and sub-leading poles are accounted for, we carry

out explicit loop integrals involving currents. Internal off-shell legs are treated in the

spinor-helicity setup with an axial gauge formalism, which introduces a reference mo-

mentum gauge choice. Despite the individual contributions being gauge dependent, the

overall result is independent of the reference momentum, which is a powerful consis-

tency check. The particular choice of axial gauge for the gauge-dependent step is also

convenient because ghosts decouple from gluons in this gauge, meaning they did not

appear in our diagrams.

Our calculation finds agreement with two n-point conjectures, firstly for the two-

loop all-plus polylogarithmic piece P
(2)
n:λ(1

+, 2+, · · · , n+) [62], and also for the Nc-

independent single-trace rational piece R
(2)
n:B(1

+, 2+, · · · , n+) [63]. These were both

found by extrapolating from patterns in compact analytic amplitude expressions, demon-

strating the value of calculating such objects. With the seven-point amplitude now

available in a simple form, general expressions for other partial amplitudes may be-

come apparent.

This thesis continues with discussions of currents and their integration in Chapter 5

and amplitude reconstruction in Chapter 6. (Including the detailed procedure omitted

from this chapter.) The successful application of these techniques to the two-loop seven-

point amplitude identifies them as valuable tools in whichever amplitude calculation is

pursued next, be it of a different helicity choice, or a greater loop or gluon number.
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5.1 Introduction

BCFW recursion [19] allows an amplitude to be constructed from knowledge of its pole

structure. At tree level, diagrams showing factorisation into two amplitudes connected

by the desired propagator suffice to capture all pole information. However at loop

level, the possibility of non-simple (double etc.) poles means that factorisations are

not sufficient. They can provide all leading pole information, but pole-under-the-pole

behaviour is missed.

Augmented recursion [52] was devised to overcome this limitation. New diagrams,

featuring loop integrals involving currents, are introduced to the procedure. Contained

is both the leading and sub-leading pole information.

We illustrate this with an example from the recursion process for the seven-point

all-plus two-loop rational piece. Naively, we might draw factorisations involving two

one-loop amplitudes such as

R
(1)
3 (a, b, k−)− i

sab
−R

(1)
6 (k+, c, d, e, f, g), (5.1)

as shown in Figure 4.5 on page 92, and conclude that we have identified the pole

structure. However, this only contains 1/s2ab terms.

Instead, we can draw

−R
(0)
3 (β−, b, l+)− i

l2
−R

(0)
3 (l−, a, α+)− i

α2
− τ

(1)
7 (α−, β+, c, d, e, f, g)− i

β2
− (5.2)

as depicted in Figure 4.6 on page 92.

It is easy to see that part of the domain of this loop integration corresponds to the

previous diagram. However, the rest of the integration contains extra information,

including terms with sub-leading 1/sab poles that are required for the recursion.

In the following sections, we will discuss the derivation of currents and present a new,

more intuitive perspective. We will derive the currents necessary for the calculation
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of the seven-point amplitude in Chapter 4. Finally, we will consider the integration of

current diagrams to obtain the contributions to the augmented recursion procedure.

5.2 Deriving Currents

Currents are similar structures to amplitudes, but where external momenta are allowed

to be off-shell. For our purposes, we are interested in doubly off-shell currents for use

in augmented recursion diagrams.

In the spinor-helicity formalism, we can represent null momenta pµi with spinors λiλ̃i,

which automatically encode the on-shell condition p2i = ⟨i i⟩ = [i i] = 0. Off-shell mo-

mentum requires a different treatment, for which we use the axial gauge formalism

[66, 41, 67]. A null reference momentum q is introduced, so that any non-null momen-

tum K can be represented as a sum of a null momentum K♭ and a piece proportional

to q. Momentum K is said to be “nullified” according to

K♭ = K − K2

[q|K|q⟩q, (5.3)

where (K♭)2 = 0, q2 = 0 and K2 ̸= 0. The spinors relating to K♭ = λK λ̃K can be

written

λK = K|q],

λ̃K =
K|q⟩

[q|K|q⟩ . (5.4)

We note that a superscript (♭) will be used to denote the nullified form of off-shell

momenta when they appear in our calculations. However, spinor labels will not use

these superscripts as there is no ambiguity – spinors are on-shell objects and any spinor

we use could be considered to be nullified.

As such, an easy algebraic mistake to make would be to incorrectly apply the relation

[b a] ⟨a c⟩ = [b|a|c⟩, (5.5)

which applies for null momenta {a, b, c}, to a case involving non-null momenta. In the

case of non-null K, the equivalent expression is

[bK] ⟨K c⟩ = [b|K♭|c⟩ = [b|K|c⟩ −K2 [b|q|c⟩
[q|K|q⟩ . (5.6)
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5.2 Deriving Currents

The extra term resulting from a non-null momentum often appears in manipulations

involving currents, so should be treated with care.

It will be helpful to use axial gauge forms for the three-point tree amplitudes, incor-

porating the reference momentum q [67],

A
(0)
3,q(a

−, b+, c+) = −i
[b c] ⟨a q⟩2
⟨b q⟩ ⟨c q⟩ ,

A
(0)
3,q(a

+, b−, c−) = i
⟨b c⟩ [a q]2
[b q] [c q]

, (5.7)

as these can simplify expressions involving nullified momenta. In an object such as

[a|K|q⟩, the term needed to nullify K vanishes and we can interchange [a|K|q⟩ =

[a|K♭|q⟩ whenever that aids manipulation.

We do not need to derive the entire current, because only those terms with poles

in relevant momenta contribute to the recursion process. Therefore we can derive a

simpler “good enough” current approximation that contains only necessary structures.

Two conditions on these structures have been identified previously, which allow them

to be generated [52, 70]. For a current with legs {α, β} that are in general off-shell, we

have the rules:

(C1) The current must reproduce the leading sαβ singularities as sαβ → 0, for any

choices of momenta {α, β} with α2, β2 ̸= 0.

(C2) The current must reproduce the appropriate amplitude when α2, β2 → 0 and

sαβ takes a general value (which can be sαβ ̸= 0).

By following these rules, the terms involving poles in sαβ are specified, but various

other contributions can be omitted.

In the recursion procedure, the sαβ become sαβ = sab = ⟨a b⟩ [b a] and we consider

residues of the pole introduced by shifting momenta in ⟨a b⟩. Therefore we are justified
in only deriving τ

(1)
n (α, · · · , β, · · · ), where the full current,

τ (1),fulln (α, · · · , β, · · · ) = τ (1)n (α, · · · , β, · · · ) +O(s0αβ), (5.8)

contains additional pieces that have no bearing on the augmented recursion procedure.
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5.2.1 Note about poles

The following current derivation requires that the rules C1 and C2 refer to sαβ as the

structure that leads to poles. Although ⟨αβ⟩ or [αβ] may also be present, treating

these as also equivalent to poles would be erroneous.

Expanding sαβ for general off-shell α, β, we obtain

sαβ = (α+ β)2 =

(
α♭ +

α2

2α · q q + β♭ +
β2

2β · q q
)2

= ⟨αβ⟩ [β α] +

(
α2

2α · q +
β2

2β · q

)
2q · (α+ β), (5.9)

where α♭, β♭ are null, q is a suitable (i.e. not a function of {α, β}) null reference

momentum and we interpret all momenta in spinor products as referring to the nullified

versions.

Crucially, the condition α2, β2 ̸= 0 (appearing in C1) means that ⟨αβ⟩ [αβ] must

remain non-zero when sαβ → 0. In other words, 1/ ⟨αβ⟩ , 1/ [αβ] factors do not become

poles in the limit where 1/sαβ diverges and can safely be treated as finite throughout

the derivation.

In the following sections, denominator factors of sαβ will be referred to as “poles”.

Strictly speaking, this is a shorthand for “the structure that leads to poles”, because

the complex shift of the recursion process has not yet been applied. Anticipating how

the various current structures will contribute to the recursion step, or not, allows effort

to be devoted to only developing the pieces that will survive into the result.

5.2.2 A systematic method

Existing literature does not tend to present an intuitive procedure for deriving currents.

We present a new systematic approach to derive the “good enough” current satisfying

C1 and C2:

1. Start by writing the “good enough” current as

τ (1)n (α, β, · · · ) = A(1)
n |α2,β2=0(α, β, · · · ) +O(α2, β2),

where A
(1)
n |α2,β2=0 represents the amplitude A

(1)
n , with nullified α♭ and β♭ as

arguments. Any instances of sαβ have been replaced by ⟨αβ⟩ [β α].
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5.2 Deriving Currents

The justification for this step is that it is clear that a current must contain some version

of the corresponding amplitude, extended for off-shell legs. This is encoded in condition

C2. It is also required that only the amplitude remains when α and β go on-shell, so

the extension must be of O(α2, β2). However, there is ambiguity about how to adapt an

on-shell amplitude to off-shell momenta. Where spinors appear, they can only refer to

null momenta, but where momenta themselves appear (eg. in [a|b|c⟩ or sab = (a+ b)2)

a choice must be made whether these should be replaced by the full off-shell or nullified

momenta.

We choose to interpret all occurrences of the momentum to be taken off-shell inside

the amplitude as being the nullified form, including when the momentum itself appears.

By doing this, any apparent s-pole of α and β will appear as

sα♭β♭ = (α♭ + β♭)2 = ⟨αβ⟩ [β α] , (5.10)

which does not contribute a pole for the purposes of our derivation. (Our poles are sαβ

only, where (α♭ + β♭)2 ̸= sαβ for general α2, β2 ̸= 0.)

Therefore we have satisfied C2 – the current will reduce to the regular on-shell am-

plitude when all momenta are on-shell. We have also avoided introducing any sαβ

singularities in the α2, β2 ̸= 0 case, so have had no impact on C1.

2. Add the leading singularities to the current. These are given by all the lower-

point amplitude factorisations where the propagator is sαβ. In this case, it

is the full off-shell sαβ that should be written. We denote the contribution

τ
(1)
LS .

This satisfies condition C1 straightforwardly. Because we avoided including singularities

in step 1, there is no risk of double counting. The only issue left to correct is that C2 no

longer holds, because τ
(1)
LS gives some extra contribution to the current in the α2, β2 → 0

limit.

3. Subtract the piece τ
(1)
LS |α2,β2=0, which represents the leading singularity terms

with off-shell momenta replaced by the nullified forms α → α♭ and β → β♭.

(In particular, sαβ → ⟨αβ⟩ [β α].)
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5 Currents and their Integration

Doing so cancels those unwanted contributions when α2, β2 → 0 (because τ
(1)
LS and

τ
(1)
LS |α2,β2=0 are equivalent in that limit), meaning that C2 holds once again. The

subtraction does not contain any sαβ singularities, by construction, so C1 continues to

hold.

Recalling equation 5.10, we see that

τ
(1)
LS − τ

(1)
LS |α2,β2=0 ∈ O(α2, β2) (5.11)

is required in order for the derivation to be consistent. Indeed, algebraic manipulation

of the difference gives the identity

τ
(1)
LS − τ

(1)
LS |α2,β2=0 ∝

1

sαβ
− 1

⟨αβ⟩ [β α]
= −

(
α2

2α · q +
β2

2β · q

)
2k · q

sαβ ⟨αβ⟩ [β α]
, (5.12)

where k = α+ β. As expected, the structure is explicitly O(α2, β2), providing a 1/sαβ

pole contribution only when α2, β2 ̸= 0.

4. Identifying the O(α2, β2) piece of step 1 with τ
(1)
LS − τ

(1)
LS |α2,β2=0, the entire

“good enough” current, satisfying both conditions C1 and C2, can be written

as

τ (1)n (α, β, · · · ) = A(1)
n |α2,β2=0(α, β, · · · ) + τ

(1)
LS − τ

(1)
LS |α2,β2=0. (5.13)

In this form, writing down a current is a straightforward algorithmic procedure, assum-

ing the relevant amplitudes are known.

5.3 The Two-Loop Five-Point Current

We will illustrate our derivation method by re-deriving the one-loop five-point single-

minus current τ
(1)
5:1 (α

−, β+, a+, b+, c+), used in the calculation of the two-loop all-plus

amplitude [52].

To match the notation used in that original derivation, the off-shell legs {α, β} are

chosen such that α+ β = d+ e. Therefore the poles of interest to augmented recursion

are those in ⟨d e⟩ in this example, which will become relevant when simplifying the

result.
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5.3.1 Previous result

The current in question was previously presented in [52], following significant algebra,

as

τ
(1)
5:1 (α

−, β+, a+, b+, c+) =

Fdp

[
1 + sαβ

(
[q c]

[a c] [q|Pαβ|a⟩
+

[a|q|b⟩
[q|Pαβ|q⟩[a|c|b⟩

+
[c|q|b⟩

[q|Pαβ|q⟩[c|a|b⟩

)]
+

i

3 ⟨a b⟩2
⟨α q⟩2

⟨β q⟩2
[⟨d a⟩ [a|β|b⟩

⟨b c⟩ ⟨c d⟩ +
⟨a c⟩ [b c]
⟨b c⟩2

(
[q|Pαβ|b⟩3
[q|Pαβ|q⟩3

⟨q a⟩ ⟨q d⟩ [q|α|q⟩
⟨d a⟩ [q|Pαβ|a⟩

− 3
⟨q b⟩ [q|Pαβ|b⟩2[q|β|q⟩
[q|Pαβ|q⟩2[q|Pαβ|a⟩

)]
+ Fsb +

i

3 ⟨a b⟩2

(
− [β c]2 [q c]

[c α] [α q]
+ [c|q|α⟩([c β] [β q] [k q] + [β q]2 [c k])

[α q] [k q] 2k · q

)
, (5.14)

where k = Pαβ = α+ β. The pieces written as

Fdp =
i

3

⟨α q⟩2

⟨β q⟩2
⟨q|αβ|q⟩

sαβ

⟨c a⟩ [a c]3
⟨a b⟩ ⟨b c⟩ [c|Pαβ|q⟩[a|Pαβ|q⟩

(5.15)

and

Fsb = − i

3

⟨αk⟩ [β q]2

[α q] [k q]

1

sαβ

[c k]2

⟨a b⟩2
(5.16)

come from leading pole factorisations in that derivation and will also appear in our new

derivation.

5.3.2 New derivation

Following the steps outlined earlier, we first write down the appropriate amplitude,

A
(1)
5:1(α

−, β+, a+, b+, c+) =
i

3

1

⟨a b⟩2

[
− [β c]3

[αβ] [c α]
+

⟨α b⟩3 ⟨a c⟩ [b c]
⟨αβ⟩ ⟨β a⟩ ⟨b c⟩2

+
⟨αa⟩3 [a β] ⟨b β⟩
⟨α c⟩ ⟨b c⟩ ⟨a β⟩2

]
.

(5.17)

This contains no sαβ, so can be included in the current as it is, therefore satisfying C2

without affecting C1.

Now consider the leading sαβ poles when α2, β2 ̸= 0. These are given in full by the

factorisations involving an sαβ propagator. Labelling according to the previous scheme,
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the factorisations we find are

Fdp = A
(0)
3,q(α

+,−k+αβ, β
−)

i

sαβ
A

(1)
4 (k−αβ, a

+, b+, c+),

Fsb = A
(0)
3,q(α

+,−k−αβ, β
−)

i

sαβ
A

(1)
4 (k+αβ, a

+, b+, c+), (5.18)

which differ only by the helicity assignment on the propagator. No further sαβ pole

factorisations can be found.

Subtract the piece with sαβ replaced by ⟨αβ⟩ [αβ] to obtain the O(α2, β2) contribu-

tion. Explicitly,

τ
(1)
5:1 |O(α2,β2) =

i

3

⟨α q⟩2

⟨β q⟩2
⟨q|αβ|q⟩

(
1

sαβ
− 1

⟨αβ⟩ [β α]

) ⟨c a⟩ [a c]3
⟨a b⟩ ⟨b c⟩ [c|Pαβ|q⟩[a|Pαβ|q⟩

− i

3

⟨αk⟩ [β q]2

[α q] [k q]

(
1

sαβ
− 1

⟨αβ⟩ [β α]

)
[c k]2

⟨a b⟩2
. (5.19)

Hence, the total current is

τ
(1)
5:1 (α

−, β+, a+, b+, c+) = A
(1)
5:1 + (Fdp + Fsb)

(
1− sαβ

⟨αβ⟩ [β α]

)
, (5.20)

or, in full,

τ
(1)
5:1 (α

−, β+, a+, b+, c+) =
i

3

1

⟨a b⟩2

[
− [β c]3

[αβ] [c α]
+

⟨α b⟩3 ⟨a c⟩ [b c]
⟨αβ⟩ ⟨β a⟩ ⟨b c⟩2

+
⟨αa⟩3 [a β] ⟨b β⟩
⟨α c⟩ ⟨b c⟩ ⟨a β⟩2

]

+
i

3

⟨α q⟩2

⟨β q⟩2
⟨q|αβ|q⟩

(
1

sαβ
− 1

⟨αβ⟩ [β α]

) ⟨c a⟩ [a c]3
⟨a b⟩ ⟨b c⟩ [c|Pαβ|q⟩[a|Pαβ|q⟩

− i

3

⟨αk⟩ [β q]2

[α q] [k q]

(
1

sαβ
− 1

⟨αβ⟩ [β α]

)
[c k]2

⟨a b⟩2
. (5.21)

Note that some manipulations are needed before this current can be integrated, so we

have not avoided all the non-trivial steps of the earlier derivation. However, our method

follows a straightforward logic, which streamlines the derivation and makes errors less

likely to occur.

5.3.3 Checks with simplifying reference momentum

The current we have derived does not match the exact form of the previous result. This

is not unexpected, as the “good enough” current is defined up to some O(α2, β2) piece
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that does not contribute to the recursion process. Therefore to validate our derivation

process, we should perform manipulations to explicitly confirm that our current is the

same as the previous derivation to O(α2, β2). Some of these steps relate to the process

of preparing the current for integration, although others are added complexity that our

new method avoids.

As a first test, we choose a convenient reference momentum, q = λbλ̃c, that we expect

to lead to significant simplification. The old current reduces to

τ
(1),old
5:1 =Fdp +

i

3

1

⟨a b⟩2
⟨α b⟩2

⟨β b⟩2
⟨b d⟩ ⟨a c⟩ [c|α|b⟩

⟨d a⟩ ⟨b c⟩2

+
i

3

1

⟨a b⟩2
⟨α b⟩2

⟨β b⟩2
⟨d a⟩ [a|β|b⟩
⟨b c⟩ ⟨c d⟩ + Fsb. (5.22)

The new current becomes

τ
(1),new
5:1 =

i

3

1

⟨a b⟩2
⟨α b⟩3 [α c] ⟨a c⟩
⟨β b⟩ ⟨β a⟩ ⟨b c⟩2

+
i

3

1

⟨a b⟩2
⟨αa⟩3 [a β] ⟨b β⟩
⟨α c⟩ ⟨b c⟩ ⟨a β⟩2

+ Fdp + Fsb. (5.23)

Terms 1 and 7 in eq. 5.21 cancel to give no 1/ [αβ] piece in eq. 5.23. Terms 2 and 5 in

eq. 5.21 combine to form term 1 in eq. 5.23 and no 1/ ⟨αβ⟩ piece.
To prepare τ

(1),new
5:1 for integration:

• Multiply term 1 by ⟨β b⟩ ⟨αa⟩ top and bottom.

• Apply a Schouten identity to ⟨β b⟩ ⟨αa⟩ in the numerator, discarding the O(⟨αβ⟩)
piece.

• Multiply term 2 by ⟨β b⟩2 top and bottom.

• Apply a Schouten identity to ⟨β b⟩2 ⟨αa⟩2 in the numerator, discarding theO(⟨αβ⟩)
pieces.

• Apply the approximation

⟨X α⟩
⟨Y α⟩ =

⟨X α⟩ ⟨Y d⟩
⟨Y α⟩ ⟨Y d⟩ =

⟨X d⟩
⟨Y d⟩ +O(⟨αd⟩). (5.24)

• Discard pieces of O(⟨αd⟩). (These factors will integrate to ⟨d e⟩. In the derivation

of ref. [52], it is ⟨d e⟩ poles that are the target of recursion, which we copy here
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for the comparison. Therefore O(⟨d e⟩) terms do not give contributions and can

be discarded from the “good enough” current.)

Following these steps, we obtain an identical expression to τ
(1),old
5:1 , demonstrating the

required agreement for a specific choice of reference momentum.

5.3.4 Checks with a general reference momentum

Following the success with a specific reference momentum, we complete the comparison

by considering a general reference momentum. Again, consider the newly derived cur-

rent in eq. 5.21. This should match the older version in eq. 5.14 (once manipulations

to prepare for integration have been carried out).

Terms 4 and 6 in eq. 5.21 are already in a matching form, being Fdp and Fsb. We

now group terms in the new current by their 1/ ⟨αβ⟩ or 1/ [αβ] structures. It should be

possible to remove these factors by manipulation to obtain the form of the old current.

Piece with 1/ [αβ] factor

The new current contains the terms

Psb = Psb
1 + Psb

2 ≡ − i

3 ⟨a b⟩2
[β c]3

[αβ] [c α]
+

i

3 ⟨a b⟩2
⟨αk⟩ [β q]2

[α q] [k q]

[c k]2

⟨αβ⟩ [β α]
. (5.25)

Expand the first of these using

Psb
1 = − i

3 ⟨a b⟩2
[β c]2

[αβ] [c α] [α q]
[α q] [β c]

= − i

3 ⟨a b⟩2
[β c]2 [q c]

[c α] [α q]
− i

3 ⟨a b⟩2
[β c]2 [q β]

[αβ] [α q]
≡ Psb

1a + Psb
1b , (5.26)
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where we recognise Psb
1a as term 9 in the old current. The remaining terms now combine,

Psb
1b + Psb

2 =
i

3 ⟨a b⟩2

(
− [β c]2 [q β]

[αβ] [α q]
+

⟨k α⟩ [β q]2

[α q] [k q]

[c k]2

⟨αβ⟩ [αβ]

)

=
i

3 ⟨a b⟩2
1

[α q] [αβ]

(
− [β c]2 [q β]− [β q]3 [c k]2

[k q]2

)

=
i

3 ⟨a b⟩2
⟨k q⟩ [β q]

[k q] [q|k|q⟩ [α q] [αβ]
(− [k q]2 [β c]2 + [β q]2 [c k]2)

=
i

3 ⟨a b⟩2
⟨k q⟩ [β q]

[k q] [α q] [αβ] 2k · q ([k q] [c β] + [β q] [c k])(− [k q] [c β] + [β q] [c k])

=
i

3 ⟨a b⟩2
⟨k q⟩ [β q] [β k] [c q]

[k q] [α q] [αβ] 2k · q ([k q] [c β] + [β q] [c k])

=
i

3 ⟨a b⟩2
[β|α|q⟩ [c q]

[α q] [k q] [αβ] 2k · q ([c β] [β q] [k q] + [β q]2 [c k])

=
i

3 ⟨a b⟩2
[c|q|α⟩([c β] [β q] [k q] + [β q]2 [c k])

[α q] [k q] 2k · q , (5.27)

yielding term 10 in the old current.

Piece with 1/ ⟨αβ⟩ factor

The new current contains the terms

Pab = Pab
1 + Pab

2 ≡ i

3

1

⟨a b⟩2
⟨α b⟩3 ⟨a c⟩ [b c]
⟨αβ⟩ ⟨β a⟩ ⟨b c⟩2

− i

3

⟨α q⟩2

⟨β q⟩2
⟨q|αβ|q⟩

(
1

⟨αβ⟩ [β α]

) ⟨c a⟩ [a c]3
⟨a b⟩ ⟨b c⟩ [c|Pαβ|q⟩[a|Pαβ|q⟩

. (5.28)

To begin, consider Pab
1 and apply the identity

1

⟨αβ⟩ ⟨β a⟩ =
1

⟨α q⟩ ⟨β q⟩2
( ⟨q|αβ|q⟩[q|Pαβ|q⟩
⟨αβ⟩ [β α] [q|Pαβ|a⟩

+
⟨q β⟩ ⟨q a⟩ [q|α|q⟩
⟨β a⟩ [q|Pαβ|a⟩

)
(5.29)

to obtain

Pab
1 =

i

3

1

⟨a b⟩2
⟨a c⟩ [b c]
⟨b c⟩2

⟨α q⟩2

⟨β q⟩2
⟨α b⟩3

⟨α q⟩3
( ⟨q|αβ|q⟩[q|Pαβ|q⟩
⟨αβ⟩ [β α] [q|Pαβ|a⟩

+
⟨q β⟩ ⟨q a⟩ [q|α|q⟩
⟨β a⟩ [q|Pαβ|a⟩

)
.

(5.30)
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5 Currents and their Integration

We can expand the factor ⟨α b⟩ / ⟨α q⟩ to remove unwanted spinor αs as follows:

⟨α b⟩
⟨α q⟩ =

[β α] ⟨α b⟩
[β α] ⟨α q⟩ =

[β|α♭|b⟩
[β|α|q⟩ =

[β|α♭ + β♭|b⟩
[β|Pαβ|q⟩

=
[β|α♭ + β♭|b⟩
[β|Pαβ|q⟩

[q|Pαβ|q⟩
[q|Pαβ|q⟩

=
[β|α♭ + β♭|b⟩
[β|Pαβ|q⟩

[q|α♭ + β♭|q⟩
[q|Pαβ|q⟩

=
[q|Pαβ|b⟩[β|Pαβ|q⟩+ (α♭ + β♭)2 ⟨q b⟩ [β q]

[β|Pαβ|q⟩[q|Pαβ|q⟩

=
[q|Pαβ|b⟩
[q|Pαβ|q⟩

+
⟨αβ⟩ [β α] ⟨q b⟩ [β q]

[β|Pαβ|q⟩[q|Pαβ|q⟩
, (5.31)

where we have used a Schouten identity and been careful with α♭+β♭ ̸= P ♭
αβ (specifically,

(α♭ + β♭)2 = ⟨αβ⟩ [β α] vs. (P ♭
αβ)

2 = 0). This factor appears cubed in Pab
1 , but we can

ignore pieces of O(⟨αβ⟩) which will not contribute when we eventually take residues.

The terms of interest are

Pab
1 =

i

3

1

⟨a b⟩2
⟨a c⟩ [b c]
⟨b c⟩2

⟨α q⟩2

⟨β q⟩2
[q|Pαβ|b⟩3
[q|Pαβ|q⟩3

( ⟨q|αβ|q⟩[q|Pαβ|q⟩
⟨αβ⟩ [β α] [q|Pαβ|a⟩

+
⟨q β⟩ ⟨q a⟩ [q|α|q⟩
⟨β a⟩ [q|Pαβ|a⟩

)
+

i

3

1

⟨a b⟩2
⟨a c⟩ [b c]
⟨b c⟩2

⟨α q⟩2

⟨β q⟩2
[q|Pαβ|b⟩2
[q|Pαβ|q⟩2

(
3
⟨q b⟩ [β q]

[β|Pαβ|q⟩
⟨q|αβ|q⟩
[q|Pαβ|a⟩

)
+O(⟨αβ⟩)

≡Pab
1a + Pab

1b + Pab
1c +O(⟨αβ⟩). (5.32)

We can immediately see that

Pab
1b =

i

3

1

⟨a b⟩2
⟨α q⟩2

⟨β q⟩2
⟨a c⟩ [b c]
⟨b c⟩2

(
[q|Pαβ|b⟩3
[q|Pαβ|q⟩3

⟨q d⟩ ⟨q a⟩ [q|α|q⟩
⟨d a⟩ [q|Pαβ|a⟩

)
+O(⟨β d⟩), (5.33)

which gives term 6 in the old current. It is also trivial to rewrite

Pab
1c =

i

3

1

⟨a b⟩2
⟨a c⟩ [b c]
⟨b c⟩2

⟨α q⟩2

⟨β q⟩2
[q|Pαβ|b⟩2
[q|Pαβ|q⟩2

(
3
⟨q b⟩ [β q]

[β|α|q⟩
⟨q|αβ|q⟩
[q|Pαβ|a⟩

)
=

i

3

1

⟨a b⟩2
⟨α q⟩2

⟨β q⟩2
⟨a c⟩ [b c]
⟨b c⟩2

(
−3

[q|Pαβ|b⟩2
[q|Pαβ|q⟩2

⟨q b⟩ [q|β|q⟩
[q|Pαβ|a⟩

)
, (5.34)

which is term 7 in the old current.

Further expanding Pab
1a with its unwanted denominator, using

[b c] [q|Pαβ|b⟩ = [q|Pαβb|c] = −[q|Pαβ(a+ c+ Pαβ)|c] = − [a c] [q|Pαβ|a⟩ − sαβ [q c] ,

(5.35)
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5.3 The Two-Loop Five-Point Current

leads to

Pab
1a =

i

3

1

⟨a b⟩2
⟨α q⟩2

⟨β q⟩2
⟨q|αβ|q⟩
⟨αβ⟩ [β α]

⟨a c⟩ [b c]
⟨b c⟩2

[q|Pαβ|b⟩3
[q|Pαβ|q⟩2[q|Pαβ|a⟩

=
i

3

⟨α q⟩2

⟨β q⟩2
⟨q|αβ|q⟩

⟨αβ⟩ [β α] ⟨a b⟩
⟨c a⟩
⟨b c⟩

×
(

[a c] [q|Pαβ|b⟩2
⟨a b⟩ ⟨b c⟩ [q|Pαβ|q⟩2

+ sαβ
[q c] [q|Pαβ|b⟩2

⟨a b⟩ ⟨b c⟩ [q|Pαβ|q⟩2[q|Pαβ|a⟩

)
=
i

3

⟨α q⟩2

⟨β q⟩2
⟨q|αβ|q⟩

⟨αβ⟩ [β α] ⟨a b⟩
⟨c a⟩
⟨b c⟩

× [a c]2

[a c]2

(
[a c] [q|Pαβ|b⟩2

⟨a b⟩ ⟨b c⟩ [q|Pαβ|q⟩2
+ sαβ

[q c] [q|Pαβ|b⟩2
⟨a b⟩ ⟨b c⟩ [q|Pαβ|q⟩2[q|Pαβ|a⟩

)
=
i

3

⟨α q⟩2

⟨β q⟩2
⟨q|αβ|q⟩

⟨αβ⟩ [β α] ⟨a b⟩
⟨c a⟩
⟨b c⟩

×
(

[a c]3 [q|Pαβ|b⟩2
[a|Pαβ|b⟩[c|Pαβ|b⟩[q|Pαβ|q⟩2

+ sαβ
[a c]2 [q c] [q|Pαβ|b⟩2

[a|Pαβ|b⟩[c|Pαβ|b⟩[q|Pαβ|q⟩2[q|Pαβ|a⟩

)
.

(5.36)

Multiply numerator and denominator by [a|Pαβ|q⟩[c|Pαβ|q⟩, then use the Schouten

identities

[a|Pαβ|q⟩[q|Pαβ|b⟩ = [q|Pαβ|q⟩[a|Pαβ|b⟩+ sαβ [q a] ⟨q b⟩ ,
[c|Pαβ|q⟩[q|Pαβ|b⟩ = [q|Pαβ|q⟩[c|Pαβ|b⟩+ sαβ [q c] ⟨q b⟩ , (5.37)

to reach the form

Pab
1a =

i

3

⟨α q⟩2

⟨β q⟩2
⟨q|αβ|q⟩
⟨αβ⟩ [β α]

⟨c a⟩ [a c]3
⟨a b⟩ ⟨b c⟩

1

[a|Pαβ|q⟩[c|Pαβ|q⟩

×
[
1 + sαβ

(
[q c]

[a c] [q|Pαβ|a⟩
+

[a|q|b⟩
[q|Pαβ|q⟩[a|c|b⟩

+
[c|q|b⟩

[q|Pαβ|q⟩[c|a|b⟩

)
+O(s2αβ)

]
,

(5.38)

where the O(s2αβ) terms will not contribute to the eventual ⟨d e⟩ poles.
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5 Currents and their Integration

Notice that the first term here cancels Pab
2 . The remaining three can be written

Pab
1a + Pab

2 =Fdp
sαβ

⟨αβ⟩ [β α]

×
[
sαβ

(
[q c]

[a c] [q|Pαβ|a⟩
+

[a|q|b⟩
[q|Pαβ|q⟩[a|c|b⟩

+
[c|q|b⟩

[q|Pαβ|q⟩[c|a|b⟩

)
+O(s2αβ)

]
=Fdp

(
1 +O(α2sαβ, β

2sαβ)
)

×
[
sαβ

(
[q c]

[a c] [q|Pαβ|a⟩
+

[a|q|b⟩
[q|Pαβ|q⟩[a|c|b⟩

+
[c|q|b⟩

[q|Pαβ|q⟩[c|a|b⟩

)
+O(s2αβ)

]
=Fdp

[
sαβ

(
[q c]

[a c] [q|Pαβ|a⟩
+

[a|q|b⟩
[q|Pαβ|q⟩[a|c|b⟩

+
[c|q|b⟩

[q|Pαβ|q⟩[c|a|b⟩

)]
+O(sαβ, α

2sαβ, β
2sαβ), (5.39)

where we have obtained terms 2, 3 and 4 in the old current. The pieces ofO(α2sαβ, β
2sαβ)

do not contribute to either the leading pole, or when α2, β2 = 0, so can be discarded.

Piece without 1/ [αβ] or 1/ [αβ] factor

The new current contains the term

Pw/o ≡ i

3

1

⟨a b⟩2
⟨αa⟩3 [a β] ⟨b β⟩
⟨α c⟩ ⟨b c⟩ ⟨a β⟩2

. (5.40)

Using the same methods as in the specific q case, we have

Pw/o =
i

3

1

⟨a b⟩2
⟨β q⟩2

⟨β q⟩2
⟨αa⟩3 [a β] ⟨b β⟩
⟨α c⟩ ⟨b c⟩ ⟨a β⟩2

=
i

3

1

⟨a b⟩2
(⟨β a⟩ ⟨α q⟩+ ⟨a q⟩ ⟨αβ⟩)2

⟨β q⟩2
⟨αa⟩ [a β] ⟨b β⟩
⟨α c⟩ ⟨b c⟩ ⟨a β⟩2

=
i

3

1

⟨a b⟩2
⟨α q⟩2

⟨β q⟩2
⟨αa⟩ [a|β|b⟩
⟨b c⟩ ⟨c α⟩ +O(⟨αβ⟩)

=
i

3

1

⟨a b⟩2
⟨α q⟩2

⟨β q⟩2
⟨d a⟩ [a|β|b⟩
⟨b c⟩ ⟨c d⟩ +O(⟨αβ⟩) +O(⟨αd⟩), (5.41)

which gives us term 5 in the old current.

This completes the demonstration that the new current-derivation method repro-

duces the version derived in [52]. We have shown that our new method is valid, and

allows currents to be derived rapidly in an intuitive way.
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5.4 The Two-Loop Seven-Point Currents

5.4 The Two-Loop Seven-Point Currents

We derive the new currents required for the augmented recursion step of the seven-point

two-loop amplitude derivation. These were used during the procedure of Chapter 4.

Our derivation is in full colour, so the augmented recursion diagrams must be dressed

with colour to obtain the various contributions to each seven-point colour structure.

The colour-dressed current contains “partial currents” associated with each possible

trace structure that occurs at one loop, denoted by τ
(1)
7:λ in an analogous way to the

colour decomposition of an amplitude. There are also two allowed helicity layouts

represented on the diagram, which must both be taken into account. In total, all

currents of the following forms appear:

τ
(1)
7:λ(· · · , α−, · · · , β+, · · · ),
τ
(1)
7:λ(· · · , α+, · · · , β−, · · · ),
τ
(1)
7:λ(· · · , β−, · · · , α+, · · · ),
τ
(1)
7:λ(· · · , β+, · · · , α−, · · · ), (5.42)

for λ = {1, 2, 3, 4}. Out of the structures listed, only the current with adjacent off-shell

legs, τ
(1)
7:1 (α

−, β+, c+, d+, e+, f+, g+), has been previously derived. This was done as

part of the derivation of the leading in colour partial amplitude A
(2)
7:1 in ref. [60], for

which this was the only required current.

The other currents are new. We can reduce the number that must be determined to

a smaller set by exploiting symmetries. Because currents are colour decomposed in the

same way as amplitudes, decoupling identities exist between partial currents, and the

arguments of each colour structure obey the same sets of cyclic and flip symmetries as

the arguments of an amplitude.

First, the one-loop seven-point decoupling identities can be used to express all sub-

leading in colour partial currents τ
(1)
7:2 , τ

(1)
7:3 , τ

(1)
7:4 in terms of the leading in colour struc-

ture τ
(1)
7:1 . An elegant expression for this relation was presented in ref. [7], which for our

situation is written as

τ (1)n:r(1, · · · , r − 1; r, · · · , n) = (−1)r+1
∑

σ∈COP{α}{β}

τ
(1)
n:1(σ), (5.43)

where α = {r − 1, · · · , 1}, β = {r, · · · , n} and the function COP{α}{β} provides all

permutations of {1, 2, · · · , n} for which n is fixed, and the cyclic orderings of the sets
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5 Currents and their Integration

α and β are preserved.

The resulting set, now containing only leading in colour partial amplitudes, has a

large range of leg arrangements. The flip symmetry of the arguments

τ
(1)
7:1 (a, b, c, d, e, f, g) = −τ

(1)
7:1 (g, f, e, d, c, b, a) (5.44)

allows the momentum α to be placed before β. We can also make use of the P7:1

symmetry in the momenta,

τ
(1)
7:1 (a, b, c, d, e, f, g) = τ

(1)
7:1 (b, c, d, e, f, g, a) = · · · = τ

(1)
7:1 (g, a, b, c, d, e, f), (5.45)

to bring α to the first position. The set of currents now contains only six different

structures, up to an unimportant relabelling of the on-shell legs. These are

τ
(1)
7:1 (α

−, β+, c+, d+, e+, f+, g+), τ
(1)
7:1 (α

+, β−, c+, d+, e+, f+, g+),

τ
(1)
7:1 (α

−, c+, β+, d+, e+, f+, g+), τ
(1)
7:1 (α

+, c+, β−, d+, e+, f+, g+),

τ
(1)
7:1 (α

−, c+, d+, β+, e+, f+, g+), τ
(1)
7:1 (α

+, c+, d+, β−, e+, f+, g+). (5.46)

A final insight is that the two different helicity assignments can also be related by

a momentum relabelling. In this case, the reassignment affects the whole augmented

recursion diagram. We exchange the α and β labels on the current, which must be

matched by a relabelling of the α and β in the three-point amplitudes. A flip symmetry

and rotation of the arguments allows the current to be placed in the standard (α−

first) arrangement. Therefore, if a particular helicity choice on an augmented recursion

diagram integrates to give a contribution F (a, b, c, d, e, f, g), then the contribution from

the other helicity choice can be seen to be −F (b, a, g, f, e, d, c).

We can continue by choosing a principal helicity arrangement for the current of {α−, β+}.
After integration, we account for the other helicity configuration by also including

F (a, b, c, d, e, f, g) → −F (b, a, g, f, e, d, c) contributions.

Three independent currents remain as requirements for the augmented recursion

procedure. Of these, one is the known current

τ
(1)
7:1 (α

−, β+, c+, d+, e+, f+, g+). (5.47)
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The two new currents which must be derived are

τ
(1)
7 (α−, c+, β+, d+, e+, f+, g+),

τ
(1)
7 (α−, c+, d+, β+, e+, f+, g+). (5.48)

We see that the difference between these structures is the degree of separation between

the two off-shell legs. Referencing this fact, we name the currents the “adjacent”,

“singly non-adjacent” and “doubly non-adjacent” currents, respectively.

5.4.1 The adjacent current

We re-derive the adjacent current τ
(1)
7:1 (α

−, β+, c+, d+, e+, f+, g+) as a check of our

method and that of the previous derivation [60].

Following the procedure set out in Section 5.2.2, we identify the one-loop seven-point

single-minus amplitude [37] as the basis for our current. Condition C2 is satisfied by

τ
(1)
7:1 (α

−, β+, c+, d+, e+, f+, g+) = A
(1)
7:1(α

−, β+, c+, d+, e+, f+, g+) +O(α2, β2). (5.49)

We write down the leading sαβ poles for α2, β2 ̸= 0, which come from all the allowed

factorisations involving an sαβ propagator. Labelling them for convenience,

F1 = A
(0)
3,q(α

−, β+,−k+αβ)
i

sαβ
A

(1)
6 (k−αβ, c

+, d+, e+, f+, g+),

F2 = A
(0)
3,q(α

−, β+,−k−αβ)
i

sαβ
A

(1)
6 (k+αβ, c

+, d+, e+, f+, g+), (5.50)

which differ by the helicity arrangement along the propagator. Subtracting the un-

wanted α2, β2 → 0 contribution, we satisfy C1. Therefore the total current can be

written

τ
(1)
7:1 (α

−, β+, c+, d+, e+, f+, g+) =A
(1)
7:1(α

−, β+, c+, d+, e+, f+, g+)

+ (F1 + F2)

(
1− sαβ

⟨αβ⟩ [β α]

)
. (5.51)

Which (after integration) finds agreement with the previous result.
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5 Currents and their Integration

5.4.2 The singly non-adjacent current

We derive the singly non-adjacent current τ
(1)
7 (α−, c+, β+, d+, e+, f+, g+) by following

the procedure set out in Section 5.2.2.

The basis of the current is the seven-point amplitude, with the off-shell momenta in-

serted on non-adjacent legs, A
(1)
7:1(α

−, c+, β+, d+, e+, f+, g+), to satisfy C2. In a change

from previous currents, we find that there are no factorisations involving sαβ poles.

Should any propagator contain both α and β, we would expect it to also contain c due

to the arrangement of the external legs. (Factorisations where the order of external

legs does not match the desired current also cannot contribute, because their colour

structures do not combine to give the correct overall structure.)

Therefore the full singly non-adjacent current can be written

τ
(1)
7 (α−, c+, β+, d+, e+, f+, g+) =τ̂ basis7 (α−, c+, β+, d+, e+, f+, g+)

− τ̂ basis7 (α−, g+, f+, e+, d+, β+, c+), (5.52)

where we define

τ̂ basis7 (α−, c+, β+, d+, e+, f+, g+) =

i

3

(
− ⟨α|kcβ|d] ⟨β e⟩ ⟨αd⟩3

⟨β d⟩2 ⟨c β⟩ ⟨d e⟩2 ⟨e f⟩ ⟨f g⟩ ⟨g α⟩ ⟨α c⟩

+
⟨α|kef |g]3

⟨d|kef |g] ⟨β d⟩ ⟨c β⟩ ⟨e f⟩2 ⟨α c⟩ tefg

− 1

2

⟨α|kcβkde|α⟩3
⟨α|kcβkde|f⟩⟨α|kfgkde|β⟩ ⟨c β⟩ ⟨d e⟩2 ⟨f g⟩ ⟨g α⟩ ⟨α c⟩

− ⟨c d⟩ ⟨αβ⟩3 [c β]
⟨β d⟩2 ⟨c β⟩2 ⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g α⟩

+
[c g]3

⟨β d⟩ ⟨d e⟩ ⟨e f⟩ [g α] [α c] tgαc

(
1

2
[β f ]− [c|kβdkef |g]sde

2⟨β|kαc|g]⟨f |kgα|c]
+

[f |kdekef |g]
⟨β|kαc|g]

)
+

⟨α|kcβ|g]3
⟨β|kαc|g] ⟨c β⟩ ⟨d e⟩ ⟨e f⟩ ⟨α c⟩ tdef tαcβ

( ⟨α|kcβ|d]sde
⟨α|kcβkde|f⟩

+
[f |kdekef |g]
⟨d|kef |g]

))
.

(5.53)

We integrate this current in the following section, to obtain its contribution to the

augmented recursion procedure. Because the current itself does not contain any sαβ,

the only poles will come from the loop integration and will be at most simple poles.
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5.4.3 The doubly non-adjacent current

The doubly non-adjacent current τ
(1)
7 (α−, c+, d+, β+, e+, f+, g+) is derived by again

following the procedure set out in Section 5.2.2.

The current is based on the amplitude A
(1)
7:1(α

−, c+, d+, β+, e+, f+, g+), with the off-

shell momenta placed with two on-shell legs between them. As a non-adjacent current,

again there are no factorisations containing sαβ poles.

Re-using the function defined in eq. 5.53, we can write the current as

τ
(1)
7 (α−, c+, d+, β+, e+, f+, g+) =τ̂ basis7 (α−, c+, β+, d+, e+, f+, g+)

− τ̂ basis7 (α−, g+, f+, e+, β+, d+, c+). (5.54)

Having obtained all required currents, we can now progress to integrating the aug-

mented recursion diagrams which they are used to construct.

5.5 Integrating Currents

After deriving expressions for the currents (or “good enough” versions that contain all

the relevant structures), the next stage in the procedure is to carry out the loop integral

in the augmented recursion diagram.

With the standard leg arrangement of Figure 4.6 on page 92, the momenta on the

3-point corners are {a, b} and the internal off-shell momenta are defined to be α = a+ℓ

and β = b− ℓ. The integrals take the form

In =

∫
dDℓ

(2π)D
i

β2
A

(0)
3,q(−β−, b,−ℓ+)

i

ℓ2
A

(0)
3,q(ℓ

−, a,−α+)
i

α2
τ (1)n (α−, · · · , β+, · · · )

=− i

(2π)D

∫
dDℓ

ℓ2α2β2

[b ℓ] ⟨β q⟩2
⟨b q⟩ ⟨ℓ q⟩

[aα] ⟨ℓ q⟩2
⟨a q⟩ ⟨α q⟩ τ

(1)
n (α−, · · · , β+, · · · )

=− i

(2π)D
1

⟨a q⟩ ⟨b q⟩

∫
dDℓ

ℓ2α2β2
[a|ℓ|q⟩[b|ℓ|q⟩ ⟨β q⟩2

⟨α q⟩2
τ (1)n (α−, · · · , β+, · · · ), (5.55)

for the α−, β+ choice of helicities.

We can relate this form to that of the alternative helicity choice by relabelling α ↔ β

and permuting the arguments of the current. The form used for the three-point trees

is the axial gauge version defined in eq. 5.7, which makes possible the manipulation

[aα] ⟨α q⟩ = [a|α|q⟩ = [a|ℓ|q⟩ in the third line.
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5 Currents and their Integration

For future reference, we will use the more concise notation

In =

∫
dΛ

[
⟨β q⟩2

⟨α q⟩2
τ (1)n (α−, · · · , β+, · · · )

]
, (5.56)

with the definition

dΛ = − i

(2π)D
1

⟨a q⟩ ⟨b q⟩
dDℓ

ℓ2α2β2
[a|ℓ|q⟩[b|ℓ|q⟩. (5.57)

We may refer to this as “integrating the current”, although strictly speaking it is the

whole augmented recursion diagram that is being integrated.

The expressions In give rise to Feynman loop integrals, but generally with some in-

convenient dependency on the nullified loop momentum appearing inside spinor prod-

ucts. It is necessary to manipulate the integrand into a form without these, at which

point the integration can follow standard techniques.

5.5.1 Manipulations to aid integration

We would like to manipulate our integrals In, so that they are in a form that we recog-

nise how to integrate. A barrier to this is that the nullified forms of loop momenta

ℓ, α(ℓ), β(ℓ) can appear in spinor products, giving the integrand a complicated de-

pendence on ℓ. If possible we would like to remove these, leaving only full off-shell

momentum factors.

The following manipulations may be useful when dealing with spinors of nullified

momenta, allowing reduction to an easily integrated form. That we only need to identify

rational terms containing sαβ = sab poles also allows for some contributions to be

discarded.

Firstly, some loop momentum dependence in the denominator can be simplified by

expanding in powers of ⟨αβ⟩, such as in

1

[X|β + Y |α⟩ =
1

[X|β|α⟩+ [X|Y |α⟩

=
1

[X|Y |α⟩

(
1− [X|β|α⟩

[X|Y |α⟩ + · · ·
)

=
1

[X|Y |α⟩ +O(⟨αβ⟩). (5.58)

This should be carried out where possible, since theO(⟨αβ⟩) piece can cancel an explicit

⟨αβ⟩ in the denominator, if one is present.
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5.5 Integrating Currents

After simplifying the denominators, remaining ⟨αβ⟩ , [αβ] factors can be converted

to propagators via

1

⟨αβ⟩ =
[q α] [β q]

[q|αβ|q] =
[q α] [β q]

[q|α(a+ b)|q] =
[q α] [β q]

[q|α|k⟩ [k q] =
[q α] [β q]

(α+ χ)2 [k q]
+O(α2) (5.59)

and

1

[αβ]
=
⟨q α⟩ ⟨β q⟩
⟨q|αβ|q⟩ =

⟨q α⟩ ⟨β q⟩
⟨q|α(a+ b)|q⟩ =

⟨q α⟩ ⟨β q⟩
⟨q|α|k] ⟨k q⟩ =

⟨q α⟩ ⟨β q⟩
(α+ χ̄)2 ⟨k q⟩ +O(α2), (5.60)

where k = kab = a + b and we define new on-shell momenta χ ≡ λkλ̃q and χ̄ ≡ λqλ̃k.

The denominator spinor containing k♭ab that we introduce may cancel a factor in the

numerator, or survive to influence the recursion result, but is no longer a concern for

the integration process.

Numerator factors can also be modified so that loop momenta are accompanied by

a q spinor, by expanding

[X|α|Y ⟩ = [X|α♭|Y ⟩+O(α2) = [X|α|q⟩⟨αY ⟩
⟨α q⟩ +O(α2). (5.61)

This can be helpful because the loop momentum can now be considered to be q-nullified

or not, depending on which is more convenient. The q spinor will also tend to cause

cancellations with the Feynman shift we apply to the loop momentum when performing

the integration.

In the previous two steps, terms containing additional factors of α2, β2 can usually be

discarded when they occur, as these cancel a propagator factor and reduce the resulting

power of ⟨a b⟩ obtained from the integration. We are only interested in the residue, so

terms that only contribute to O(⟨a b⟩0) have no effect and can be discarded whenever

they are identified. The exception occurs when an explicit factor of sαβ = sab is

already present in the denominator before integration. In that case, even those integral

contributions that produce no sab themselves form part of the residue. Care should be

taken not to discard these pieces erroneously.

An additional manipulation which clears some loop momentum spinors is

⟨X α⟩
⟨Y α⟩ =

⟨X α⟩ ⟨Y a⟩
⟨Y α⟩ ⟨Y a⟩ =

⟨X a⟩
⟨Y a⟩ +O(⟨αa⟩). (5.62)

Generally, ⟨αa⟩ can be combined with other numerator factors to produce factors of

⟨a b⟩. (For example, the sequence of manipulations may be ⟨aα⟩ [α q] = ⟨a|α|q] =
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5 Currents and their Integration

⟨a|ℓ|q], with a Feynman shift used in the integration process itself introducing b where

the loop momentum appears.) These terms can be discarded if the overall result would

be O(⟨a b⟩0), which occurs when there are no explicit denominator factors of ⟨a b⟩ to

cancel the effect of ⟨αa⟩.
Various trivial substitutions can also be made, based on the relationship between

α+ β = k = a+ b, such as

[X|β|Y ⟩ = [X|k|Y ⟩ − [X|α|Y ⟩, (5.63)

where k is constant with respect to the integral.

Following the above substitutions, we reduce the denominators of our currents to a

series of propagator factors. The numerators are constant spinor structures, or contain

factors of the loop momentum ℓµ. We recognise this form as one which can be integrated

using the method of Feynman parameters.

5.5.2 Feynman integration

We follow a standard procedure to integrate the currents once prepared in the ap-

propriate form. Firstly, the denominator is put in a symmetric form using Feynman

parametrisation. The loop momentum integral is carried out, then the Feynman pa-

rameter integrals are interpreted in terms of gamma functions. For the purposes of

augmented recursion, we are only interested in the rational, O(ϵ0) pieces of the results.

1. Introduce Feynman parameters to combine propagator factors into single denom-

inator,

1

D1D2 · · ·DN
= Γ(N)

∫ 1

0

N∏
i=1

dzi
δ(1−∑N

j=1 zj)

(z1D1 + z2D2 + · · ·+ zNDN )N
. (5.64)

2. Complete the square in the denominator, to yield a form ((l +A)2 +M)N .

3. Redefine the loop momentum, ℓ → ℓ − A, to obtain the symmetric denominator

form (ℓ2 +M)N .

4. Looking at the numerator, discard vanishing terms that are antisymmetric in ℓ.

Even powers of ℓ, where both are contracted with |q⟩, will also vanish due to the

Fierz rearrangement formula [i|γµ|j⟩[k|γµ|l⟩ = 2 [i k] ⟨l j⟩ yielding ⟨q q⟩ = 0.

134



5.5 Integrating Currents

5. Perform the momentum integral. We derive the general result, which can be

applied straightforwardly:∫
dDℓ

1

(ℓ2 −R2)N
= (−1)N iπ

D
2
Γ(N − D

2 )

Γ(N)
(R2)−N+D

2 . (5.65)

6. Perform the xi integrals. This tends to produce gamma functions, defined as

Γ(z) =

∫ ∞

0
xz−1e−xdx. (5.66)

Applying the beta function definition,

B(x, y) =

∫ 1

0
tx−1(1− t)y−1dt, (5.67)

for Re(x) > 0,Re(y) > 0, followed by the relationship

B(x, y) =
Γ(x)Γ(y)

Γ(x+ y)
, (5.68)

may be appropriate.

7. Expand the gamma functions in powers of ϵ and keep the rational piece.

To illustrate the process, let us pick a particular current structure to show the integra-

tion steps in detail. Choosing

τ̃ (1)n (α−, · · · , β+, · · · ) = ⟨α q⟩2

⟨β q⟩2
, (5.69)

the integration to evaluate is

Ĩn =

∫
dΛ
[
1
]

= − i

(2π)D
1

⟨a q⟩ ⟨b q⟩

∫
dDℓ

ℓ2α2β2
[a|ℓ|q⟩[b|ℓ|q⟩. (5.70)

To proceed with the integration, use Feynman parametrisation. Recalling that α =
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5 Currents and their Integration

a+ ℓ and β = b− ℓ, we have

1

ℓ2α2β2
= Γ(3)

∫ 1

0

∫ 1

0

∫ 1

0
dx1dx2dx3

δ(1− x1 − x2 − x3)

(x1α2 + x2β2 + x3ℓ2)3

= Γ(3)

∫ 1

0

∫ 1−x2

0
dx1dx2

1

(ℓ2 + 2ℓ · (x1a− x2b))3

= Γ(3)

∫ 1

0

∫ 1−x2

0
dx1dx2

1

((ℓ+ x1a− x2b)2 + x1x2sab)3
. (5.71)

Using the substitution ℓ → ℓ− x1a+ x2b, the denominator reaches a convenient form.

This substitution must also be applied to the rest of the integrand. We have

Ĩn =
i

(2π)D
Γ(3)

⟨a q⟩ ⟨b q⟩

∫
dDℓ

∫ 1

0

∫ 1−x2

0
dx1dx2

x2[a|b|q⟩x1[b|a|q⟩
(ℓ2 + x1x2sab)3

= − i

(2π)D
Γ(3) [a b]2

∫
dDℓ

∫ 1

0

∫ 1−x2

0
dx1dx2

x1x2
(ℓ2 + x1x2sab)3

, (5.72)

which after momentum integration with R2 = x1x2sab becomes

Ĩn = − π
D
2

(2π)D
Γ

(
3− D

2

)
[a b]2

∫ 1

0

∫ 1−x2

0
dx1dx2x1x2(x1x2sab)

−3+D
2

= − π
D
2

(2π)D
Γ

(
3− D

2

)
[a b]2 s

−3+D
2

ab

∫ 1

0

∫ 1−x2

0
dx1dx2(x1x2)

D
2
−2. (5.73)

The integral over Feynman parameters becomes∫ 1

0

∫ 1−x2

0
dx1dx2x

D
2
−2

1 x
D
2
−2

2

=

∫ 1

0
dxx

D
2
−2(1− x)

D
2
−1

(
1

D
2 − 1

)

= B

(
D

2
− 1,

D

2

)
2

D − 2
=

Γ(D2 − 1)Γ(D2 )

Γ(D − 1)

2

D − 2

=
Γ(1− ϵ)Γ(2− ϵ)

Γ(3− 2ϵ)

1

1− ϵ
=

1

2
+O(ϵ), (5.74)

where we have made use of the fact that D = 4− 2ϵ to expand in powers of ϵ.

Therefore overall,

Ĩn =
1

2

1

(4π)2
[a b]

⟨a b⟩ +O(ϵ) (5.75)
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5.5 Integrating Currents

The denominator factor of (4π)2, or (4π)2−ϵ in the all-ϵ form, is part of the constant

factor a = g2e−ϵγE/(4π)2−ϵ that accompanies loop amplitudesA(ℓ)
n in the overall decom-

position of an amplitude (equation 2.1 on page 21). The loop integration has created a

two-loop structure from a one-loop structure, so an additional factor of a was expected

to arise. Strictly speaking, we should also expect factors of the coupling constant g2 to

emerge from the calculation, so that

Ĩn =
1

2
a
[a b]

⟨a b⟩ +O(ϵ). (5.76)

Noting that each of the three-point tree amplitudes should be accompanied by a factor

of g in the full expansion, but have not been here, shows where these factors have been

omitted from our derivation.

For the results that follow, we will state only the functional form relevant to the

augmented recursion procedure. For example,

Ĩn =
1

2

[a b]

⟨a b⟩ +O(ϵ). (5.77)

Factors of 1/(4π)2 (and g2) can be assumed to have been absorbed into the correct

definition of the loop amplitude expansion.

5.5.3 Integration results

We carry out the integration of currents piece-wise, recording the results of each struc-

ture encountered here.

Triangle integrals, or those involving three propagator factors, take the forms:∫
dΛ [1] =

1

2

[a b]

⟨a b⟩ +O(ϵ), (5.78)

∫
dΛ
[
[X|α|q⟩

]
=

1

6

[a b]

⟨a b⟩ [X|b+ 2a|q⟩+O(ϵ), (5.79)∫
dΛ
[
[X|β|q⟩

]
=

1

6

[a b]

⟨a b⟩ [X|2b+ a|q⟩+O(ϵ), (5.80)∫
dΛ
[
[X|β|q⟩2

]
=

1

12

[a b]

⟨a b⟩([X|a|q⟩2 + 3[X|a|q⟩[X|b|q⟩+ 3[X|b|q⟩2) +O(ϵ), (5.81)∫
dΛ
[
⟨q|αβ|q⟩

]
=

1

6

[a b]

⟨a b⟩⟨q|ab|q⟩+O(ϵ), (5.82)
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∫
dΛ
[
α2
]
=

∫
dΛ
[
β2
]
= 0. (5.83)

Four-propagator integrals occur when a denominator factor is promoted to propaga-

tor. The results contain transcendental functions (logarithms) and only some contain

rational pieces. For the following box integrals we state only the rational terms (denoted

with |Q), as these give the contribution to augmented recursion:∫
dΛ

[
1

(α+X)2

]∣∣∣∣
Q
= 0, (5.84)

∫
dΛ

[
[X|l|q⟩
(β + Y )2

]∣∣∣∣
Q
= −1

2

[a b]

⟨a b⟩
[X|a|q⟩
[a|Y |a⟩ , (5.85)

∫
dΛ

[
[X|l|q⟩2
(β + Y )2

]∣∣∣∣
Q
=

1

6

[a b]

⟨a b⟩
[X|a|q⟩
[a|Y |a⟩

(
[X|a|q⟩

(
1− 2

[b|Y |b⟩
[a|Y |a⟩

)
− [X|b|q⟩

)
. (5.86)

When two denominator factors are promoted to propagators, we obtain pentagon

integrals. In the following two cases, there are no rational contributions:∫
dΛ

[
1

(α+X)2(β + Y )2

]∣∣∣∣
Q
= 0, (5.87)

∫
dΛ

[
[W |l|Z⟩

(α+X)2(β + Y )2

]∣∣∣∣
Q
= 0. (5.88)

When calculating integrals with higher numbers of propagators, it can be useful to

expand the structure inside dΛ as

[a|l|q⟩[b|l|q⟩ = α2⟨q|bl|q⟩+ β2⟨q|al|q⟩+ l2⟨q|Kab(b− l)|q⟩
⟨a b⟩ (5.89)

to produce a sum of simpler integrals. This manipulation pulls out an explicit ⟨a b⟩
pole, so a further factor is not expected from the integration step.

For integrals with more than five propagators, the integral reduction described by

Passarino and Veltman [29] is useful. Any integral greater than a pentagon can be

reduced to a linear combination of pentagons, by following the logic:

• We have for N > 5,

IN =
N∏
i=1

1

di
, (5.90)
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where di = (ℓ+ pi)
2 −m2

i .

• It is possible to choose N > 5 unknowns αi such that the equations
∑N

i=1 αi = 0,∑N
i=1 αiq

µ
i = 0 have at least one non-trivial solution.

• With these αi chosen,

N∑
i=1

αidi =
N∑
i=1

αi(ℓ
2 + 2ℓ · pi + p2i −m2

i ) =
N∑
i=1

αi(p
2
i −m2

i ), (5.91)

so

1 =

∑N
i=1 αidi∑N

i=1 αi(p2i −m2
i )
. (5.92)

• The αi and denominator are independent of the loop momentum, so multiplying

IN by this factor produces a sum of IN−1-type integrals with known coefficients.

Hence, hexagons and above can be reduced to pentagons, of which we have calculated

two commonly occurring types. Hexagons which reduce to the two pentagons calculated

above contribute no rational piece.

With all current integrals carried out, we collect the integrated pieces and sum over

the momentum configurations required for each partial amplitude colour structure.

Both helicity configurations in the diagram are accounted for by including relabelled

integrals as previously described. We divide by z, apply the shift, then take the residues

to obtain the augmented recursion contributions to the partial amplitudes.

5.6 Conclusions

The inclusion of currents with off-shell legs is the development that separates aug-

mented recursion from the original recursive method of BCFW for calculating rational

amplitude pieces. By integrating current diagrams, Laurent coefficients can be ob-

tained for the sub-leading poles in the rational part of an amplitude, an improvement

on factorisation diagrams which provide only the leading pole information. This allows

the whole of the rational piece to be determined by its analytic structure.

Calculating the necessary currents is a difficult task, but certain simplifications can

be made because it is known that the current is only required for its contributions to

a complex residue. Imposing two conditions that ensure the correct residue is later

obtained, the current can be determined up to some terms that do not affect the

procedure. An algorithmic way of writing down such a current was presented in this
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chapter, and its validity demonstrated by reproducing an earlier result. New currents

used in the successful derivation of the two-loop seven-point all-plus helicity amplitude,

the subject of Chapter 4, were then presented.

Integrating currents presents its own challenges, as spinor structures can bear quite

complicated relations to the loop momentum of interest. However, there are often

manipulations that can be applied in a systematic way to each type of term, of which

we list a number. Existing Feynman integral results can also be used in new problems,

reducing the burden in future calculations.

The next chapter describes a procedure for reconstructing analytic amplitudes in

a simpler, more symmetric form. This can be applied directly to the complicated

expressions produced by integrating currents, to produce a more compact result. Or it

can be used on the amplitudes that form the initial ingredients of currents themselves,

so that the simplification filters through the entire process.
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6 Reconstruction of Rational Functions

6.1 Introduction

Various techniques exist for generating the rational pieces of amplitudes. Perhaps the

most conceptually straightforward is to write down and evaluate all Feynman diagrams

for the desired interaction. However, the drawback is that the number of diagrams to

draw grows rapidly with the number of external particles involved, making the approach

unfeasible for deriving more complicated amplitudes on typical computers [5].

Augmented recursion offers a way to obtain the rational pieces, by building them

from residues of a small number of factorisations and non-factorising current diagrams

[38, 39, 40]. As part of this process, a reference momentum is introduced to control

the analytic behaviour. The final result produced will tend to contain factors of this

reference momentum, but does not have any dependence on it overall. Therefore we are

motivated to find a way to reconstruct the rational piece result so that it is explicitly

free of this temporary inclusion. At the same time, we can also aim for a structure where

other symmetries are manifest, for example the cyclic symmetries in the momentum

labelling.

As we consider amplitudes of higher numbers of gluons, particularly those partial

amplitudes appearing in the full colour form, we also see an increase in the complexity

of the initial augmented recursion result. Although still more efficient than a Feynman

diagram approach, the result can require tens of factorisations and current diagrams.

The inclusion of multiple current diagrams can quickly cause expressions to become

(notationally) large, due to the complicated nature of currents, and their sizes being at

least as large as the corresponding one-loop amplitude from which they are built. The

issue is compounded for sub-leading in colour structures, which would tend to contain

integrals of sub-leading in colour currents. To avoid having to separately calculate these

sub-leading currents, they are re-expressed in terms of the leading in colour structure

using decoupling identities. The result is a further multiplication of the terms appearing

in the augmented recursion process and results.

More generally, our processes (such as forming factorisations and current-building)
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often rely on the form of one-loop amplitudes. Unnecessary complexity in these struc-

tures carries through to any new result we wish to find, making the interpretation and

tidy presentation of results more difficult. It can therefore be desirable to reconstruct

not only two-loop results, but existing one-loop results when they are inefficient.

Given a complicated analytic form for (the rational piece of) a partial amplitude, we

have established our desire to be able to reconstruct it in some way. Doing so, we

wish to remove reference momenta which the expression is independent of, and pro-

duce human-readable results that showcase the symmetries of the theory. Simpler

reconstructed amplitudes are also a valuable ingredient to any future recursion or fac-

torisation technique.

In the next section, we present our method for reconstructing the rational pieces of

amplitudes. In the sections following it, we carry out reconstruction on certain one-

loop amplitudes which are useful to the reconstruction of two-loop amplitudes, but

have not previously been written in an efficient form. Lastly, we devote sections to the

reconstruction of the two-loop seven-point amplitude results, obtained in an analytic,

but complicated, form using augmented recursion in Chapter 4.

6.2 Overview of the Method

To reconstruct amplitudes, we adopt an approach of dividing a given partial ampli-

tude’s rational piece into two parts, according to the pole structures present. For this

procedure, a “pole” has a slightly different meaning to in the recursion step, because

there is no longer a complex shift involved. We refer to denominator factors of tijk, sij ,

⟨i j⟩ and [i j] as t-poles, s-poles, angle bracket poles and square bracket poles, because

of the divergence caused when those factors become small.

Those terms with leading poles can be reconstructed by considering possible factori-

sations into smaller amplitudes. The remaining sub-leading poles are then fitted to an

ansatz with as many manifest symmetries as possible.

6.2.1 Leading poles

Our method is to divide a given partial amplitude’s rational piece into two pieces,

according to the pole structures present. In this section we reconstruct those terms

with leading poles, by inspecting factorisations which give rise to the leading poles in

the propagator. The procedure differs from BCFW recursion in that we do not apply

a momentum shift or take residues. Identifying the leading poles by hand this way

142



6.2 Overview of the Method

allows them to be written in a compact form, with symmetries manifest. However,

the approach can introduce “spurious poles” into the expressions, which are spinor

structures that appear to relate to propagators not present in the overall amplitude.

For example, amplitudes will not contain poles of the type

1

[a|b+ c|d⟩ =
1

(b+ c+X)2
+O(sbc), (6.1)

where X ≡ |d⟩[a|, because X is not an external momentum. But such structures can

occur when viewing factorisations, as a result of the momentum sum in the propagator.

We do not want spurious poles polluting the compact form for the amplitude, because

this would obscure its symmetries and imply greater complexity, so a strategy for

dealing with them will be required.

For amplitudes of up to six gluons, spurious poles can be removed quite simply, if they

occur. This is done by performing manipulations that only introduce new terms which

are sub-leading in the factorisation pole, so can be discarded. Schematically, for a

factorisation about a tabc pole, in six-point momentum, spurious pole structures such

as

1

tabc[a|kabc|f⟩
(6.2)

may appear. Recalling that kabc is non-null as a momentum, but must be nullified

when treated as a spinor, we can separate the spurious pole into spinor products. Each

can be paired with a new spinor product, chosen to lead to a convenient cancellation.

Also recalling that external momenta must sum to zero, a typical spurious pole may

be removed following a procedure such as

1

tabc[a|kabc|f⟩
=

1

tabc [a kabc] ⟨kabc f⟩
+O(t0abc)

=
⟨kabc c⟩ [d kabc]

tabc [a kabc] ⟨kabc c⟩ [d kabc] ⟨kabc f⟩
+O(t0abc)

=
[d|kabc|c⟩

tabc[a|kabc|c⟩[d|kabc|f⟩
+O(t0abc)

= − [d|kabc|c⟩
tabc[a|kabc|c⟩[d|kdef |f⟩

+O(t0abc)

= − [d|kabc|c⟩
tabc[a|b|c⟩[d|e|f⟩

+O(t0abc), (6.3)
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where the momentum sum has been used to exchange some denominator arguments in

the fourth step. Because this derivation only aims to find the leading pole terms, those

pieces of O(t0abc) can be neglected.

A similar manipulation can be applied for all spurious poles that appear, so their

treatment with six-point momenta and below is straightforward.

However for seven-point amplitudes and above, this type of manipulation no longer

succeeds in removing all spurious poles. Consider how the above example plays out

with seven-point momenta. The condition on the momenta is now

7∑
i=1

pi = 0, (6.4)

so the momentum swap used in step four no longer yields a non-spurious structure. We

instead obtain a factor of

[d|kabc|f⟩ = −[d|kdefg|f⟩ = −[d|keg|f⟩ (6.5)

and there is no simple manipulation to remove structures of this type. These structures

are not present in the overall amplitude, so the only remaining strategy is to collect all

the terms containing a particular spurious pole, which we infer must undergo some sort

of cancellation. The poles can be removed by applying manipulations that make their

overall cancellation under the sum manifest at an earlier stage, but this is a considerably

more difficult process than the six-point manipulation.

Note that when applying this technique to a two-loop amplitude, the ability to find a

simple result, free of spurious poles, is affected by the simplicity of the one-loop ampli-

tudes that are fed into the factorisations. Often, one-loop amplitudes for sub-leading

colour structures have not been explicitly derived previously, because all one-loop par-

tial amplitudes can be represented in terms of the leading structure via decoupling

identities [7]. However, the decoupling identity form tends not to be the simplest possi-

ble statement of a partial amplitude, as a result of it containing structures that cancel

in the overall sum. In particular, it is often the case that a pole present in the leading in

colour partial amplitude is not present in the sub-leading in colour structure, so these

represent spurious poles in the decoupling identity form.

The outcome is that in order to find simple forms for two-loop amplitudes, we may

first have to find simpler forms for one-loop amplitudes.
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6.2 Overview of the Method

6.2.2 Sub-leading poles

After the leading poles of a rational piece are obtained from factorisations and made

manifestly free of spurious poles, they can be subtracted from the large, notationally

inefficient expression that we wish to simplify. What remains is an expression, still

large, but that contains only the sub-leading pole terms. We can now attempt to fit an

ansatz to the sub-leading piece based on which poles are still present.

In principle, we could have started by attempting to fit an ansatz to the entire

expression. However, the leading pole structures would be additional possible factors

that could appear in the ansatz denominators, leading to a far larger ansatz being

required than for the sub-leading terms alone. By restricting our search to the smaller

set of sub-leading poles, we face a problem that is far more tractable with typically

available computing power. Deriving the leading poles by hand is also beneficial when

trying to make symmetries manifest. Although this is harder to do with ansatz fitting,

we can ensure some symmetries of the result are explicit by building them into the

ansatz. For example, when trying to fit a rational piece with a Pn:λ symmetry in its

arguments, we can restrict the form of our ansatz to some basis function with unknown

coefficients, under a Pn:λ sum.

To be able to choose an appropriate ansatz, we must know which poles are present in an

expression. Checking by eye is not sufficient, as structures that appear to be present can

cancel between terms, so that the overall result does not depend on them. A technique

of numerical pole testing is employed, where we evaluate our amplitude on a particular

kinematic point (a numerical choice for each external momentum), chosen so that

certain pole structures become large. Methodically testing which combinations of poles

are allowed to coincide in a term can greatly constrain the possible numerators needed

in the ansatz. A limitation of this procedure is that due to momentum considerations,

certain collections of spinor products becoming small require others to do so, so some

combinations of poles cannot be tested alone. For example, testing for ⟨a b⟩ and ⟨b c⟩
poles automatically involves ⟨a c⟩ poles too.

With a knowledge of the allowed pole combinations, we select denominators that are

representative of all the required poles. Then choosing sets of independent numerator

terms, each with unknown coefficients, we obtain an ansatz that is relatively small,

but should be guaranteed to contain all the structures of the target amplitude. Or in

the case that the complete ansatz would still contain too many terms to work with,

simpler non-guaranteed subsets of the terms can be postulated and tested to look for
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a successful fit.

The ansatz fitting itself proceeds by setting the ansatz equal to the amplitude, and

numerically evaluating on multiple kinematic points, to create a system of equations for

the unknowns of the ansatz. As many evaluations are needed as there are unknowns,

so smaller ansatzes are desirable to reduce computation time. This is particularly true

when the amplitude we wish to fit is a large, inefficient expression. We use Mathemat-

ica’s Solve function to solve for the ansatz unknowns. If the ansatz is complete and

contains all the structures of the amplitude, we expect an integer (or rational, depend-

ing on normalisation) solution for the unknowns, where most are zero. The solving

stage presents another reason to desire a small ansatz, as the manipulations carried out

on the equation matrix can exceed computer memory if too large an ansatz is chosen.

6.3 One-Loop Partial Amplitudes

The augmented recursion procedure makes use of factorisations into one-loop ampli-

tudes. For recursion of leading in colour partial amplitudes, those factorisations tend

to involve leading in colour amplitudes, but when working at full colour, the factori-

sations also involve sub-leading in colour structures. As previously mentioned, these

do not always exist in an efficient form, because they can always be obtained from the

one-loop decoupling relations [7] and this is sufficient for most applications. However,

expressions free of spurious poles are useful for our purposes.

In the following subsections, we reconstruct a number of one-loop amplitudes. The

forms produced are better suited for use in recursion processes, or in constructing the

leading pole factorisations for a two-loop amplitude that we wish to simplify.

6.3.1 Single-minus helicity A
(1)
5:2(a

+; b−, c+, d+, e+)

In determining the leading pole factorisation for the two-loop six-point full colour am-

plitude, we require the one-loop partial amplitude A
(1)
5:2(a

+; b−, c+, d+, e+).

This can be obtained from a decoupling identity

A
(1)
5:2(a

+; b−, c+, d+, e+) = −A
(1)
5:1(b

−, a+, c+, d+, e+)−A
(1)
5:1(b

−, c+, a+, d+, e+)

−A
(1)
5:1(b

−, c+, d+, a+, e+)−A
(1)
5:1(b

−, c+, d+, e+, a+) (6.6)
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involving the leading-in-colour partial amplitude with a single negative helicity [71],

A
(1)
5:1(a

−, b+, c+, d+, e+) =
i

3

1

⟨c d⟩2

(
− [b e]3

[a b] [e a]
+

⟨a d⟩3 ⟨c e⟩ [d e]
⟨a b⟩ ⟨b c⟩ ⟨d e⟩2

− ⟨a c⟩3 ⟨d b⟩ [c b]
⟨a e⟩ ⟨c b⟩2 ⟨e d⟩

)
.

(6.7)

The decoupling expression contains apparent double poles of the type 1/ ⟨c d⟩2, orig-
inating in the A

(1)
5:1 partial amplitude. However, pole tests show that this type of pole is

not present in A
(1)
5:2(a

+; b−, c+, d+, e+) once the sum has taken place – they are spurious.

We will reconstruct an expression for A
(1)
5:2(a

+; b−, c+, d+, e+) that is explicitly free of

spurious poles, so that these are not inherited by the two-loop factorisation we wish to

determine. The target amplitude only contains simple poles, so we can move directly

to ansatz fitting, rather than inspecting leading pole factorisations.

Pole tests on A
(1)
5:2(a

+; b−, c+, d+, e+) show that it contains poles in the following spinor

products:

⟨a c⟩ , ⟨a d⟩ , ⟨a e⟩ , ⟨b c⟩ , ⟨b e⟩ , ⟨c d⟩ , ⟨d e⟩ , [b c] , [b e] . (6.8)

This allows us to postulate an ansatz of the form

G

sbcsbe ⟨a c⟩ ⟨a d⟩ ⟨a e⟩ ⟨c d⟩ ⟨d e⟩
, (6.9)

where G contains a linearly independent sum of numerator terms with unknown coef-

ficients, chosen to give the amplitude the correct overall spinor weight and little group

scaling in each momentum.

The ansatz fit is successful, yielding the result

A
(1)
5:2(a

+; b−, c+, d+, e+) =
iGsm2

5:2

sbcsbe ⟨a c⟩ ⟨a d⟩ ⟨a e⟩ ⟨c d⟩ ⟨d e⟩
, (6.10)
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where

Gsm2
5:2 = ⟨a c⟩ ⟨a d⟩2 ⟨b d⟩ ⟨b e⟩ [a d]2 [c e] + 2 ⟨a c⟩ ⟨a d⟩2 ⟨b e⟩2 [a d] [a e] [c e]

+ ⟨a c⟩ ⟨a d⟩ ⟨a e⟩ ⟨b e⟩2 [a e]2 [c e]− ⟨a c⟩2 ⟨b d⟩2 ⟨d e⟩ [a d] [c d] [c e]
+ ⟨a c⟩ ⟨b c⟩ ⟨b d⟩ ⟨c d⟩ ⟨d e⟩ [c d]2 [c e]− 2 ⟨a c⟩2 ⟨b d⟩ ⟨b e⟩ ⟨d e⟩ [a d] [c e]2

+ 3 ⟨a c⟩ ⟨b c⟩ ⟨b d⟩ ⟨c e⟩ ⟨d e⟩ [c d] [c e]2 − 2 ⟨a c⟩ ⟨b c⟩2 ⟨d e⟩2 [c d] [c e]2

+ ⟨a d⟩3 ⟨b d⟩ ⟨b e⟩ [a d]2 [d e] + 3 ⟨a d⟩3 ⟨b e⟩2 [a d] [a e] [d e]
+ 2 ⟨a d⟩2 ⟨a e⟩ ⟨b e⟩2 [a e]2 [d e]− ⟨a c⟩ ⟨a d⟩ ⟨b d⟩2 ⟨d e⟩ [a d] [c d] [d e]
+ ⟨a d⟩ ⟨b c⟩ ⟨b d⟩ ⟨c d⟩ ⟨d e⟩ [c d]2 [d e] + 2 ⟨a d⟩2 ⟨b d⟩ ⟨b e⟩ ⟨c e⟩ [a d] [c e] [d e]
− 5 ⟨a c⟩ ⟨a d⟩ ⟨b d⟩ ⟨b e⟩ ⟨d e⟩ [a d] [c e] [d e] + 2 ⟨a d⟩2 ⟨b e⟩2 ⟨c e⟩ [a e] [c e] [d e]
− 2 ⟨a c⟩ ⟨a d⟩ ⟨b e⟩2 ⟨d e⟩ [a e] [c e] [d e] + ⟨a d⟩ ⟨b d⟩2 ⟨c e⟩2 [c d] [c e] [d e]
+ 3 ⟨a d⟩ ⟨b c⟩ ⟨b d⟩ ⟨c e⟩ ⟨d e⟩ [c d] [c e] [d e]− ⟨a c⟩ ⟨b d⟩2 ⟨c e⟩ ⟨d e⟩ [c d] [c e] [d e]
− 3 ⟨a d⟩ ⟨b c⟩2 ⟨d e⟩2 [c d] [c e] [d e] + ⟨a c⟩ ⟨b c⟩ ⟨b d⟩ ⟨d e⟩2 [c d] [c e] [d e]
+ ⟨a d⟩ ⟨b d⟩ ⟨b e⟩ ⟨c e⟩2 [c e]2 [d e]− 3 ⟨a c⟩ ⟨b d⟩ ⟨b e⟩ ⟨c e⟩ ⟨d e⟩ [c e]2 [d e]
+ 2 ⟨a c⟩ ⟨b c⟩ ⟨b e⟩ ⟨d e⟩2 [c e]2 [d e]− ⟨a d⟩2 ⟨b d⟩ ⟨b e⟩ ⟨c e⟩ [a c] [d e]2

− 2 ⟨a d⟩2 ⟨b d⟩ ⟨b e⟩ ⟨d e⟩ [a d] [d e]2 − ⟨a d⟩ ⟨b d⟩2 ⟨c e⟩ ⟨d e⟩ [c d] [d e]2

+ ⟨a d⟩ ⟨b c⟩ ⟨b d⟩ ⟨d e⟩2 [c d] [d e]2 − 3 ⟨a d⟩ ⟨b d⟩ ⟨b e⟩ ⟨c e⟩ ⟨d e⟩ [c e] [d e]2

+ 3 ⟨a d⟩ ⟨b c⟩ ⟨b e⟩ ⟨d e⟩2 [c e] [d e]2 . (6.11)

This expression contains 31 terms, compared to the 12 terms present in the decoupling

identity expression, so is less compact. However, the new form contains no spurious

poles so is better suited for use in recursion and factorisations of larger amplitudes.

6.3.2 All-plus helicity A
(1)
5:2(a

+; b+, c+, d+, e+)

The five-point one-loop all-plus helicity amplitude A
(1)
5:2(a

+; b+, c+, d+, e+) appears when

writing down the leading poles of the seven-point two-loop amplitude.

An all-n expression for this partial amplitude was obtained in ref. [54], derived by

considering applying decoupling identities to the all-n leading-in-colour partial ampli-
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6.3 One-Loop Partial Amplitudes

tude of ref. [31]. It can be written as

A
(1)
5:2(a

+; b+, c+, d+, e+) = −i
1

⟨b c⟩ ⟨c d⟩ ⟨d e⟩ ⟨e b⟩
∑

b≤i<j≤e

[a i] ⟨i j⟩ [j a]

= −i
1

⟨b c⟩ ⟨c d⟩ ⟨d e⟩ ⟨e b⟩
(
[a|bc|a] + [a|bd|a] + [a|be|a]

+ [a|cd|a] + [a|ce|a] + [a|de|a]
)
.

(6.12)

However, a simplification can be made by exploiting the linear dependence of the mo-

menta appearing in numerator structures. We can write the amplitude in a smaller

form,

A
(1)
5:2(a

+; b+, c+, d+, e+) = −i
1

⟨b c⟩ ⟨c d⟩ ⟨d e⟩ ⟨e b⟩
(
[a|bc|a] + [a|de|a]

)
, (6.13)

which helps to reduce complexity in later steps of a recursion procedure. In fact, the

use of linear dependence to eliminate terms in amplitudes is more generally applicable

whenever such a sum of terms occurs.

Directly building in the linear dependence where possible can yield an n-point expres-

sion with fewer terms, making it more convenient as an ingredient for larger amplitudes.

For example, we can write

A
(1)
n:2(1

+; 2+, · · · , n+) = −i
1

⟨2 3⟩ ⟨3 4⟩ · · · ⟨n 2⟩

−[1|2n|1] +
∑

2<i<j<n

[1|ij|1]

 , (6.14)

where the summation indices now exclude the two extreme values. This is an expression

with 1
2(n− 3)(n− 4) + 1 terms, compared to 1

2(n− 1)(n− 2) in the original version.

6.3.3 Single-minus helicity A
(1)
5:2(a

−; b+, c+, d+, e+)

The five-point one-loop single-minus helicity amplitude A
(1)
5:2(a

−; b+, c+, d+, e+) appears

when writing down the leading poles of the seven-point two-loop amplitude.

An all-n expression for this partial amplitude was derived in ref. [54]. It bears strong
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resemblance to the all-plus helicity expression. Specialising to our case, we have

A
(1)
5:2(a

−; b+, c+, d+, e+) = −i
1

⟨b c⟩ ⟨c d⟩ ⟨d e⟩ ⟨e b⟩
∑

b≤i<j≤e

⟨a i⟩ [i j] ⟨j a⟩

= −i
1

⟨b c⟩ ⟨c d⟩ ⟨d e⟩ ⟨e b⟩
(
⟨a|bc|a⟩+ ⟨a|bd|a⟩+ ⟨a|be|a⟩

+ ⟨a|cd|a⟩+ ⟨a|ce|a⟩+ ⟨a|de|a⟩
)
.

(6.15)

Again, linear dependence between the external momenta allows terms to be eliminated,

yielding the smaller form

A
(1)
5:2(a

−; b+, c+, d+, e+) = −i
1

⟨b c⟩ ⟨c d⟩ ⟨d e⟩ ⟨e b⟩
(
⟨a|bc|a⟩+ ⟨a|de|a⟩

)
, (6.16)

which we find more convenient for the recursion procedure.

As done in the previous subsection, if we wish to explore factorisations of larger

amplitudes then we can build the linear dependence relation into the all-n expression

with

A
(1)
n:2(1

−; 2+, · · · , n+) = −i
1

⟨2 3⟩ ⟨3 4⟩ · · · ⟨n 2⟩

−⟨1|2n|1⟩+
∑

2<i<j<n

⟨1|ij|1⟩

 , (6.17)

which reduces the number of terms in the sum.

6.3.4 Single-minus helicity A
(1)
6:4(a

−, b+, c+; d+, e+, f+)

The one-loop single-minus partial amplitude A
(1)
6:4(a

−, b+, c+; d+, e+, f+) is of interest

when building the leading pole piece of the two-loop seven-point amplitude.

This partial amplitude has not been written in a simple form previously, but can be

obtained in terms of the leading-in-colour partial amplitude using decoupling identities.
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The expression obtained is

A
(1)
6:4(a

−, b+, c+;d+, e+, f+) =

−
(
A

(1)
6:1(a, c, b, d, e, f) +A

(1)
6:1(a, c, d, b, e, f) +A

(1)
6:1(a, c, d, e, b, f)

+A
(1)
6:1(a, d, c, b, e, f) +A

(1)
6:1(a, d, c, e, b, f) +A

(1)
6:1(a, d, e, c, b, f)

+A
(1)
6:1(a, c, d, e, f, b) +A

(1)
6:1(a, d, c, e, f, b) +A

(1)
6:1(a, d, e, c, f, b)

+A
(1)
6:1(a, c, e, f, b, d) +A

(1)
6:1(a, e, c, f, b, d) +A

(1)
6:1(a, c, f, b, d, e)

+A
(1)
6:1(a, d, e, f, c, b) +A

(1)
6:1(a, e, f, c, b, d) +A

(1)
6:1(a, f, c, b, d, e)

+A
(1)
6:1(a, e, f, c, d, b) +A

(1)
6:1(a, f, c, d, b, e) +A

(1)
6:1(a, f, c, d, e, b)

+A
(1)
6:1(a, c, b, e, f, d) +A

(1)
6:1(a, c, e, b, f, d) +A

(1)
6:1(a, e, c, b, f, d)

+A
(1)
6:1(a, c, e, f, d, b) +A

(1)
6:1(a, e, c, f, d, b) +A

(1)
6:1(a, c, f, d, b, e)

+A
(1)
6:1(a, e, f, d, c, b) +A

(1)
6:1(a, f, d, c, b, e) +A

(1)
6:1(a, f, d, c, e, b)

+A
(1)
6:1(a, c, b, f, d, e) +A

(1)
6:1(a, c, f, d, e, b) +A

(1)
6:1(a, f, d, e, c, b)

)
,

(6.18)

where the leading in colour (originally obtained in ref. [72]) is

A
(1)
6:1(a

−, b+, c+,d+, e+, f+) =

i

3

(
[f |kbc|a⟩3

[f |kab|c⟩ ⟨a b⟩ ⟨b c⟩ ⟨d e⟩2 tabc
+

[b|kcd|a⟩
[b|kcd|e⟩ ⟨c d⟩2 ⟨e f⟩ ⟨f a⟩ tbcd

+
[b f ]3

[a b] [f a] tcde

(
[b c] [c d]

[b|kcd|e⟩ ⟨d e⟩
− [d e] [e f ]

[f |kab|c⟩ ⟨c d⟩
+

[c e]

⟨c d⟩ ⟨d e⟩

)
− ⟨a c⟩3 ⟨b d⟩ [b c]

⟨b c⟩2 ⟨c d⟩2 ⟨d e⟩ ⟨e f⟩ ⟨f a⟩
+

⟨a e⟩3 ⟨d f⟩ [e f ]
⟨a b⟩ ⟨b c⟩ ⟨c d⟩ ⟨d e⟩2 ⟨e f⟩2

− [d|kbc|a⟩ ⟨a d⟩3 ⟨c e⟩
⟨a b⟩ ⟨b c⟩ ⟨c d⟩2 ⟨d e⟩2 ⟨e f⟩ ⟨f a⟩

)
. (6.19)

Overall, this representation of the partial amplitude contains many terms and various

spurious poles, making it unhelpful as an ingredient in building simple forms of larger

amplitudes. In particular, the double poles and t-poles inherited from the leading-in-

colour expression are spurious when they appear in A
(1)
6:4(a

−, b+, c+; d+, e+, f+), which

does not show those structures under pole tests.

We can carry out pole tests to determine which structures are permitted in a form

of the partial amplitude free of spurious poles. Testing individual spinor products, we
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find poles in

⟨a b⟩ , ⟨b c⟩ , ⟨c d⟩ , ⟨d e⟩ , ⟨e f⟩ , ⟨a c⟩ , ⟨b d⟩ , ⟨b e⟩ , ⟨b f⟩ , ⟨c e⟩ , ⟨c f⟩ , ⟨d f⟩ ,
[a b] , [a c] , (6.20)

appearing as simple poles at most. There are no t-poles present and for a six-point

one-loop amplitude, we require an overall weight of −2 in spinor products. Inspecting

symmetries, we note that

A
(1)
6:4(a

−, b+, c+; d+, e+, f+) = −A
(1)
6:4(a

−, c+, b+; d+, e+, f+),

A
(1)
6:4(a

−, b+, c+; d+, e+, f+) = −A
(1)
6:4(a

−, b+, c+; e+, d+, f+). (6.21)

There is also the usual cyclic symmetry of the (second) momentum set

A
(1)
6:4(a

−, b+, c+; d+, e+, f+) = A
(1)
6:4(a

−, b+, c+; e+, f+, d+) = A
(1)
6:4(a

−, b+, c+; f+, d+, e+).

(6.22)

To make these symmetries manifest in the simplified amplitude, we will build them into

the ansatz as sums over an appropriate basis function.

In theory, the ansatz basis could be chosen to include all the types of pole found in

the amplitude, guaranteeing it would find a match to the structure. However, this

ansatz would be impractically large - to reach the correct overall spinor weight, the

numerator terms would each need to contain 12 spinor products to account for the

14 in the denominator. An ansatz containing all the linearly independent numerator

terms of this size, which satisfy the little group scaling, would be tens of thousands of

terms long and could not be evaluated in any reasonable time on a standard computer.

Solving the system of ansatz equations for the unknowns would also require excessive

memory usage.

Instead of this, we will choose simpler ansatz bases, consisting of one or more denom-

inator choices that do not contain every individual pole. This can still represent every

pole overall, because many poles are equivalent under the sums that we apply to the

basis to enforce symmetries. However, we no longer have a guarantee that the ansatz

will capture the amplitude so will in general have to test multiple ansatz denominator

choices. One principle that helps when picking denominators is to look to the structures

of known compact amplitudes for common patterns, then incorporating these into the
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6.3 One-Loop Partial Amplitudes

Diverging poles: ⟨1 2⟩ ⟨1 3⟩ ⟨2 3⟩ ⟨1 2⟩ ⟨3 4⟩ ⟨1 2⟩ [1 2]
Weight −2 ⟨b c⟩ ⟨b d⟩ ⟨c d⟩ ⟨a b⟩ ⟨c d⟩

⟨c d⟩ ⟨c e⟩ ⟨d e⟩ ⟨a b⟩ ⟨d e⟩
⟨d e⟩ ⟨d f⟩ ⟨e f⟩ ⟨b c⟩ ⟨d e⟩
⟨b d⟩ ⟨b e⟩ ⟨d e⟩

Weight −1 ⟨a b⟩ ⟨a d⟩ ⟨b d⟩ ⟨a d⟩ ⟨b e⟩ ⟨a b⟩ [a b]
⟨a d⟩ ⟨a e⟩ ⟨d e⟩ ⟨b d⟩ ⟨c f⟩

Weight 0 ⟨a b⟩ ⟨a c⟩ ⟨b c⟩

Table 6.1: Results of numerical pole tests on A
(1)
6:4(a

−, b+, c+; d+, e+, f+), to find
coinciding poles. Column headings indicate the type of poles that are taken
to be small. Each entry is a specific group of poles and their greatest total
weight in the amplitude. For example, an entry with “weight −1” means
that of that group of spinor products, only one can occur as a pole in a
given term, or two can occur as poles if the third group member (where
applicable) is in the numerator.

ansatz. An example of this would be to try the Parke–Taylor denominator,

1

⟨1 2⟩ ⟨2 3⟩ · · · ⟨(n− 1)n⟩ ⟨n 1⟩ , (6.23)

which is a common denominator for leading in colour partial amplitudes, but can also

occur over a cyclic subset of the momenta {1, 2, · · · , n} in a sub-leading in colour partial

amplitude.

To constrain which poles appear together in a term, we can also run numerical pole

tests where multiple spinor products become small simultaneously. Those combinations

which do not appear together can then be removed from the denominator choice without

accidentally excluding any required structures.

The symmetries in the arguments of the amplitude mean that only a subset of all the

possible pole combinations must be tested, the results of which are recorded in Table 6.1.

We are unable to check some combinations without other spinor products also being

made small, which is why the three spinor product combination ⟨1 2⟩ ⟨2 3⟩ ⟨1 3⟩ is used.
The strongest constraint found is the “weight 0” on the group ⟨a b⟩ ⟨a c⟩ ⟨b c⟩, meaning

that one of these poles can appear in a term only if it is accompanied by at least one

of the other group members as a numerator factor. In comparison, the “weight −2”

result for ⟨a b⟩ ⟨c d⟩ means that these poles can and do occur together in some terms of

the amplitude.
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6 Reconstruction of Rational Functions

Various ansatz denominators can be chosen that are in keeping with this set of rules.

The following five ansatzes were tested against the amplitude:

∑
Z3(def)

∑
[bc]

∑
[de]

G1

⟨a b⟩ ⟨b c⟩ ⟨c d⟩ ⟨d e⟩ ⟨e f⟩ [a c] ,∑
Z3(def)

∑
[bc]

∑
[de]

G2

⟨a b⟩ ⟨b d⟩ ⟨b f⟩ ⟨c d⟩ ⟨d e⟩ ⟨e f⟩ [a c] ,∑
Z3(def)

∑
[bc]

∑
[de]

G3

⟨a b⟩ ⟨b c⟩ ⟨b d⟩ ⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f b⟩ [a c] ,∑
Z3(def)

∑
[bc]

∑
[de]

G4

⟨a b⟩ ⟨b c⟩ ⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f d⟩ [a c] ,∑
Z3(def)

∑
[bc]

∑
[de]

G5

⟨a b⟩ ⟨b c⟩ ⟨c d⟩ ⟨d e⟩ ⟨e f⟩ [a b] [a c] , (6.24)

where the sums are over the antisymmetric and cyclic momentum symmetries identified

in equations 6.21 and 6.22. The antisymmetric sum notation,∑
[bc]

f(· · · , b, c, · · · ) ≡ f(· · · , b, c, · · · )− f(· · · , c, b, · · · ), (6.25)

is introduced as a shorthand for the former type of symmetry. Each G represents a

complete linearly independent set of spinor product numerators with unknown coeffi-

cients, satisfying overall momentum weight and little group requirements. The ansatzes

are not exhaustive – some combinations of poles occurring together are not represented.

However, they do contain every non-spurious pole identified in the amplitude, either

explicitly or as a result of the summation.

The first four ansatzes do not give rational coefficient solutions, which we interpret as

a sign that the ansatz is missing pole structures present in the amplitude. The fifth

ansatz succeeds, needing only a relatively small basis of 45 terms.

We write the partial amplitude, using the results of ansatz fitting, as

A
(1)
6:4(a

−, b+, c+; d+, e+, f+) =
∑

Z(def)

∑
[bc]

∑
[de]

iGsm
6:1

⟨a b⟩ ⟨b c⟩ ⟨c d⟩ ⟨d e⟩ ⟨e f⟩ [a b] [a c] , (6.26)
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where

Gsm
6:4 =− 2[b|c|a⟩ ⟨b d⟩ [b f ] [c d]− 2[c|kef |c⟩ ⟨a d⟩ [b f ] [c d]

− 2[c|kde|a⟩ ⟨c d⟩ [b d] [c f ] + [c|kbef |a⟩ ⟨c d⟩ [b c] [d f ]
− [c|e|a⟩ ⟨c d⟩ [b d] [c f ] . (6.27)

The new expression is very compact and contains only genuine poles – the spurious

poles of the decoupling version have been removed. The symmetries have been made

manifest, in the form of summations over a basis. The pole structure now takes a

simple, almost Parke–Taylor form. These are useful features for an amplitude used

as a recursion ingredient, but also interesting in their own right as the structure of

the partial amplitude is seen more clearly. An n-point form for this type of partial

amplitude appears quite achievable given the form seen here.

6.4 Seven-Point Two-Loop Rational Pieces

The augmented recursion procedure used to find the rational part of the full colour

two-loop seven-point all-plus amplitude R
(2)
7:λ(a

+, b+, c+, d+, e+, f+, g+) was described

in Chapter 4. The outcome of this is a set of analytic, but large, expressions for each

partial amplitude. There is also a reference momentum q present in the expressions,

although the overall function has no dependence on it, so we refer to the rational pieces

as R
(2),q
7:λ .

We would like to reconstruct the R
(2),q
7:λ in new, compact forms for several reasons:

• The amplitude should be written in a human-readable way, so that symmetries

of the theory are manifest.

• The expressions are large and unwieldy, occupying large amounts of computer

memory when loaded and taking significant time to evaluate numerically on a

single kinematic point.

• The functions have no overall dependence on the reference momentum q, but

factors of q appear in the detailed forms of R
(2),q
7:λ . Such a dependence is spurious

and should not appear.

The approximate sizes of the R
(2),q
7:λ can be found in Table 6.2. The six-point amplitude

could be expressed analytically in a few pages [59], so we infer that something similar
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6 Reconstruction of Rational Functions

R
(2),q
7:1 R

(2),q
7:2 R

(2),q
7:3 R

(2),q
7:4 R

(2),q
7:1,1 R

(2),q
7:1,2 R

(2),q
7:1,3 R

(2),q
7:2,2 R

(2),q
7:1B

File size / MB 4.64 28.8 50.6 115 116 349 406 345 162

Memory usage / MB 38.8 240 414 976 960 2920 3400 2810 1290

LeafCount/106 1.44 8.94 15.5 35.9 35.7 108 126 104 48.5

Evaluation time / s 13.3 77.5 146 436 323 1110 1270 1030 434

Table 6.2: Approximate expression sizes for the seven-point rational pieces calculated
using augmented recursion. Recorded are the size for a Mathematica file
storing each expression in terms of spinor products, the size of that
function when loaded into memory, and the Mathematica LeafCount value.
Evaluation time for one choice of numerical momentum values is also
checked. (To a precision of 70 figures, using a 2.60 GHz processor.)

should be possible for the seven-point amplitude. It is clear that what the augmented

recursion process outputs is not the most efficient description of an amplitude possi-

ble. Rather, recursion builds expressions from many contributions, each one being a

potentially complicated object like an integrated current diagram. When increasing

the number of gluons considered, even by a modest step of six to seven, the size of

results can increase by orders of magnitude due to the compounded effects of needing

to include more recursion contributions, and the greater complexity of each of those

contributions.

We confirm that the rational pieces R
(2),q
7:λ satisfy the decoupling identities of Sec-

tion 4.2.1. With that, we can sidestep having to do further work on the worst partial

amplitude expressions, instead expressing them via those identities, in terms of the

other structures. For example, we could express all the U(Nc) partial amplitudes in

terms of the subset of the purely SU(Nc) structures

R
(2),q
7:1 , R

(2),q
7:3 , R

(2),q
7:4 , R

(2),q
7:1B, (6.28)

so that it is only necessary to reconstruct these four in compact forms to obtain the

whole amplitude.

In fact, we choose to reconstruct the U(Nc) partial amplitude R
(2)
7:1,1 instead of R

(2)
7:3.

Pole tests show that R
(2)
7:3 contains t-poles as well as double angle bracket poles, but

R
(2)
7:1,1 is simpler with only t-poles and simple angle bracket poles. We can write R

(2)
7:3

in terms of R
(2)
7:1 and R

(2)
7:1,1 via a decoupling identity, so the two are equivalent for our
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purposes. The set of interest is then

R
(2),q
7:1 , R

(2),q
7:1,1, R

(2),q
7:4 , R

(2),q
7:1B. (6.29)

A compact form for R
(2)
7:1 was already found in ref. [60] and a compact form for R

(2)
7:1B

can be written down from the n-point postulate of ref. [63]. Therefore we focus our

attention on reconstructing R
(2),q
7:1,1 and R

(2),q
7:4 , detailed in the two sections that follow.

6.5 Seven-Point Rational Piece R
(2)
7:1,1

We aim to fit the reference-momentum-containing rational piece R
(2),q
7:1,1 to a compact,

symmetric form. To simplify the problem, we first deal with the leading poles by hand,

which can be written down from factorisations. The sub-leading poles are fitted to an

ansatz.

6.5.1 Augmented recursion output

The output of augmented recursion is an analytic expression for R
(2),q
7:1,1, but in a large

and inefficient form that makes investigating its properties difficult. The Mathematica

code used to generate the expression can be modified to not expand terms all the way

down to their constituent spinors, to create a somewhat smaller result written in terms

of spinor products. For the case of R
(2),q
7:1,1, this leads to a 116 MB Mathematica file. This

version of the expression contains 6782 terms and occupies 960 MB when in memory.

Given the number of recursion contributions involved, it is likely that the result

contains various repeated terms, which may not have been condensed in the summation,

inflating its apparent size. Checking for these reveals more than half of the expression

consists of duplicate terms. Once condensed, only 3032 terms remain in the expression.

Another possibility is that some collections of terms cancel completely, so can be

removed from the expression entirely. Checking for and removing cancelling pairs

further reduces the expression to 2528 terms. The possibility of a Schouten identity

taking place suggests that groups of three terms could experience cancellation, however

no such sets are found. Checking for larger cancelling sets is too computationally

expensive, because the search time scales exponentially with the number of terms.

The new R
(2),q
7:1,1 has a file size of 27 MB, or occupies 231 MB in memory. One numerical

evaluation (on an i7, 2.60 GHz processor) takes one minute, which is an improvement

on the five minutes taken by the larger expression in proportion with the reduction in

file size.
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We briefly perform the same expression size checks on R
(2),q
7:3 . Given its close rela-

tionship with R
(2),q
7:1,1 via decoupling identities, there may be some benefit to using it in

some tasks if it has a more efficient form. The initial spinor product expression for

the rational piece is a 50.6 MB file, containing 2824 terms and occupying 414 MB in

memory. After condensing repeated terms, 1326 terms remain. Finally, removing three

cancelling pairs leaves 1320 terms, in an expression for R
(2),q
7:3 that is 25 MB on file and

occupies 200 MB in memory. One numerical evaluation of the new expression takes

one minute, compared to the two minutes taken by the original.

6.5.2 Pole tests

Numerical tests are run on R
(2),q
7:1,1 to identify the types of pole which are present. By

arranging multiple spinor products to become small simultaneously, information on

which combinations of permitted poles occur in the same terms of the amplitude can

also be tested.

The partial amplitude has an overall P7:1,1 symmetry, meaning that if a pole such

as ⟨b c⟩ is present, then so is ⟨a c⟩, ⟨b d⟩, etc. We can make use of this fact to reduce

the number of pole tests that need to be run, and express the results in a simple way

where we record only one of each equivalent pole or combination type, leaving the rest

as implied.

The poles present are

tbcd, ⟨b c⟩ , ⟨c d⟩ (6.30)

and those which are as equivalent under the P7:1,1 symmetry. As mentioned previously,

this set of poles is significantly simpler than that of R
(2),q
7:3 . There are no double poles

present, and poles in ⟨a b⟩ also do not occur. Multi-pole tests show that up to two t-

poles can occur in the same term, in a specific configuration taef tbcd where the momenta

sets involved do not overlap. Other configurations are not permitted.

6.5.3 Leading pole factorisations

The leading poles in R
(2),q
7:1,1 can be obtained from factorisations involving R

(1)
4 − R

(1)
5 ,

where the propagator creates a t-pole.

Those amplitudes must be colour dressed and multiplied, joining the colour traces

using matrix identities. Terms that contain the overall colour structure of interest are

selected, which in this case are the factorisations accompanying the U(Nc) structure
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Tr[T a]Tr[T b]Tr[T cT dT eT fT g].

We will work with basis expressions, which then have a P7:1,1, or Z2(a, b)Z5(c, d, e, f, g),

sum applied to reproduce the known symmetry of the amplitude. In this case, the lead-

ing t-poles are denoted by

F7:1,1 =
∑
P7:1,1

B7:1,1, (6.31)

where the basis function built from factorisations is

B7:1,1 =A
(1),ap
4:2 (b, c, d,−k+bcd)

i

tbcd
A

(1),sm
5:2 (a, k−bcd, e, f, g)

+A
(1),sm
4:2 (b,−k−bcd, c, d)

i

tbcd
A

(1),ap
5:2 (a, k+bcd, e, f, g). (6.32)

Testing the factorisations

Pole tests confirm that F7:1,1 contains the desired t-poles, which are what we consider

to be the leading poles in this case. It is also likely that spurious poles have been

introduced by the factorisation, which are not present in the amplitude itself.

Inserting the amplitudes into the factorisation, spinor products containing nullified

k♭bcd appear. Joining these into larger spinor structures such as [x|kbcd|y⟩ allows the k

to be expressed in its non-nullified form. The extra piece from the nullification identity

contains a k2bcd = tbcd factor which cancels the pole, so can be ignored.

Where [x|kbcd|y⟩ appear in the denominator, they represent spurious poles, which

we must identify and attempt to remove. The A
(1),sm
4:2 (b,−k−bcd, c, d) piece in particular

introduces spurious poles stemming from [b kbcd], [c kbcd] and [d kbcd]. Some of these

happen to be removable by using four-point manipulations, such as

sbd = − [c kbcd] ⟨kbcd c⟩+O(tbcd), (6.33)

to express new factors of the spurious structure in the numerator, keeping only the terms

relevant to the leading poles. However, it can be seen that removing this spurious pole

type is in fact trivial wherever it appears, by using a manipulation such as

1

[b kbcd]
=

⟨kbcd d⟩
[b kbcd] ⟨kbcd d⟩

=
⟨kbcd d⟩
[b|kbcd|d⟩

+O(tbcd) =
⟨kbcd d⟩
[b c] ⟨c d⟩ +O(tbcd). (6.34)

This way of removing spurious poles is guaranteed to be applicable for any number of

gluons up to six-point amplitudes.

However, we see that it fails for some spurious poles in the seven-point factorisation,
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due to the additional momentum in the zero total momentum sum. Specifically, spuri-

ous poles occur in the factorisation basis that are of the type [g|kbcd|g⟩ and [e|kbcd|e⟩.
These spurious poles are non-trivial to remove, in a way that has not occurred pre-

viously in our derivations. Attempting a manipulation like in eq. 6.34 on one of the

problematic spinor products,

1

[g kbcd]
=

⟨kbcd e⟩
[g kbcd] ⟨kbcd e⟩

=
⟨kbcd e⟩
[g|kbcd|e⟩

+O(tbcd) = − ⟨kbcd e⟩
[g|kaf |e⟩

+O(tbcd), (6.35)

we are unable to create a non-spurious denominator. New approaches will be needed

to remove these factors.

After performing some simplifying manipulations, including removing all spurious poles

of a trivial type, the basis containing the tbcd poles can be written as

B7:1,1 = Bnsp
711 +BspE

711 +BspG
711 , (6.36)

where the remaining spurious poles have been separated as much as possible and col-

lected by type.

We have

Bnsp
711 =i

numnsp

tbcd ⟨b c⟩ ⟨c d⟩ ⟨e f⟩ ⟨f g⟩
1

⟨a e⟩ ⟨a f⟩ ⟨a g⟩

− i
([b e] [d g] + [b g] [d e]) [a g]

tbcd ⟨a f⟩ ⟨b c⟩ ⟨c d⟩ ⟨e f⟩
, (6.37)

BspE
711 =

i

[e|kbcd|e⟩
[a g] [b d] [a|kbcde|b⟩[e|kbcd|d⟩
tbcd ⟨b c⟩ ⟨c d⟩ ⟨e f⟩ ⟨f g⟩

1

⟨d b⟩

+
i

[e|kbcd|e⟩
numspE

tbcd ⟨b c⟩ ⟨c d⟩ ⟨e f⟩ ⟨f g⟩
1

⟨a e⟩ ⟨a f⟩ ⟨a g⟩ (6.38)

and

BspG
711 =

i

[g|kbcd|g⟩
[a e] [b d] [a|kbcdg|b⟩[g|kbcd|d⟩
tbcd ⟨b c⟩ ⟨c d⟩ ⟨e f⟩ ⟨f g⟩

1

⟨d b⟩

+
i

[g|kbcd|g⟩
numspG

tbcd ⟨b c⟩ ⟨c d⟩ ⟨e f⟩
1

⟨a e⟩ ⟨a f⟩ ⟨a g⟩ , (6.39)
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with numerators

numnsp =− [b|kbcd|a⟩[d|kbcd|e⟩ ⟨a f⟩ [a e]
− [b|kbcd|f⟩[d|kbcd|a⟩ ⟨e g⟩ [e g]
+ [b|kbcd|f⟩[d|kbcd|g⟩ ⟨a e⟩ [e g] , (6.40)

numspE =− [g|kbcd|e⟩ [b e] [d e] ⟨a e⟩ ⟨f g⟩ sag
− [b|kbcd|a⟩[d|kbcd|a⟩ ⟨e f⟩ seg [a e]
− [b|kbcd|a⟩[d|kbcd|e⟩ ⟨f g⟩ sae [e g]
− [b|kbcd|a⟩[d|kbcd|f⟩ ⟨a e⟩ ⟨f g⟩ [a f ] [e g]
− [b|kbcd|a⟩[d|kbcd|e⟩ ⟨f g⟩ seg [e g]
− [b|kbcd|g⟩[d|kbcd|e⟩ ⟨a e⟩ ⟨f g⟩ [e g]2

− [b|kbcd|a⟩[d|kbcd|f⟩[g|kbcd|g⟩sae (6.41)

and

numspG =− [e|kbcd|g⟩ ⟨a e⟩ [b g] [d g] sag
− [b|kbcd|a⟩[d|kbcd|a⟩[g|kbcd|e⟩ [a e] . (6.42)

A notable detail is that although the full rational piece contains pole structures like

tbcdtaef , and numerical tests confirm that our factorisation captures the leading pole

behaviour, we do not see any explicit factors of tbcdtaef in the denominators. Instead, we

see structures like tbcd[g|kbcd|g⟩, which contain only one explicit t-pole and one spurious

pole.

Why this still gives the correct pole behaviour for tbcd is that as tbcd becomes small,

[g|kbcd|g⟩ = tbcdg − tbcd = taef − tbcd → taef , (6.43)

the spurious poles behave like regular t-poles.

Separating spurious poles from leading poles

It is found that the factorisation basis contains terms of the form

B7:1,1 ∼
1

tbcd[g|kbcd|g⟩
, (6.44)
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which reproduce the t-pole behaviour without containing the expected pairs of t-poles

explicitly.

The factorisation must reproduce all the same (t-pole containing) terms that appear

in the amplitude itself, so there must exist a way of re-expressing the summed factori-

sation so that it contains manifest double t-pole terms. Hence, it can be inferred that

the total factorisation is equivalent to a form schematically written as

F7:1,1 ∼
∑
P7:1,1

(
1

tbcdtaef
+

1

tbcd
+

1

[g|kbcd|g⟩

)
, (6.45)

with appropriate numerators. There must be terms that explicitly contain two t-pole

structures, as well as terms containing only one, which can be identified with the terms

detected in the amplitude. Spurious poles do not appear in the amplitude, so any

spurious poles in F7:1,1 must appear in separate terms to the t-poles.

How this separation comes about is of interest to us. We would like to identify

whatever cancellations take place after the sum is applied, then use manipulations that

allow them to take place at the basis stage. With that, the spurious poles can be

discarded to leave only a compact form for the leading poles. And those poles would

appear underneath an explicit sum in the overall expression, making the symmetry of

the structure manifest.

The equivalence of the spurious poles to differences of t-poles, such as [g|kbcd|g⟩ =

taef − tbcd, offers a potential removal method. Series expanding in the leading tbcd pole,

which we consider to be small, gives

1

tbcd[g|kbcd|g⟩
=

1

tbcd(taef − tbcd)
=

1

tbcdtaef

(
1− tbcd

taef

)−1

=
1

tbcdtaef

(
1 +

tbcd
taef

+
t2bcd
t2aef

+ · · ·
)

=
1

tbcdtaef
+

1

t2aef
+

tbcd
t3aef

+ · · ·

=
1

tbcdtaef
+O(t0bcd). (6.46)

It is tempting to discard the terms of O(t0bcd) in the final step, leaving only the non-

spurious structure. This does maintain the correct pole behaviour in the basis when

tbcd becomes small, but at the expense of incorrect pole behaviour in the summed
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factorisation F7:1,1. This happens because the O(t0bcd) terms contain poles in taef ,

which is also leading. Once the P7:1,1 sum is applied, there are terms where taef poles

become tbcd poles with the rotated momentum assignment. So removing any specific

t-pole from the basis amounts to modifying the behaviour of all t-poles in the summed

factorisation, which we cannot do if we wish to retain agreement with the amplitude.

Various ansatzes are also tested, where an attempt is made to fit the factorisation

F7:1,1 to a structure with separated spurious poles, of the form shown in eq. 6.45. The

presence of up to two t-poles in a term leads to very large ansatzes being required, on

account of there being many possible permutations of the numerator factor needed to

balance the high spinor weight in the denominator. Even running ansatzes with on the

order of 10 000 terms, a successful fit is not found, likely because those ansatzes still

omit many pole combinations.

The importance of, and complications introduced by, the presence of tbcdtaef pole

structures in the amplitude motivates us to consider whether our choice to have the

basis contain all tbcd poles is the most appropriate. A more symmetric basis might

contain the tbcdtaef term and equal parts tbcd and taef terms, at the expense of not

fully capturing the pole behaviour for either structure. The full behaviour at each pole

would then only be regained after all the contributions to the P7:1,1 sum are collected.

A separate line of logic also leads to such a structure. In order for the spurious pole

terms to separate from the t-pole terms, as in eq. 6.45, then in general some interaction

must take place between all terms containing a certain type of spurious pole. Therefore

if we want this separation to be manifest at the basis level, then we must collect all

the spurious poles of a particular type in one basis. The overall sum allows us to freely

rotate the arguments of any given term in the basis according to the P7:1,1 symmetry.

Doing so will cause the basis to no longer represent the full tbcd pole behaviour, but

will allow us to arrange for only one spurious structure to appear in the denominator

of the basis.

Choosing [g|kbcd|g⟩ to be the spurious pole we wish to target, a change of

BspE
7:1,1 → BspG2

7:1,1 ≡ BspE
7:1,1(b, a, e, f, g, c, d) (6.47)

is made under the sum. The new basis contains only one type of spurious pole, which

is exclusive to this part of the overall sum. Numerical tests confirm that even without

applying the overall P7:1,1 factorisation sum, the pieces containing the spurious pole,

B2−t
711 = BspG

711 +BspG2
711 , (6.48)
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resolve to something of the form

B2−t
711 ∼ 1

tbcdtaef
+

1

tbcd
+

1

taef
+

1

[g|kbcd|g⟩
(6.49)

with appropriate factors in the numerators and denominators. The desired separation

of spurious poles from t-poles that occurred in F7:1,1 has been arranged to take place at

the earlier stage of the basis B7:1,1. Tests show that B7:1,1 contains the two t-pole term,

but no longer captures all tbcd poles, instead mixing tbcd and taef . The remaining task

is to perform this manipulation explicitly, to obtain the leading poles of the rational

piece in a symmetric form, manifestly free of spurious poles.

The new basis, written out in full, is

B711 = Bnsp
711 +BspG

711 +BspG2
711 , (6.50)

where

Bnsp
711 =i

numnsp

tbcd ⟨b c⟩ ⟨c d⟩ ⟨e f⟩ ⟨f g⟩
1

⟨a e⟩ ⟨a f⟩ ⟨a g⟩−

− i
([b e] [d g] + [b g] [d e]) [a g]

tbcd ⟨a f⟩ ⟨b c⟩ ⟨c d⟩ ⟨e f⟩
, (6.51)

BspG
711 =

i

[g|kbcd|g⟩
[a e] [b d] [a|kbcdg|b⟩[g|kbcd|d⟩
tbcd ⟨b c⟩ ⟨c d⟩ ⟨e f⟩ ⟨f g⟩

1

⟨d b⟩

+
i

[g|kbcd|g⟩
numspG

tbcd ⟨b c⟩ ⟨c d⟩ ⟨e f⟩
1

⟨a e⟩ ⟨a f⟩ ⟨a g⟩ (6.52)

and

BspG2
711 =

i

taef [g|kaef |g⟩
[a f ] [b d] [b|kaefg|a⟩[g|kaef |f⟩
⟨a e⟩ ⟨a f⟩ ⟨c d⟩ ⟨e f⟩ ⟨g c⟩

+
i

taef [g|kaef |g⟩
numspG2

⟨a e⟩ ⟨b c⟩ ⟨b d⟩ ⟨b g⟩ ⟨c d⟩ ⟨e f⟩ ⟨g c⟩ , (6.53)
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with numerators

numnsp =− [b|kbcd|a⟩[d|kbcd|e⟩ ⟨a f⟩ [a e]
− [b|kbcd|f⟩[d|kbcd|a⟩ ⟨e g⟩ [e g]
+ [b|kbcd|f⟩[d|kbcd|g⟩ ⟨a e⟩ [e g] , (6.54)

numspG =− [e|kbcd|g⟩ ⟨a e⟩ [b g] [d g] sag
− [b|kbcd|a⟩[d|kbcd|a⟩[g|kbcd|e⟩ [a e] (6.55)

and

numspG2 =− sbd ⟨b g⟩ ⟨c d⟩ [a g] [f g] [d|kaef |g⟩
− sgd ⟨g c⟩ [b g] [a|kaef |b⟩[f |kaef |b⟩
− ⟨b g⟩ ⟨c d⟩ [b c] [g d] [a|kaef |b⟩[f |kaef |c⟩
− sbg[a|kaef |b⟩[d|kaef |d⟩[f |kaef |c⟩
− sbg ⟨c d⟩ [g d] [a|kaef |b⟩[f |kaef |g⟩
− sgd ⟨c d⟩ [g d] [a|kaef |b⟩[f |kaef |g⟩
− ⟨b g⟩ ⟨c d⟩ [g d]2 [a|kaef |d⟩[f |kaef |g⟩. (6.56)

Leading poles tbcd and taef are present, although their overlap term containing a tbcdtaef

denominator factor is not yet explicit. The spurious poles present are all of the same

type, [g|kbcd|g⟩ = −[g|kaef |g⟩.

Manipulations to clear spurious poles

Manipulations are carried out to express the basis in a clear, spurious-pole-free form.

By inserting an expression equivalent to the identity into BspG
711 ,

1 =
taef
taef

=
tbcd + [g|kbcd|g⟩

taef
, (6.57)

that basis piece yields terms explicitly containing two t-poles. Other terms produced

containing one spurious pole and one t-pole are of the same type as appear in BspG2
711 ,

namely their denominators contain taef [g|kbcd|g⟩.
Redefining the pieces of the basis, we collect all those spurious poles in the same
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piece with

B711 = Bnsp
711 +Bnspt

711 +Bsp
711, (6.58)

where

Bnsp
711 =i

numnsp

tbcd ⟨b c⟩ ⟨c d⟩ ⟨e f⟩ ⟨f g⟩
1

⟨a e⟩ ⟨a f⟩ ⟨a g⟩

− i
([b e] [d g] + [b g] [d e]) [a g]

tbcd ⟨a f⟩ ⟨b c⟩ ⟨c d⟩ ⟨e f⟩
, (6.59)

Bnspt
711 =

i

taef tbcd

[a e] [b d] [a|kbcdg|b⟩[g|kbcd|d⟩
⟨b c⟩ ⟨c d⟩ ⟨e f⟩ ⟨f g⟩

1

⟨d b⟩

+
i

taef tbcd

numspG

⟨b c⟩ ⟨c d⟩ ⟨e f⟩
1

⟨a e⟩ ⟨a f⟩ ⟨a g⟩ (6.60)

and

Bsp
711 =− i

taef [g|kbcd|g⟩
[a f ] [b d] [b|kaefg|a⟩[g|kaef |f⟩
⟨a e⟩ ⟨a f⟩ ⟨c d⟩ ⟨e f⟩ ⟨g c⟩

− i

taef [g|kbcd|g⟩
numspG2

⟨a e⟩ ⟨b c⟩ ⟨b d⟩ ⟨b g⟩ ⟨c d⟩ ⟨e f⟩ ⟨g c⟩

+
i

taef [g|kbcd|g⟩
[a e] [b d] [a|kbcdg|b⟩[g|kbcd|d⟩

⟨b c⟩ ⟨c d⟩ ⟨e f⟩ ⟨f g⟩
1

⟨d b⟩

+
i

taef [g|kbcd|g⟩
numspG

⟨b c⟩ ⟨c d⟩ ⟨e f⟩
1

⟨a e⟩ ⟨a f⟩ ⟨a g⟩ . (6.61)

Numerical tests confirm that the t-poles and spurious poles in Bsp
711 separate fully, once

all terms are taken into account. To help in finding that separation explicitly, the

spurious piece Bsp
711 can be written over one denominator as

Bsp
711 =

i

taef [g|kbcd|g⟩
numsp

⟨a e⟩ ⟨a f⟩ ⟨a g⟩ ⟨b c⟩ ⟨b d⟩
1

⟨b g⟩ ⟨c d⟩ ⟨c g⟩ ⟨e f⟩ ⟨f g⟩ , (6.62)
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with a large number of numerator factors,

numsp =− [a e] [b d] ⟨a e⟩ ⟨a f⟩ ⟨a g⟩ ⟨b g⟩ ⟨c g⟩ [a|kbcdg|b⟩[g|kbcd|d⟩
− ⟨a e⟩ [b g] [d g] sag ⟨b d⟩ ⟨b g⟩ ⟨c g⟩ ⟨f g⟩ [e|kbcd|g⟩
− [a e] ⟨b d⟩ ⟨b g⟩ ⟨c g⟩ ⟨f g⟩ [b|kbcd|a⟩[d|kbcd|a⟩[g|kbcd|e⟩
− sbd ⟨b g⟩ ⟨c d⟩ [a g] [f g] ⟨a f⟩ ⟨a g⟩ ⟨f g⟩ [d|kaef |g⟩
− sgd ⟨g c⟩ [b g] ⟨a f⟩ ⟨a g⟩ ⟨f g⟩ [a|kaef |b⟩[f |kaef |b⟩
− ⟨b g⟩ ⟨c d⟩ [b c] [g d] ⟨a f⟩ ⟨a g⟩ ⟨f g⟩ [a|kaef |b⟩[f |kaef |c⟩
− sbg ⟨a f⟩ ⟨a g⟩ ⟨f g⟩ [a|kaef |b⟩[d|kaef |d⟩[f |kaef |c⟩
− sbg ⟨c d⟩ [g d] ⟨a f⟩ ⟨a g⟩ ⟨f g⟩ [a|kaef |b⟩[f |kaef |g⟩
− sgd ⟨c d⟩ [g d] ⟨a f⟩ ⟨a g⟩ ⟨f g⟩ [a|kaef |b⟩[f |kaef |g⟩
− ⟨b g⟩ ⟨c d⟩ [g d]2 ⟨a f⟩ ⟨a g⟩ ⟨f g⟩ [a|kaef |d⟩[f |kaef |g⟩
+ [a f ] [b d] ⟨a g⟩ ⟨b c⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩ [b|kaefg|a⟩[g|kaef |f⟩. (6.63)

To eliminate spurious poles from the basis B7:1,1, we must separate the parts of Bsp
711

with taef poles from those spurious [g|kbcd|g⟩ pieces. Numerical tests show this to be

possible, meaning that there exist manipulations to place the numerator terms into the

form

numsp = Ataef +B[g|kbcd|g⟩ (6.64)

for some spinor functions A and B to be found. Then cancellations against the denom-

inator factors create a t-pole piece free of spurious poles and a spurious pole piece free

of t-poles. The latter can be discarded.

A strategy for finding the desired form for numsp involves numerical evaluation.

Suppose that each term is numerically evaluated, using a kinematic point where both

[g|kbcd|g⟩ and taef are small. As a result of the structure in eq 6.64, the total value of

numsp will be small. However, individual terms in numsp, where the pole factors are

not explicit, will not necessarily be small. Since the larger terms must partially cancel to

produce the small total, we can inspect those large terms which show similar magnitudes

for ways in which they can be combined algebraically, to produce a single new large

term and/or small terms involving explicit pole factors. By repeatedly matching and

combining those terms of the greatest magnitude, the whole of numsp can be converted

to only small terms containing explicit poles, as required for the structure in eq. 6.64.

Performing the manipulations, the end result is a form for numsp where the taef and

[g|kbcd|g⟩ factors are separated, leading to separable t-pole and spurious pole parts. In
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full, the numerator sum is expanded into approximately twice as many terms,

numsp =− [g|kaef |g⟩[a|kaef |b⟩[f |kaef |c⟩sdg ⟨a f⟩ ⟨a g⟩ ⟨f g⟩
− [g|kbcd|g⟩[a|kaef |a⟩[b|kbcd|a⟩[d|kbcd|c⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩
+ [g|kbcd|g⟩[b|kbcd|a⟩[d|kaef |a⟩ ⟨b d⟩ ⟨b g⟩ ⟨c e⟩ ⟨f g⟩ [a e]
− [g|kbcd|g⟩[b|g|c⟩[d|kaef |a⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩ [a g]
+ [g|kbcd|g⟩[a|kaef |b⟩[f |kaef |d⟩ ⟨a f⟩ ⟨a g⟩ ⟨b g⟩ ⟨c f⟩ [b d]
+ [g|kbcd|g⟩[b|kbcd|a⟩ ⟨a f⟩ ⟨b c⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩ [a f ] [b d]
+ [g|kbcd|g⟩ ⟨a e⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨c g⟩ ⟨f g⟩ [a g] [b g] [d e]
+ [g|kbcd|g⟩[b|kaef |c⟩ ⟨a f⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩ [a g] [d f ]
− [g|kbcd|g⟩[b|kbcd|a⟩ ⟨a e⟩ ⟨b d⟩ ⟨b g⟩ ⟨c g⟩ ⟨f g⟩ [a e] [d g]
+ [g|kbcd|g⟩[a|kaef |d⟩[f |kaef |c⟩ ⟨a f⟩ ⟨a g⟩ ⟨b g⟩ ⟨f g⟩ [g d]
+ [g|kbcd|g⟩[f |kaef |c⟩ ⟨a f⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩ [a b] [g d]
− taef [a|kaef |b⟩[g|kbcd|d⟩ ⟨a f⟩ ⟨a g⟩ ⟨b g⟩ ⟨c g⟩ [b d]
− taef [b|kbcd|a⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨c e⟩ ⟨f g⟩ [a e] [d g]
+ taef [b|kbcd|a⟩ ⟨a e⟩ ⟨b d⟩ ⟨b g⟩ ⟨c g⟩ ⟨f g⟩ [a e] [d g]
+ taef [b|g|c⟩(⟨a g⟩)2 ⟨b d⟩ ⟨b g⟩ ⟨f g⟩ [a g] [d g]
− taef [b|kbcd|a⟩[d|kbcd|c⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩ [g a]
− taef [a|kaef |d⟩ ⟨a f⟩ ⟨a g⟩ ⟨b g⟩ ⟨c g⟩ ⟨f g⟩ [f g] [g d]

− taef ⟨a f⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨c g⟩ ⟨f g⟩ [a b] [f g] [g d]

+ taef [a|kaef |b⟩sdg ⟨a f⟩ ⟨a g⟩ ⟨c g⟩ ⟨f g⟩ [g f ]
+ taef [a|kaef |b⟩ ⟨a f⟩ ⟨a g⟩ ⟨b g⟩ ⟨c f⟩ ⟨d g⟩ [b d] [g f ] . (6.65)

However, only those that contain a [g|kbcd|g⟩ factor to cancel the spurious pole will

contribute to the leading pole behaviour overall.

The clean basis

We can discard the numsp numerators containing taef factors, as these correspond to

terms containing spurious poles but not t-poles once the denominator is considered.

Finally, we are also free to rotate the arguments of any part of the basis under the

P7:1,1 sum. Performing

Bnsp
711 (a, b, c, d, e, f, g) → Bnsp

711 (b, a, e, f, g, c, d) (6.66)
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brings all the single t-pole basis terms over the same taef factor. Combining and tidying

up, the basis for the t-pole part of R711 can be written in terms of single t-pole (st)

and dual t-pole (dt) parts

B711 = Bdt
711 +Bst

711, (6.67)

where

Bdt
711 =

i

taef tbcd

numdt

⟨a e⟩ ⟨a f⟩ ⟨a g⟩ ⟨b c⟩ ⟨c d⟩ ⟨e f⟩

+
i

taef tbcd

[a|kef |b⟩[g|kbcd|d⟩ [a e] [b d]
⟨b c⟩ ⟨b d⟩ ⟨c d⟩ ⟨e f⟩ ⟨f g⟩ (6.68)

and

Bst
711 =

i

taef

numst

⟨a e⟩ ⟨a f⟩ ⟨a g⟩ ⟨b c⟩ ⟨b d⟩ ⟨b g⟩
1

⟨c d⟩ ⟨c g⟩ ⟨e f⟩ ⟨f g⟩ , (6.69)

with numerators

numdt =− [b|kbcd|a⟩[d|kbcd|a⟩[g|kbcd|e⟩ [a e]
− [e|kbcd|g⟩sag ⟨a e⟩ [b g] [d g] (6.70)
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and

numst =− [a|kaef |a⟩[b|kbcd|a⟩[d|kbcd|c⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩
+ [b|kbcd|a⟩[d|kaef |a⟩ ⟨b d⟩ ⟨b g⟩ ⟨c e⟩ ⟨f g⟩ [a e]
+ [a|kaef |b⟩[f |kaef |d⟩ ⟨a f⟩ ⟨a g⟩ ⟨b g⟩ ⟨c f⟩ [b d]
+ [b|kbcd|a⟩ ⟨a f⟩ ⟨b c⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩ [a f ] [b d]
+ [a|kaef |b⟩[f |kaef |g⟩ ⟨a f⟩ ⟨a g⟩ ⟨b c⟩ ⟨f g⟩ [b g]
+ [d|kaef |a⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨c g⟩ ⟨f g⟩ [a g] [b g]
+ ⟨a e⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨c g⟩ ⟨f g⟩ [a g] [b g] [d e]
+ [b|kaef |c⟩ ⟨a f⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩ [a g] [d f ]
+ [a|kaef |c⟩[f |kaef |b⟩ ⟨a f⟩ ⟨a g⟩ ⟨d g⟩ ⟨f g⟩ [d g]
− [a|kaef |b⟩[f |kaef |c⟩ ⟨a f⟩ ⟨a g⟩ ⟨d g⟩ ⟨f g⟩ [d g]
− [b|kbcd|a⟩ ⟨a e⟩ ⟨b d⟩ ⟨b g⟩ ⟨c g⟩ ⟨f g⟩ [a e] [d g]
+ ⟨a f⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨c d⟩ ⟨f g⟩ [a g] [b d] [f d]

+ ⟨a f⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨c d⟩ ⟨f g⟩ [a d] [b d] [f g]

+ [a|kaef |d⟩[f |kaef |c⟩ ⟨a f⟩ ⟨a g⟩ ⟨b g⟩ ⟨f g⟩ [g d]
− [a|kaef |c⟩[f |kaef |d⟩ ⟨a f⟩ ⟨a g⟩ ⟨b g⟩ ⟨f g⟩ [g d]
+ [f |kaef |c⟩ ⟨a f⟩ ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨f g⟩ [a b] [g d] . (6.71)

Numerical tests confirm this expression to be correct and to contain all leading t-pole

terms.

We can now move on to fitting the sub-leading poles of R
(2),q
7:1,1, to complete the compact

form.

6.5.4 Sub-leading pole fitting

The leading poles (meaning the t-poles) of the R
(2)
7:1,1 rational piece have been identified.

By subtracting these from the full R
(2),q
7:1,1 result obtained by augmented recursion, we

are left with only terms with sub-leading (angle bracket) poles. We now fit those poles

to an appropriate compact form via ansatz fitting.

We may investigate the pole content of our sub-leading piece by choosing specific

numerical points on which to evaluate it. Choosing momenta close to a particular pole

can be expected to cause the output to become large, if that pole is present in the
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Diverging poles: ⟨1 2⟩ ⟨1 3⟩ ⟨2 3⟩ ⟨1 2⟩ ⟨3 4⟩
Weight −3 ⟨b c⟩ ⟨b d⟩ ⟨c d⟩
Weight −2 ⟨c d⟩ ⟨d e⟩ (⟨c e⟩) ⟨a c⟩ ⟨b d⟩

⟨a c⟩ ⟨b e⟩
⟨b c⟩ ⟨d e⟩
⟨b c⟩ ⟨e f⟩
⟨c d⟩ ⟨e f⟩

Weight −1 ⟨a c⟩ ⟨b c⟩ (⟨a b⟩)
⟨b c⟩ ⟨b e⟩ (⟨c e⟩)

Table 6.3: Results of numerical pole tests on R
(2)
7:4(a

+, b+, c+; d+, e+, f+), to find
coinciding poles. Headings indicate the type of poles that are chosen to
become small simultaneously. Each entry is a specific group of poles,
associated with the lowest total weight they appear as in the amplitude.
For example, an entry with “weight −1” means that of the group indicated,
there can be at most one more member of the group in the denominator
than the numerator. Spinor products in parentheses are those that do not
appear as poles, so can only be in the numerator if present.

expression. As the leading and sub-leading pieces separately obey the P7:1,1 symmetry,

any insight into one pole structure can be applied directly to any of those equivalent

under the symmetry.

Individual pole tests confirm that no t-poles remain in the sub-leading piece, leaving

only the simple poles ⟨b c⟩, ⟨c d⟩ and those equivalent. The results of applying pole tests

to multiple poles simultaneously are recorded in Table 6.3.

Ansatz fitting

Only the two entries with weight −1 represent restrictions beyond those of the indi-

vidual pole tests, for example ⟨a c⟩ ⟨b c⟩ (⟨a b⟩) shows that a particular sub-leading term

may contain at most one of the structures{
1

⟨a c⟩ ,
1

⟨b c⟩ ,
⟨a b⟩

⟨a c⟩ ⟨b c⟩

}
. (6.72)

Given knowledge of the poles present, we can construct an ansatz function that encom-

passes any possible term in the sub-leading piece. Ideally, this ansatz will contain as

few terms as possible, so that when fitted to the large expression generated by recursion

we will see significant simplification. Starting with the denominator, all the poles that

might be expected to coincide in a term are selected.
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A first proposal might be

1

⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g c⟩
1

⟨b c⟩ ⟨b d⟩
1

⟨a e⟩ ⟨a f⟩ , (6.73)

which is one of the largest allowed structures if (for now) we assume the more compli-

cated structures like the third term of eq. 6.72 do not occur.

Filling in the numerator with terms with unknown coefficients, satisfying spinor

weight requirements, the basis for an ansatz is formed. These conditions are firstly that

the overall weight of spinor products should be −3 for a seven-point two-loop amplitude,

so each term must contain six spinor products. For correct little group scaling, we also

require an overall spinor weight of −2 for each positive helicity momentum present. (An

angle product is worth +1 in the numerator and −1 in the denominator. For square

bracket products the values are reversed.)

While choosing basis numerators, we must be aware of linear dependence between

terms, which can be caused by Schouten relations and the zero momentum sum. Using

matrix reduction, the full list of possible numerator permutations can be reduced to

a linearly independent set. Note that this reduction step is computationally difficult,

involving a matrix of size (number of numerators)2. As a result, it is not always feasible

to choose the largest possible ansatz denominator.

The ansatz basis is placed under a P7:1,1 sum, ensuring symmetry matching the

target expression, and meaning that other allowed poles not present in the basis will be

explored by the rest of the ansatz. Further linear dependence could also occur between

terms after we apply the P7:1,1 sum over the ansatz basis. We will be cautious of how

this may affect the fitting result.

Selecting numerators, the ansatz basis is

B7:1,1 =
G

⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g c⟩ ⟨b c⟩ ⟨b d⟩ ⟨a e⟩ ⟨a f⟩ , (6.74)

where G contains 2625 linearly independent numerators and unknowns. Mathematica

is used to evaluate the equation where the summed ansatz is set equal to the sub-leading

part of R
(2),q
7:1,1 on as many kinematic points are there are unknowns.

The resulting system of linear equations has a clean solution of zeroes and rational

values, showing that an appropriate ansatz was chosen. Of the initial 2625 unknowns,

all but 108 terms take a value of zero. The effect of linear dependence between terms

in the ansatz manifests itself as linear dependence in the solution for the unknowns.

However, those undetermined coefficients can be set to zero to obtain a valid solution.
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The compact sub-leading piece

The successful ansatz result, containing 108 terms, has a manifest P7:1,1 symmetry and

is free of factors of the reference momentum q. In full, the sub-leading pole terms for

R
(2)
7:1,1 can be written

R
(sub)
7:1,1 =

∑
P7:1,1

B
(sub)
7:1,1 , (6.75)

where the basis is

B
(sub)
711 =

num
(1)
sub + num

(2)
sub + num

(3)
sub

⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g c⟩
1

⟨b c⟩ ⟨b d⟩
1

⟨a e⟩ ⟨a f⟩ . (6.76)
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6 Reconstruction of Rational Functions

The numerator terms are

num
(1)
sub =

123

10
⟨a c⟩ ⟨a d⟩ ⟨b e⟩ ⟨b f⟩ [a b]2 + 27

10
⟨a b⟩ ⟨a e⟩ ⟨b c⟩ ⟨d f⟩ [a b]2

− 11

5
⟨a b⟩ ⟨a d⟩ ⟨b c⟩ ⟨e f⟩ [a b]2 − 3

2
⟨a c⟩2 ⟨b e⟩ ⟨d f⟩ [a b] [a c]

− 3

2
⟨a c⟩ ⟨a d⟩ ⟨b c⟩ ⟨e f⟩ [a b] [a c]− 17

2
⟨a c⟩2 ⟨b d⟩ ⟨e f⟩ [a b] [a c]

+
29

2
⟨a c⟩ ⟨a d⟩ ⟨b e⟩ ⟨d f⟩ [a b] [a d]− 7

2
⟨a c⟩ ⟨a d⟩ ⟨b d⟩ ⟨e f⟩ [a b] [a d]

+
29

2
⟨a c⟩ ⟨a d⟩ ⟨b e⟩ ⟨e f⟩ [a b] [a e]− 9

2
⟨a c⟩ ⟨a e⟩ ⟨b f⟩ ⟨d f⟩ [a b] [a f ]

− 84

5
⟨a b⟩ ⟨b d⟩ ⟨c e⟩ ⟨c f⟩ [a b] [b c] + 9

5
⟨a b⟩ ⟨b c⟩ ⟨c f⟩ ⟨d e⟩ [a b] [b c]

+
21

2
⟨a b⟩ ⟨b c⟩ ⟨c e⟩ ⟨d f⟩ [a b] [b c]− 29

2
⟨a b⟩ ⟨c d⟩ ⟨c e⟩ ⟨c f⟩ [a c] [b c]

− 15

2
⟨a b⟩ ⟨c d⟩ ⟨c e⟩ ⟨e f⟩ [a e] [b c] + 51

2
⟨a b⟩ ⟨b d⟩ ⟨c e⟩ ⟨d f⟩ [a b] [b d]

− 33

2
⟨a b⟩ ⟨b c⟩ ⟨d e⟩ ⟨d f⟩ [a b] [b d] + 33

2
⟨a b⟩ ⟨c d⟩ ⟨d e⟩ ⟨d f⟩ [a d] [b d]

− 39

2
⟨a b⟩ ⟨c d⟩ ⟨d f⟩ ⟨e f⟩ [a f ] [b d]− 33

2
⟨a b⟩ ⟨c d⟩ ⟨d f⟩ ⟨e g⟩ [a g] [b d]

− 11

5
⟨a b⟩ ⟨b e⟩ ⟨c e⟩ ⟨d f⟩ [a b] [b e] + 36

5
⟨a b⟩ ⟨b d⟩ ⟨c e⟩ ⟨e f⟩ [a b] [b e]

+
19

5
⟨a b⟩ ⟨b c⟩ ⟨d e⟩ ⟨e f⟩ [a b] [b e]− 9

2
⟨a c⟩ ⟨b d⟩ ⟨c e⟩ ⟨e f⟩ [a c] [b e]

− 9

2
⟨a c⟩ ⟨b d⟩ ⟨d e⟩ ⟨e f⟩ [a d] [b e] + 47

2
⟨a b⟩ ⟨c e⟩ ⟨d e⟩ ⟨f g⟩ [a g] [b e]

+
19

5
⟨a b⟩ ⟨b e⟩ ⟨c f⟩ ⟨d f⟩ [a b] [b f ]− 9

2
⟨a c⟩ ⟨b d⟩ ⟨d f⟩ ⟨e f⟩ [a d] [b f ]

+
29

2
⟨a b⟩ ⟨c e⟩ ⟨d f⟩ ⟨f g⟩ [a g] [b f ]− 11

5
⟨a b⟩ ⟨b e⟩ ⟨c f⟩ ⟨d g⟩ [a b] [b g]

+
29

2
⟨a b⟩ ⟨c e⟩ ⟨d g⟩ ⟨f g⟩ [a g] [b g] + 3

2
⟨a c⟩ ⟨b d⟩ ⟨c f⟩ ⟨d e⟩ [a b] [c d]

− 21

2
⟨a c⟩ ⟨b c⟩ ⟨d e⟩ ⟨d f⟩ [a b] [c d]− 3

2
⟨a c⟩ ⟨b d⟩ ⟨c f⟩ ⟨e f⟩ [a b] [c f ] , (6.77)
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num
(2)
sub =16 ⟨a c⟩ ⟨a d⟩ ⟨b e⟩ ⟨c f⟩ [a b] [a c]− 6 ⟨a d⟩2 ⟨b c⟩ ⟨e f⟩ [a b] [a d]

+ 3 ⟨a d⟩2 ⟨c e⟩ ⟨c f⟩ [a c] [a d]− 3 ⟨a c⟩ ⟨a d⟩ ⟨c e⟩ ⟨d f⟩ [a c] [a d]
+ 6 ⟨a c⟩2 ⟨d e⟩ ⟨d f⟩ [a c] [a d] + 3 ⟨a c⟩ ⟨a d⟩ ⟨c d⟩ ⟨e f⟩ [a c] [a d]
− 6 ⟨a d⟩2 ⟨c e⟩ ⟨d f⟩ [a d]2 + 6 ⟨a c⟩ ⟨a d⟩ ⟨d e⟩ ⟨d f⟩ [a d]2

+ 6 ⟨a d⟩2 ⟨c d⟩ ⟨e f⟩ [a d]2 − 9 ⟨a c⟩ ⟨a e⟩ ⟨b e⟩ ⟨d f⟩ [a b] [a e]
+ 3 ⟨a d⟩ ⟨a e⟩ ⟨c e⟩ ⟨c f⟩ [a c] [a e]− 3 ⟨a c⟩ ⟨a e⟩ ⟨c e⟩ ⟨d f⟩ [a c] [a e]
+ 3 ⟨a c⟩ ⟨a d⟩ ⟨c e⟩ ⟨e f⟩ [a c] [a e]− 3 ⟨a c⟩2 ⟨d e⟩ ⟨e f⟩ [a c] [a e]
− 6 ⟨a d⟩ ⟨a e⟩ ⟨c e⟩ ⟨d f⟩ [a d] [a e] + 6 ⟨a c⟩ ⟨a e⟩ ⟨d e⟩ ⟨d f⟩ [a d] [a e]
+ 6 ⟨a d⟩2 ⟨c e⟩ ⟨e f⟩ [a d] [a e]− 6 ⟨a c⟩ ⟨a d⟩ ⟨d e⟩ ⟨e f⟩ [a d] [a e]
+ 3 ⟨a d⟩ ⟨a e⟩ ⟨c f⟩2 [a c] [a f ]− 3 ⟨a c⟩ ⟨a e⟩ ⟨c f⟩ ⟨d f⟩ [a c] [a f ]
− 4 ⟨a b⟩ ⟨c d⟩ ⟨c f⟩ ⟨d e⟩ [a d] [b c] + 6 ⟨a b⟩ ⟨c e⟩ ⟨c f⟩ ⟨d f⟩ [a f ] [b c]
+ 4 ⟨a b⟩ ⟨c d⟩ ⟨c f⟩ ⟨e f⟩ [a f ] [b c] + 4 ⟨a b⟩ ⟨c d⟩ ⟨c g⟩ ⟨e f⟩ [a g] [b c]
− 18 ⟨a b⟩ ⟨b d⟩ ⟨c f⟩ ⟨d e⟩ [a b] [b d] + 6 ⟨a c⟩ ⟨b d⟩ ⟨c f⟩ ⟨d e⟩ [a c] [b d]
− 3 ⟨a c⟩ ⟨b d⟩ ⟨c e⟩ ⟨d f⟩ [a c] [b d]− 3 ⟨a c⟩ ⟨b d⟩ ⟨d e⟩ ⟨d f⟩ [a d] [b d]
+ 6 ⟨a b⟩ ⟨c d⟩ ⟨d e⟩ ⟨e f⟩ [a e] [b d] + 3 ⟨a b⟩ ⟨c e⟩ ⟨d f⟩2 [a f ] [b d]
− 3 ⟨a c⟩ ⟨b e⟩ ⟨d e⟩ ⟨e f⟩ [a e] [b e]− 6 ⟨a b⟩ ⟨c e⟩ ⟨d e⟩ ⟨e f⟩ [a e] [b e]
− 9 ⟨a b⟩ ⟨c e⟩ ⟨d f⟩ ⟨e f⟩ [a f ] [b e] + 6 ⟨a b⟩ ⟨c d⟩ ⟨e f⟩2 [a f ] [b e]
− 9 ⟨a b⟩ ⟨c e⟩ ⟨d f⟩ ⟨e g⟩ [a g] [b e] + 6 ⟨a b⟩ ⟨c d⟩ ⟨e f⟩ ⟨e g⟩ [a g] [b e] (6.78)
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and

num
(3)
sub =7 ⟨a b⟩ ⟨b d⟩ ⟨c f⟩ ⟨e f⟩ [a b] [b f ]− 6 ⟨a c⟩ ⟨b d⟩ ⟨c f⟩ ⟨e f⟩ [a c] [b f ]

− 6 ⟨a b⟩ ⟨c f⟩ ⟨d f⟩ ⟨e f⟩ [a f ] [b f ]− 6 ⟨a b⟩ ⟨c f⟩ ⟨d f⟩ ⟨e g⟩ [a g] [b f ]
+ 12 ⟨a c⟩ ⟨b d⟩ ⟨c e⟩ ⟨d f⟩ [a b] [c d] + 6 ⟨a d⟩ ⟨c f⟩2 ⟨d e⟩ [a f ] [c d]
− 6 ⟨a c⟩ ⟨c g⟩ ⟨d e⟩ ⟨d f⟩ [a g] [c d]− 3 ⟨a c⟩ ⟨b c⟩ ⟨d e⟩ ⟨e f⟩ [a b] [c e]
− 3 ⟨a d⟩ ⟨c e⟩ ⟨c f⟩ ⟨d e⟩ [a d] [c e] + 3 ⟨a c⟩ ⟨c f⟩ ⟨d e⟩2 [a d] [c e]
+ 3 ⟨a d⟩ ⟨c e⟩2 ⟨d f⟩ [a d] [c e]− 3 ⟨a c⟩ ⟨c e⟩ ⟨d e⟩ ⟨d f⟩ [a d] [c e]
+ 3 ⟨a d⟩ ⟨c e⟩2 ⟨e f⟩ [a e] [c e]− 3 ⟨a c⟩ ⟨c e⟩ ⟨d e⟩ ⟨e f⟩ [a e] [c e]
+ 6 ⟨a c⟩ ⟨b e⟩ ⟨c f⟩ ⟨d f⟩ [a b] [c f ]− 6 ⟨a c⟩ ⟨c f⟩ ⟨d e⟩ ⟨d f⟩ [a d] [c f ]
+ 3 ⟨a d⟩ ⟨c e⟩ ⟨c f⟩ ⟨e f⟩ [a e] [c f ]− 3 ⟨a c⟩ ⟨c f⟩ ⟨d e⟩ ⟨e f⟩ [a e] [c f ]
− 3 ⟨a d⟩ ⟨c e⟩ ⟨c f⟩ ⟨c g⟩ [a c] [c g] + 3 ⟨a c⟩ ⟨c f⟩ ⟨c g⟩ ⟨d e⟩ [a c] [c g]
+ 6 ⟨a d⟩ ⟨c f⟩ ⟨c g⟩ ⟨d e⟩ [a d] [c g] + 9 ⟨a c⟩ ⟨b d⟩ ⟨d e⟩ ⟨e f⟩ [a b] [d e]
+ 3 ⟨a d⟩ ⟨c e⟩ ⟨c f⟩ ⟨d e⟩ [a c] [d e]− 3 ⟨a c⟩ ⟨c f⟩ ⟨d e⟩2 [a c] [d e]
+ 6 ⟨a c⟩ ⟨c e⟩ ⟨d e⟩ ⟨d f⟩ [a c] [d e]− 6 ⟨a d⟩ ⟨c f⟩ ⟨d e⟩2 [a d] [d e]
− 6 ⟨a e⟩ ⟨c d⟩ ⟨d e⟩ ⟨d f⟩ [a d] [d e] + 6 ⟨a d⟩ ⟨c e⟩ ⟨d e⟩ ⟨d f⟩ [a d] [d e]
+ 6 ⟨a c⟩ ⟨b e⟩ ⟨d f⟩2 [a b] [d f ] + 3 ⟨a d⟩ ⟨c e⟩ ⟨c f⟩ ⟨d f⟩ [a c] [d f ]
+ 9 ⟨a c⟩ ⟨c f⟩ ⟨d e⟩ ⟨d f⟩ [a c] [d f ]− 6 ⟨a d⟩ ⟨c f⟩ ⟨d e⟩ ⟨d f⟩ [a d] [d f ]
− 6 ⟨a e⟩ ⟨c d⟩ ⟨d f⟩2 [a d] [d f ] + 6 ⟨a d⟩ ⟨c e⟩ ⟨d f⟩2 [a d] [d f ]
+ 6 ⟨a e⟩ ⟨c f⟩ ⟨d e⟩ ⟨d f⟩ [a e] [d f ]− 6 ⟨a e⟩ ⟨c e⟩ ⟨d f⟩2 [a e] [d f ]
− 6 ⟨a d⟩ ⟨c f⟩ ⟨d e⟩ ⟨e f⟩ [a e] [d f ] + 6 ⟨a d⟩ ⟨c e⟩ ⟨d f⟩ ⟨e f⟩ [a e] [d f ] . (6.79)

We present the complete compact, analytic expression for R
(2)
7:1,1, of which this is a

component, in Section 4.5.9 on page 100.

6.6 Seven-Point Rational Piece R
(2)
7:4

We aim to fit the reference momentum-containing rational piece R
(2),q
7:4 to a compact

ansatz. To simplify the problem, we first deal with the leading poles by hand, which

can be written down from the factorisations.
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6.6.1 Augmented recursion output

The output of augmented recursion is an analytic, but very large, expression for R
(2),q
7:4 .

Generated using code that avoids expanding terms all the way down to their constituent

spinors, the expression is written in terms of spinor products and can be written as a

115 MB Mathematica file. The expression contains 4155 terms and occupies 976 MB

when in memory.

As was the case for R
(2),q
7:3 and R

(2),q
7:1,1, immediate improvements can be made by

checking for duplicate terms. Condensing these, we are left with 1959 terms.

An additional small improvement can be made by checking for terms that cancel

in the overall expression. Twenty-four cancelling pairs are found, reducing the total

number of terms in the expression to 1911. No cancelling sets of three are found and a

search for larger sets is too computationally expensive.

The new R
(2),q
7:4 is a 56 MB file, or 480 MB in memory. One numerical evaluation

of the expression (on an i7, 2.60 GHz machine) takes 4 min, in comparison to the 8

min taken by the larger expression. The long time taken by even a single evaluation

highlights the need to keep the ansatz fitting portion of the reconstruction as small as

possible, so that fewer evaluations are needed. It demonstrates why attempting to fit

the leading poles as well as the sub-leading poles would be unworkable.

6.6.2 Pole tests

We can run numerical tests on R
(2),q
7:4 to identify which poles are present. Tests involving

multiple spinor products becoming small can be used to find combinations of permitted

poles.

The P7:4 symmetry of the partial amplitude means that if a pole such as ⟨a b⟩ is

present, then so is ⟨b c⟩ etc. For simplicity, we will tend to record only one of each

equivalent pole or combination type, but the rest are implied.

The (leading) poles present are

tabc, tdef , ⟨a b⟩2 , ⟨d e⟩2 , ⟨a d⟩ (6.80)

and all those which appear as equivalent to these under the P7:4 symmetry.

Checking the extent to which collections of poles are allowed to occur together in the

same term, we find the following constraints:

• At most one t-pole occurs per term.

• At most one double angle bracket pole occurs per term.
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• There is no overlap between tabc and any double pole.

• Overlap between tdef and ⟨d e⟩2 is permitted.

• Overlap between tdef and ⟨a b⟩2 is not permitted.

6.6.3 Leading pole factorisations

The leading poles emerge from factorisations involving R
(1)
4 − R

(1)
5 (t-poles relating to

the propagator) and R
(1)
3 − R

(1)
6 (double s-poles from the propagator and a factor in

R
(1)
3 ).

We colour dress those amplitudes and perform the multiplication, joining the colour

traces using identities. Those terms containing the overall colour structure of interest

are selected. In this case, the factorisations relating to R
(2)
7:4 are those that multiply the

traces Tr[T aT bT c]Tr[T dT eT fT g].

Let us work with basis expressions, which must be summed under the P7:4, or

Z3(a, b, c)Z4(d, e, f, g), symmetry to give the full factorisation,

F7:4 =
∑
P7:4

B7:4. (6.81)

The t-poles occur in the factorisations

Btp
7:4(a, b, c, d, e, f, g) =

1

3
A

(1),ap
4:2 (−k+abc; a, b, c)

i

tabc
A

(1),sm
5:1 (k−abc, d, e, f, g)

+
1

3
A

(1),sm
4:2 (−k−abc; a, b, c)

i

tabc
A

(1),ap
5:1 (k+abc, d, e, f, g)

+
1

12
A

(1),ap
4:2 (−k+abc; a, b, c)

i

tabc
A

(1),sm
5:2 (k−abc; d, e, f, g)

+
1

12
A

(1),sm
4:2 (−k−abc; a, b, c)

i

tabc
A

(1),ap
5:2 (k+abc; d, e, f, g)

+
1

4
A

(1),ap
4:1 (a, b, c,−k+abc)

i

tabc
A

(1),sm
5:2 (k−abc; d, e, f, g)

+
1

4
A

(1),sm
4:1 (a, b, c,−k−abc)

i

tabc
A

(1),ap
5:2 (k+abc; d, e, f, g)

+
1

3
A

(1),ap
4:1 (e, f, g,−k+efg)

i

tefg
A

(1),sm
5:3 (k−efg, d; a, b, c)

+
1

3
A

(1),sm
4:1 (e, f, g,−k−efg)

i

tefg
A

(1),ap
5:3 (k+efg, d; a, b, c), (6.82)

where these are all one-loop partial amplitudes, either all-plus helicity (ap) or single-

minus helicity (sm) and the helicity of the propagator momenta are explicitly stated.
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Double s-poles occur in

Bs
7:4(a, b, c, d, e, f, g) =

1

4
A

(1),ap
3:1 (a, b,−k+ab)

i

sab
A

(1),sm
6:3 (k−ab, c; d, e, f, g)

+
1

3
A

(1),ap
3:1 (f, g,−k+fg)

i

sfg
A

(1),sm
6:4 (a, b, c; k−fg, d, e). (6.83)

The partial amplitude A
(1),sm
6:4 is one for which a simple compact expression does not

exist in other literature. A functional but complicated expression is available by ap-

plying decoupling identities to A
(1),sm
6:1 ; however, pole tests show that A

(1),sm
6:1 contains

many types of pole not present in A
(1),sm
6:4 . These unwanted poles appear to be present

in the decoupling expression, but must actually cancel overall. The presence of such

“apparent” double s-poles and t-poles in particular obstructs our work on factorisa-

tions, because they make it harder to see which leading poles are present. So we would

prefer a form for A
(1)
6:4 that is explicitly free of apparent poles. This is achieved using

ansatz fitting in Section 6.3.4.

Testing the factorisations

We perform pole tests on the factorisations to confirm that they match R
(2),q
7:4 to leading

order. In addition to the leading and sub-leading poles, there may be spurious poles

in some factorisations that do not appear in the full augmented recursion expression.

Accidental overlap can occur between the t-pole and double s-pole pieces (i.e. the t-pole

piece also contains some double s-poles, or vice versa), which should also be checked

for.

We write out the factorisations explicitly to check for unwanted pole types. Note

that the transition from spinor products containing complicated objects like kabc (such

as ⟨kabc g⟩), to terms involving the external momenta only (such as [g|kabc|g⟩), can often

give rise to spurious poles.

Using the same term ordering as in equations 6.82 and 6.83, we assign some labels

for convenience,

Btp
7:4(a, b, c, d, e, f, g) = pt1 + pt2 + pt3 + pt4 + pt5 + pt6 + pt7 + pt8 (6.84)

and

Bsp
7:4(a, b, c, d, e, f, g) = pt9 + pt10. (6.85)

Each factorisation is written out in terms of its amplitudes, then spinor products con-
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taining nullified sums of momenta k♭ are joined together so that they can be promoted

to non-nullified momenta k. The extra piece created when moving from k♭ → k con-

tains an additional factor of k2, which cancels with the leading pole the factorisation

aims to capture. Discarding these pieces, we obtain

pt1 =
i

9

1

tabc

1

⟨b c⟩ ⟨c a⟩(
− [a|kabc|e⟩[b|kabc|e⟩[e|kabc|e⟩ ⟨d f⟩

⟨d e⟩2 ⟨e f⟩2 ⟨f g⟩ ⟨g d⟩

+
[a g] [b g]

[g|kabc|g⟩

(
[d g]

⟨e f⟩2
[d|kabc|g⟩+

[g f ]

⟨d e⟩2
[f |kabc|g⟩

)
− [d g]

⟨e f⟩2
([a g] [b d] + [a d] [b g])

)
, (6.86)

pt2 =
1

9

i

tabc

[a b]

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨d g⟩ ⟨e f⟩ ⟨f g⟩
1

[g|kabc|g⟩
([g|kabc|b⟩sdesef ⟨a g⟩ − [g|kabc|b⟩sefsfg ⟨a g⟩
+ [f |kabc|b⟩[g|kabc|a⟩ ⟨d g⟩ ⟨e f⟩ [d e])

− 1

9

i

tabc

[a b]

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨d g⟩ ⟨e f⟩ ⟨f g⟩
([d|kabc|a⟩[g|kabc|b⟩ ⟨d g⟩), (6.87)

pt3 =
1

12

i

tabc

1

⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g d⟩
([a|kabc|d⟩[b|kabc|e⟩ [d e] + [a|kabc|f⟩[b|kabc|g⟩ [f g]), (6.88)

pt4 =
1

12

i

tabc

1

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
[a b]

⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g d⟩
([d|kabc|a⟩[e|kabc|b⟩ ⟨d e⟩+ [f |kabc|a⟩[g|kabc|b⟩ ⟨f g⟩), (6.89)

pt5 = − 1

12

i

tabc

1

⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g d⟩
([a|kabc|d⟩[b|kabc|e⟩ [d e] + [a|kabc|f⟩[b|kabc|g⟩ [f g]), (6.90)
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pt6 = − 1

12

i

tabc

1

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
[a b]

⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g d⟩
([d|kabc|a⟩[e|kabc|b⟩ ⟨d e⟩+ [f |kabc|a⟩[g|kabc|b⟩ ⟨f g⟩), (6.91)

pt7 =
1

9

i

tefg

1

⟨e f⟩ ⟨f g⟩(
([e|kefg|b⟩[g|kefg|c⟩ [b c] + [e|kefg|a⟩[g|kefg|d⟩ [d a])

⟨a b⟩ ⟨b c⟩ ⟨c d⟩ ⟨d a⟩

+
([e|kefg|a⟩[g|kefg|c⟩ [c a] + [e|kefg|b⟩[g|kefg|d⟩ [d b])

⟨a d⟩ ⟨b c⟩ ⟨c a⟩ ⟨d b⟩

+
([e|kefg|a⟩[g|kefg|b⟩ [a b] + [e|kefg|c⟩[g|kefg|d⟩ [d c])

⟨a b⟩ ⟨b d⟩ ⟨c a⟩ ⟨d c⟩

)
, (6.92)

pt8 = −2

9

i

tefg

1

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
[d|kefg|f⟩ [e g]
⟨e f⟩ ⟨f g⟩(

[d|kefg|g⟩
⟨f g⟩ +

[d|kefg|e⟩
⟨e f⟩

)
, (6.93)

pt9 = − i

3

[a b]

⟨a b⟩2
1

⟨c d⟩ ⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g c⟩
(−⟨b|c|g|a⟩+ ⟨b|d|e|a⟩+ ⟨b|d|f |a⟩+ ⟨b|e|f |a⟩), (6.94)

and

pt10 =3
∑
[ab]

∑
[de]

pt
(basis)
10 , (6.95)

which makes use of the notation for antisymmetric sums defined in eq. 6.25, to sum
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over the basis

pt
(basis)
10 =

i

9

1

⟨f g⟩2
⟨e f⟩

⟨a b⟩ ⟨b c⟩ ⟨d e⟩ ⟨e a⟩
1

[d|kfg|d⟩[e|kfg|e⟩
(− 2[f |g|a⟩ ⟨d a⟩ [d a] [d c] [e a]− 2[f |g|b⟩ ⟨d a⟩ [d b] [d c] [e a]
− 2[f |g|c⟩ ⟨d a⟩ [d c]2 [e a]− [f |g|a⟩ ⟨e a⟩ [d c] [e a]2

+ 2[f |g|a⟩ ⟨e b⟩ [d c] [e a] [e b] + 3[f |g|a⟩ ⟨e a⟩ [d a] [e a] [e c]
+ 2[f |g|a⟩ ⟨e c⟩ [d c] [e a] [e c] + 3[f |g|b⟩ ⟨e a⟩ [d a] [e b] [e c]). (6.96)

Immediately, we see that pt3+ pt5 = 0 and pt4+ pt6 = 0. Spurious poles, of the type

[x|k|x⟩, are present in pt1 and pt2. The piece pt8 contains both double angle bracket

poles and t-poles. The double angle bracket poles are not spurious because they are

of a type present in the amplitude, even though they appear in a t-pole factorisation.

What they represent is an overlap between the two types of pole factorisation, so we

expect some double counting of these poles overall, which should be identified and

removed. Similarly, the denominator [x|k|x⟩ factors in pt10 are equivalent to t-poles

and form another overlap. The double poles in pt1 can be considered spurious, because

the factor tabc ⟨d e⟩2 does not appear as a denominator in the amplitude.

Clearing spurious poles

First, we clear the spurious poles appearing in pt1 and pt2.

We know that after applying the P7:4 sum to all the factorisations, we must obtain

the leading pole structure as it appears in the amplitude, plus sub-leading parts which

we can discard. Since the spurious poles do not appear in the amplitude, by algebraic

manipulation it should be possible to move them out of the leading terms, to sub-leading

terms of our factorisations.

Applying Schouten identities, rotations of momentum labels under the sum, the zero

total momentum, etc. we can create numerator factors to cancel either the spurious

pole or a t-pole (and discard non-leading terms).

Begin with the spurious pole [g|kabc|g⟩ in pt1. This pole is also present in pt2, so in

general its removal may require cancellation between the two pieces. In this case, no
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such cancellations are necessary and we obtain

pt1 =
1

9

i

tabc

1

⟨b c⟩ ⟨c a⟩(
− [a|kabc|e⟩[b|kabc|e⟩[e|kabc|e⟩ ⟨d f⟩

⟨d e⟩2 ⟨e f⟩2 ⟨f g⟩ ⟨g d⟩

− [d g]

⟨e f⟩2
([a g] [b d] + [a d] [b g])

+ [a g] [b g]

(
[d|kabc|e⟩
⟨d e⟩ ⟨e f⟩2

+
⟨e g⟩ [f g]

⟨d e⟩2 ⟨e f⟩

))
, (6.97)

after successfully removing [x|k|x⟩-type poles. Spurious double poles are still present.

With that, the clearing of pt2 should also be possible, without cancellations between

pieces. Indeed, we find

pt2 =
1

9

i

tabc

[a b]

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨d g⟩ ⟨e f⟩ ⟨f g⟩
([f |kabc|b⟩ ⟨a g⟩ ⟨e f⟩ [e g]− [f |kabc|b⟩ ⟨a d⟩ ⟨e f⟩ [d e]
+ [g|kabc|b⟩sef ⟨a g⟩ − [d|kabc|a⟩[g|kabc|b⟩ ⟨d g⟩), (6.98)

which is free of all spurious poles.

Returning to pt1, there are two spurious double poles ⟨d e⟩2 and ⟨e f⟩2. To proceed,

we should attempt to separate them and rotate one under the P7:4 sum to match the

other. This will shift the cancellation from between different versions of pt1 under the

sum to within the one basis pt1.

Doing so, we obtain

pt1 = −1

9

i

tabc

1

⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g d⟩
([a|kabc|e⟩[b|kabc|d⟩ [d e] + [a|kabc|e⟩sfg [b e]
+ [b|kfg|d⟩sfg [a d] + sfg ⟨f g⟩ [a g] [b f ]
+ ⟨e f⟩ ⟨f g⟩ [a f ] [b f ] [e g]), (6.99)

which is now free of spurious poles.
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Overlap between factorisations

Having cleared the spurious poles, we have expressions for the amplitude terms contain-

ing t-poles and for the amplitude terms containing double angle bracket poles. Due to

the full amplitude containing terms with both t-poles and double poles, there is overlap

between our two expressions.

The (summed) t-pole factorisation F tp
7:4 contains all the required t-poles, but also

⟨d e⟩2-type double poles (in pt8).

The (summed) double s-pole factorisation F sp
7:4 contains all the required double angle

bracket poles, but also tdef -type t-poles (in pt10). When the basis is written as

pt
(basis)
10 =

i

9

1

⟨f g⟩2
⟨e f⟩

⟨a b⟩ ⟨b c⟩ ⟨d e⟩ ⟨e a⟩
1

tefgtfgd

(− 2[f |g|a⟩ ⟨d a⟩ [d a] [d c] [e a]− 2[f |g|b⟩ ⟨d a⟩ [d b] [d c] [e a]
− 2[f |g|c⟩ ⟨d a⟩ [d c]2 [e a]− [f |g|a⟩ ⟨e a⟩ [d c] [e a]2

+ 2[f |g|a⟩ ⟨e b⟩ [d c] [e a] [e b] + 3[f |g|a⟩ ⟨e a⟩ [d a] [e a] [e c]
+ 2[f |g|a⟩ ⟨e c⟩ [d c] [e a] [e c] + 3[f |g|b⟩ ⟨e a⟩ [d a] [e b] [e c]), (6.100)

this becomes evident.

The presence of two t-poles in the same denominator complicates things, as t-poles

should only appear alone in the amplitude. Pole tests confirm that after all sums are

taken into account, this structure reduces to one involving at most one t-pole. Before

we can resolve the overlap with pt8, it may be necessary to deal with these “spurious”

second poles. (We can modify pt10 by a piece containing only leading t-poles, without

spoiling its agreement with the leading double poles.)

To check for cancellations, we carry out the sum in pt10 over its basis, giving

pt10 =pta10 + ptb10, (6.101)

184



6.6 Seven-Point Rational Piece R
(2)
7:4

where

pta10 =
i

3

1

⟨f g⟩2
1

tefgtfgd

[f g]

⟨a b⟩ ⟨a c⟩ ⟨b c⟩ ⟨d e⟩
(− 2[e|d|g⟩[e|kab|c⟩ ⟨e f⟩ [c d] + 3[e|a|c⟩[e|b|g⟩ ⟨e f⟩ [c d]
+ 3[e|a|g⟩[e|b|c⟩ ⟨e f⟩ [c d] + 3[c|kab|c⟩[e|kab|g⟩ ⟨e f⟩ [d e]
− 2[d|e|g⟩[d|kab|c⟩ ⟨d f⟩ [c e] + 3[d|a|c⟩[d|b|g⟩ ⟨d f⟩ [c e]
+ 3[d|a|g⟩[d|b|c⟩ ⟨d f⟩ [c e] + 3[c|kab|c⟩[d|kab|g⟩ ⟨d f⟩ [e d]) (6.102)

and

ptb10 =
i

3

1

⟨f g⟩2
1

tfgd

⟨e f⟩ [f g]

⟨a b⟩ ⟨a c⟩ ⟨b c⟩ ⟨d e⟩ ⟨e a⟩ ⟨e b⟩
(2 ⟨a c⟩ ⟨a g⟩ ⟨e b⟩ [c d] [e a] + 2 ⟨b c⟩ ⟨b g⟩ ⟨e a⟩ [c d] [e b])

+
i

3

1

⟨f g⟩2
1

tefg

⟨d f⟩ [f g]

⟨a b⟩ ⟨a c⟩ ⟨b c⟩ ⟨d e⟩ ⟨d a⟩ ⟨d b⟩
(2 ⟨a c⟩ ⟨a g⟩ ⟨d b⟩ [c e] [d a] + 2 ⟨b c⟩ ⟨b g⟩ ⟨d a⟩ [c e] [d b]). (6.103)

The piece pta10 separates out those terms that need further work.

Fitting to an ansatz

We can attempt to fit pta10 to a basis of non-spurious allowed forms, plus a purely

spurious piece containing the two coinciding t-poles. Schematically, we wish to find

A

⟨f g⟩2 tefgtfgd
→ B

⟨f g⟩2 tefg
+

C

⟨f g⟩2 tfgd
+

D

⟨f g⟩ tefgtfgd
(6.104)

for some unknown spinor functions B,C,D. The terms containing B and C are leading

pole contributions, while term D contains only spurious and sub-leading poles so can

be discarded. That this separation takes place is a reasonable prediction, because we

know from pole testing that overall, the factorisations reproduce the leading poles of the

amplitude and these do not contain spurious poles. In actuality, however, the spurious

pole separation may require cancellations to take place with other terms in the P7:4

sum which share a particular t-pole. It may be that

∑
P7:4

A

⟨f g⟩2 tefgtfgd
→
∑
P7:4

(
B

⟨f g⟩2 tefg
+

C

⟨f g⟩2 tfgd
+

D

⟨f g⟩ tefgtfgd

)
(6.105)
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is the required relation. For this reason we propose ansatz bases, to which a P7:4 sum

is applied before comparing to pta10 under a P7:4 sum.

An initial ansatz basis is tested, containing only the poles present in pta10,

B1 =
i

3

1

⟨f g⟩2
1

tefg

ansnum1

⟨a b⟩ ⟨a c⟩ ⟨b c⟩ ⟨d e⟩

+
i

3

1

⟨f g⟩2
1

tfgd

ansnum2

⟨a b⟩ ⟨a c⟩ ⟨b c⟩ ⟨d e⟩

+
i

3

1

⟨f g⟩
1

tefgtfgd

ansnum3

⟨a b⟩ ⟨a c⟩ ⟨b c⟩ ⟨d e⟩ . (6.106)

It is unsuccessful, failing to reach a rational solution for the coefficients. This suggests

that if manipulations do exist that can separate the two t-poles and double angle bracket

poles, they involve new poles entering the denominators. Extending the ansatz to

B2 =
i

3

1

⟨f g⟩2
1

tefg

ansnum1

⟨a b⟩ ⟨a c⟩ ⟨b c⟩ ⟨d e⟩ ⟨e f⟩

+
i

3

1

⟨f g⟩2
1

tfgd

ansnum2

⟨a b⟩ ⟨a c⟩ ⟨b c⟩ ⟨d e⟩ ⟨e f⟩

+
i

3

1

⟨f g⟩
1

tefgtfgd

ansnum3

⟨a b⟩ ⟨a c⟩ ⟨b c⟩ ⟨d e⟩ (6.107)

is also unsuccessful. It is difficult to predict which additional poles are missing from

the ansatz, given the wide range that occur in the summed factorisation expression.

Having experienced the drawbacks of an ansatz-based approach for this task, we move

to a different approach.

Factorisation to find the overlapping leading terms

An alternative route to removing the spurious poles is to use factorisations to directly

obtain the overlapping terms containing tfgd and ⟨f g⟩2, rather than attempting to

extract them from a larger expression. These terms could be considered the “most

leading” pole terms, because they represent the part of the amplitude where both

types of leading pole structure occur. It is these “most leading” terms which appear in

both pt8 and pt10 as the double counted overlap poles.

We can imagine two such diagrams that give rise to this structure:

A
(1)
3:1(a

+, b+,−k+ab)
i

sab
A

(0)
3 (k−ab, c

+,−k∓abc)
i

tabc
A

(1)
5 (k±abc, d

+, e+, f+, g+), (6.108)
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which differ in the helicities across the t-pole propagator. To form the factorisation,

we colour dress each factor in this product, then join the colour traces using matrix

relations to eliminate repeated k-momenta factors. Then extracting only the coefficients

of the relevant colour structure, Tr[T aT bT c]Tr[T dT eT fT g], we obtain a factorisation

for the leading parts of R
(2)
7:4:

Rlead
7:4 =

∑
P7:4

Blead
7:4 , (6.109)

where

Blead
7:4 =

1

4
A

(1)
3:1(a, b,−k+ab)

i

sab
A

(0)
3 (k−ab, c,−k∓abc)

i

tabc
A

(1)
5:2(k

±
abc; d, e, f, g)

+
1

3
A

(1)
3:1(f, g,−k+fg)

i

sfg
A

(0)
3 (k−fg, d,−k∓fgd)

i

tfgd
A

(1)
5:3(k

±
fgd, e; a, b, c) (6.110)

and the two factorisations represented by the second term give rise to our structure

of interest. Writing those out in terms of their amplitudes, then eliminating factors

of k, we find that the t-pole cancels in the factorisation helicity choice which includes

R
(1),sm
5:3 . So only the factorisation involving R

(1),ap
5:3 contributes, giving

Blead
7:4 =

2i

9

sdf

⟨f g⟩2 tfgd
[d e]2

⟨a b⟩ ⟨b c⟩ ⟨c a⟩ (6.111)

as the overlap between tfgd t-poles and ⟨f g⟩2 double angle bracket poles.

In fact, we need to include an additional term in the basis

Bts2

7:4 = Blead
7:4 +Blead

7:4 |d↔e (6.112)

to account for overlaps of the type tefg ⟨f g⟩2. Numerical tests that cause both pole

types to become large simultaneously confirm that this captures the most leading pole

structure of the amplitude. The same test also shows the structure matches the overlap

behaviour of both pt8 and pt10, as expected.

Separating out the overlap poles

Now that we have an expression for the overlapping pole pieces, we want to see what

remains of pt8 and pt10 once it is subtracted off.

In principle, we know that summing pt8 + pt10 causes a double counting of Bts2
7:4 , so

just including a factor of −Bts2
7:4 in the overall factorisation basis when both t-poles
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and double poles are included is sufficient to reproduce all the amplitude’s leading pole

structures. However, we are interested in results that present the properties of the

amplitude as clearly as possible. The separation of the most leading poles from other

leading poles will be carried out explicitly, to ensure that no spurious terms remain (for

example terms in pt10 with two t-poles).

Taking the difference Bt
7:4 = pt8 −Bts2

7:4 , we obtain as a basis

Bt
7:4 =

2i

9

1

tefg

1

⟨a b⟩ ⟨b c⟩ ⟨c a⟩(
[f g] [d e]2

⟨f g⟩ + 2
[e g] [d g] [d e] ⟨e g⟩

⟨e f⟩ ⟨f g⟩

)
, (6.113)

which as usual lives under the P7:4 sum. With this, the terms containing only t-poles

(and simple angle bracket poles) have been fully separated from those containing double

angle bracket poles.

We would also like to find pt10 − Bts2
7:4 , which would hopefully contain only double

angle bracket poles as leading poles and no t-poles, but the expressions are larger and

a nice cancellation does not occur between the basis forms. Numerical testing confirms

that the subtracted poles only cancel once the Z(abc) part of the overall sum has taken

place. Rotating momentum labels of terms of the basis under the sum does not cause the

cancellation to take place sooner. (Every possible combination of momentum rotations

was applied to each term, but at no point did it lead to full t-pole cancellation.) We

might expect there to exist some combination of manipulations that allow the t-poles

to cancel before the sum is applied. But without a guiding strategy, searching for it is

impractical and unlikely to be successful on an expression of this size.

For now, we will move on from factorisation manipulations. Instead of fitting only

the sub-leading poles to an ansatz, we can propose ansatzes for sub-leading and ⟨f g⟩2-
type poles. This leads to an increase in the complexity of ansatzes that must be tested,

however it is only of one spinor product so should not be too problematic.

6.6.4 Sub-leading pole fitting

We now perform ansatz fitting on the sub-leading poles, as well as ⟨f g⟩2-type poles

that did not reduce to a clean form in the leading pole factorisation.

By choosing kinematic points near to multiple poles, knowledge of the sub-leading

pole structure can be gained. Due to the P7:4 symmetry, testing a particular collection

of pole structures also determines those other structures that are equivalent under the
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Diverging poles: ⟨1 2⟩ ⟨1 3⟩ ⟨2 3⟩ ⟨1 2⟩2 ⟨1 3⟩ ⟨2 3⟩ ⟨1 2⟩ ⟨3 4⟩ ⟨1 2⟩2 ⟨3 4⟩
Weight −3 ⟨a b⟩ ⟨a c⟩ ⟨b c⟩ ⟨d e⟩2 ⟨e f⟩ (⟨d f⟩) ⟨d e⟩2 ⟨a b⟩

⟨d e⟩2 ⟨f g⟩
Weight −2 ⟨a b⟩ ⟨a d⟩ ⟨b d⟩ ⟨d e⟩2 ⟨a d⟩ ⟨a e⟩ ⟨a b⟩ ⟨c d⟩
Weight −1 ⟨a d⟩ ⟨a f⟩ (⟨d f⟩) ⟨a d⟩ ⟨b e⟩

⟨a d⟩ ⟨b f⟩

Table 6.4: Results of numerical pole tests on R
(2)
7:4(a

+, b+, c+; d+, e+, f+), to find
coinciding poles. Column headings indicate the type of poles that are
chosen to become small. Each entry is a specific group of poles, associated
with the lowest total weight they appear as in the amplitude. For example,
an entry with “weight −1” means that of the group indicated, there can be
at most one more spinor product in the denominator than the numerator.
Spinor products in parentheses are those that cannot appear as poles, so if
present will be in the numerator.

symmetry. We maintain this symmetry in our ansatz by choosing poles to place in a

basis under a P7:4 sum. Restrictions found on allowed pole groupings are described

in Table 6.4, where one form of each group has been shown as representative of those

under the symmetry.

Ansatz fitting

From these pole conditions and the allowed pole types (⟨a b⟩ ⟨a d⟩ ⟨d e⟩2), potential
pole structures are constructed. Taking a specific example, the pole test result for

⟨a d⟩ ⟨a f⟩ (⟨d f⟩) means that a particular ansatz denominator can contain only one of

the structures {
1

⟨a d⟩ ,
1

⟨a d⟩ ,
⟨d f⟩

⟨a d⟩ ⟨a f⟩

}
. (6.114)

It is not guaranteed that structures with compulsory numerator factors, like the third

one here, must occur in the amplitude. However, it is a possibility that cannot be ruled

out by pole testing. Assuming these structures do not appear, for the sake of simplicity,
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6 Reconstruction of Rational Functions

some initial potential ansatz structures are

1

⟨f g⟩2
1

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨e f⟩ ⟨g d⟩
1

⟨a d⟩ ,

1

⟨f g⟩2
1

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨e f⟩ ⟨g d⟩
1

⟨a e⟩ ,

1

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨e f⟩ ⟨f g⟩ ⟨g d⟩
1

⟨a d⟩ . (6.115)

Assembling the first two into an ansatz basis, to which a P7:4 sum is applied, forms

an ansatz containing all the required poles of the sub-leading (and ⟨e f⟩2-type) partial
amplitude piece. We have the basis

B =
1

⟨f g⟩2
G1

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨e f⟩ ⟨g d⟩
1

⟨a d⟩

+
1

⟨f g⟩2
G2

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨e f⟩ ⟨g d⟩
1

⟨a e⟩ , (6.116)

where G1 and G2 are chosen as linearly independent sets of numerator terms with the

correct spinor weights and unknown coefficients.

The fitting is successful, yielding coefficients that are either zero or simple rational

values. This piece completes the compact R7:4 expression.

The compact sub-leading piece

The succesful ansatz fit for sub-leading (and double) poles, containing 133 terms, is

R
(sub)
7:4 =

∑
P7:4

B
(sub)
7:4 , (6.117)

where

B
(sub)
7:4 =

1

⟨f g⟩2
num

(1)
sub

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨e f⟩ ⟨g d⟩
1

⟨a d⟩

+
1

⟨f g⟩2
num

(2)
sub

⟨a b⟩ ⟨b c⟩ ⟨c a⟩
1

⟨d e⟩ ⟨e f⟩ ⟨g d⟩
1

⟨a e⟩ , (6.118)
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6.6 Seven-Point Rational Piece R
(2)
7:4

with numerator terms

num
(1)
sub = 6i

(
⟨a f⟩ ⟨b d⟩ ⟨b f⟩ ⟨d g⟩ [b d] [b f ] + ⟨a f⟩ ⟨b d⟩ ⟨c g⟩ ⟨d f⟩ [b f ] [c d]
+ ⟨a f⟩ ⟨b f⟩ ⟨c d⟩ ⟨d g⟩ [b d] [c f ] + ⟨a f⟩ ⟨c d⟩ ⟨c f⟩ ⟨d g⟩ [c d] [c f ]
+ 2 ⟨a f⟩ ⟨b f⟩ ⟨d e⟩ ⟨d g⟩ [b f ] [d e]− ⟨a f⟩ ⟨b e⟩ ⟨d f⟩ ⟨d g⟩ [b f ] [d e]
+ 2 ⟨a e⟩ ⟨c g⟩ ⟨d f⟩2 [c f ] [d e]− ⟨a f⟩ ⟨c e⟩ ⟨d f⟩ ⟨d g⟩ [c f ] [d e]
− ⟨a f⟩ ⟨b f⟩ ⟨d e⟩ ⟨d g⟩ [b e] [d f ]− ⟨a e⟩ ⟨c g⟩ ⟨d f⟩2 [c e] [d f ]
+ ⟨a e⟩ ⟨d f⟩ ⟨d g⟩ ⟨e f⟩ [d e] [e f ]

)
(6.119)

and

num
(2)
sub = num

(2)A
sub + num

(2)B
sub + num

(2)C
sub , (6.120)

where

num
(2)A
sub =

i

8

(
− 12 ⟨a g⟩ ⟨b d⟩ ⟨b f⟩ ⟨c e⟩ [b c] [b d] + 44 ⟨a g⟩ ⟨b d⟩ ⟨b f⟩ ⟨e d⟩ [b d]2

− 32 ⟨a f⟩ ⟨b d⟩2 ⟨e g⟩ [b d]2 + 138 ⟨a g⟩ ⟨b e⟩ ⟨b f⟩ ⟨c e⟩ [b c] [b e]
− 138 ⟨a g⟩ ⟨b e⟩ ⟨b f⟩ ⟨e d⟩ [b d] [b e]− 740 ⟨a f⟩ ⟨b d⟩ ⟨b e⟩ ⟨e g⟩ [b d] [b e]
− 70 ⟨a f⟩ ⟨b e⟩2 ⟨e g⟩ [b e]2 + 12 ⟨a f⟩ ⟨b d⟩ ⟨b f⟩ ⟨e g⟩ [b d] [b f ]
+ 646 ⟨a f⟩ ⟨b e⟩ ⟨b f⟩ ⟨e g⟩ [b e] [b f ] + 8 ⟨a g⟩ ⟨b f⟩ ⟨b g⟩ ⟨e d⟩ [b d] [b g]
− 32 ⟨a g⟩ ⟨b d⟩ ⟨b g⟩ ⟨e f⟩ [b d] [b g] + 36 ⟨a g⟩ ⟨b d⟩ ⟨b f⟩ ⟨e g⟩ [b d] [b g]
− 138 ⟨a g⟩ ⟨b e⟩ ⟨b f⟩ ⟨e g⟩ [b e] [b g] + 8 ⟨a g⟩ ⟨b d⟩ ⟨c f⟩ ⟨e d⟩ [b d] [c d]
− 12 ⟨a f⟩ ⟨b d⟩ ⟨c g⟩ ⟨e d⟩ [b d] [c d] + 36 ⟨a d⟩ ⟨b d⟩ ⟨c g⟩ ⟨e f⟩ [b d] [c d]
− 32 ⟨a f⟩ ⟨b d⟩ ⟨c d⟩ ⟨e g⟩ [b d] [c d]− 54 ⟨a f⟩ ⟨b d⟩ ⟨c e⟩ ⟨e g⟩ [b e] [c d]
− 8 ⟨a f⟩ ⟨b f⟩ ⟨c g⟩ ⟨e d⟩ [b f ] [c d]− 24 ⟨a g⟩ ⟨b d⟩ ⟨c f⟩ ⟨e f⟩ [b f ] [c d]
+ 32 ⟨a f⟩ ⟨b d⟩ ⟨c g⟩ ⟨e f⟩ [b f ] [c d]− 40 ⟨a f⟩ ⟨c d⟩ ⟨c g⟩ ⟨e d⟩ [c d]2

+ 40 ⟨a d⟩ ⟨c d⟩ ⟨c g⟩ ⟨e f⟩ [c d]2 + 24 ⟨a g⟩ ⟨b f⟩ ⟨c e⟩2 [b c] [c e]
− 48 ⟨a g⟩ ⟨b e⟩ ⟨c f⟩ ⟨e d⟩ [b d] [c e]− 106 ⟨a f⟩ ⟨b e⟩ ⟨c g⟩ ⟨e d⟩ [b d] [c e]
+ 690 ⟨a d⟩ ⟨b e⟩ ⟨c g⟩ ⟨e f⟩ [b d] [c e]− 710 ⟨a f⟩ ⟨b d⟩ ⟨c e⟩ ⟨e g⟩ [b d] [c e]
+ 40 ⟨a e⟩ ⟨b e⟩ ⟨c g⟩ ⟨e f⟩ [b e] [c e]− 70 ⟨a f⟩ ⟨b e⟩ ⟨c e⟩ ⟨e g⟩ [b e] [c e]
− 40 ⟨a g⟩ ⟨b e⟩ ⟨c f⟩ ⟨e f⟩ [b f ] [c e] + 560 ⟨a f⟩ ⟨b e⟩ ⟨c g⟩ ⟨e f⟩ [b f ] [c e]

)
,

(6.121)
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6 Reconstruction of Rational Functions

num
(2)B
sub =

i

8

(
54 ⟨a f⟩ ⟨b f⟩ ⟨c e⟩ ⟨e g⟩ [b f ] [c e]− 24 ⟨a g⟩ ⟨b g⟩ ⟨c e⟩ ⟨e f⟩ [b g] [c e]

− 108 ⟨a f⟩ ⟨b e⟩ ⟨c g⟩ ⟨e g⟩ [b g] [c e]− 104 ⟨a f⟩ ⟨c e⟩ ⟨c g⟩ ⟨e d⟩ [c d] [c e]
+ 108 ⟨a e⟩ ⟨c f⟩ ⟨c g⟩ ⟨e d⟩ [c d] [c e] + 664 ⟨a d⟩ ⟨c e⟩ ⟨c g⟩ ⟨e f⟩ [c d] [c e]
− 24 ⟨a f⟩ ⟨c d⟩ ⟨c e⟩ ⟨e g⟩ [c d] [c e]− 14 ⟨a e⟩ ⟨c e⟩ ⟨c g⟩ ⟨e f⟩ [c e]2

+ 706 ⟨a f⟩ ⟨b f⟩ ⟨c e⟩ ⟨e g⟩ [b e] [c f ] + 44 ⟨a f⟩ ⟨c f⟩ ⟨c g⟩ ⟨e d⟩ [c d] [c f ]
+ 8 ⟨a f⟩ ⟨c d⟩ ⟨c g⟩ ⟨e f⟩ [c d] [c f ]− 52 ⟨a d⟩ ⟨c f⟩ ⟨c g⟩ ⟨e f⟩ [c d] [c f ]
+ 536 ⟨a f⟩ ⟨c e⟩ ⟨c g⟩ ⟨e f⟩ [c e] [c f ]− 652 ⟨a e⟩ ⟨c f⟩ ⟨c g⟩ ⟨e f⟩ [c e] [c f ]
− 16 ⟨a f⟩ ⟨c e⟩ ⟨c f⟩ ⟨e g⟩ [c e] [c f ] + 8 ⟨a g⟩ ⟨b g⟩ ⟨c f⟩ ⟨e d⟩ [b d] [c g]
− 8 ⟨a g⟩ ⟨b g⟩ ⟨c d⟩ ⟨e f⟩ [b d] [c g]− 4 ⟨a f⟩ ⟨c g⟩2 ⟨e d⟩ [c d] [c g]
+ 4 ⟨a d⟩ ⟨c g⟩2 ⟨e f⟩ [c d] [c g] + 54 ⟨a e⟩ ⟨c g⟩2 ⟨e f⟩ [c e] [c g]
− 108 ⟨a f⟩ ⟨c e⟩ ⟨c g⟩ ⟨e g⟩ [c e] [c g]− 32 ⟨a f⟩ ⟨b f⟩ ⟨d g⟩ ⟨e d⟩ [b d] [d f ]
− 32 ⟨a f⟩ ⟨b f⟩ ⟨d g⟩ ⟨e f⟩ [b f ] [d f ] + 32 ⟨a f⟩ ⟨b f⟩ ⟨d f⟩ ⟨e g⟩ [b f ] [d f ]
− 8 ⟨a f⟩ ⟨b f⟩ ⟨d g⟩ ⟨e g⟩ [b g] [d f ]− 231 ⟨a f⟩ ⟨c g⟩ ⟨d f⟩ ⟨e d⟩ [c d] [d f ]
+ 8 ⟨a f⟩ ⟨c f⟩ ⟨d g⟩ ⟨e d⟩ [c d] [d f ] + 183 ⟨a d⟩ ⟨c g⟩ ⟨d f⟩ ⟨e f⟩ [c d] [d f ]
+ 32 ⟨a f⟩ ⟨c d⟩ ⟨d f⟩ ⟨e g⟩ [c d] [d f ]− 24 ⟨a f⟩ ⟨c g⟩ ⟨d f⟩ ⟨e f⟩ [c f ] [d f ]
− 16 ⟨a f⟩ ⟨c f⟩ ⟨d g⟩ ⟨e f⟩ [c f ] [d f ] + 40 ⟨a f⟩ ⟨c f⟩ ⟨d f⟩ ⟨e g⟩ [c f ] [d f ]
+ 16 ⟨a f⟩ ⟨c g⟩ ⟨d g⟩ ⟨e f⟩ [c g] [d f ]− 16 ⟨a f⟩ ⟨c g⟩ ⟨d f⟩ ⟨e g⟩ [c g] [d f ]
− 8 ⟨a f⟩ ⟨c f⟩ ⟨d g⟩ ⟨e g⟩ [c g] [d f ] + 32 ⟨a f⟩ ⟨d f⟩2 ⟨e g⟩ [d f ]2

+ 8 ⟨a g⟩ ⟨b f⟩ ⟨d g⟩ ⟨e d⟩ [b d] [d g]− 32 ⟨a f⟩ ⟨b d⟩ ⟨d g⟩ ⟨e g⟩ [b d] [d g]
+ 32 ⟨a g⟩ ⟨b g⟩ ⟨d f⟩ ⟨e f⟩ [b f ] [d g]− 24 ⟨a f⟩ ⟨b f⟩ ⟨d g⟩ ⟨e g⟩ [b f ] [d g]
− 24 ⟨a f⟩ ⟨c g⟩ ⟨d g⟩ ⟨e f⟩ [c f ] [d g] + 32 ⟨a f⟩ ⟨c g⟩ ⟨d f⟩ ⟨e g⟩ [c f ] [d g]
+ 32 ⟨a f⟩ ⟨d f⟩ ⟨d g⟩ ⟨e g⟩ [d f ] [d g]− 506 ⟨a f⟩ ⟨b d⟩ ⟨e d⟩ ⟨e g⟩ [b d] [e d]
− 180 ⟨a d⟩ ⟨b d⟩ ⟨e f⟩ ⟨e g⟩ [b d] [e d]− 491 ⟨a f⟩ ⟨b e⟩ ⟨e d⟩ ⟨e g⟩ [b e] [e d]
+ 334 ⟨a d⟩ ⟨b e⟩ ⟨e f⟩ ⟨e g⟩ [b e] [e d] + 832 ⟨a f⟩ ⟨b f⟩ ⟨e d⟩ ⟨e g⟩ [b f ] [e d]

)
(6.122)

192



6.6 Seven-Point Rational Piece R
(2)
7:4

and

num
(2)C
sub =

i

8

(
32 ⟨a f⟩ ⟨d f⟩ ⟨d g⟩ ⟨e g⟩ [d f ] [d g]− 506 ⟨a f⟩ ⟨b d⟩ ⟨e d⟩ ⟨e g⟩ [b d] [e d]

− 180 ⟨a d⟩ ⟨b d⟩ ⟨e f⟩ ⟨e g⟩ [b d] [e d]− 491 ⟨a f⟩ ⟨b e⟩ ⟨e d⟩ ⟨e g⟩ [b e] [e d]
+ 334 ⟨a d⟩ ⟨b e⟩ ⟨e f⟩ ⟨e g⟩ [b e] [e d] + 832 ⟨a f⟩ ⟨b f⟩ ⟨e d⟩ ⟨e g⟩ [b f ] [e d]
+ 6 ⟨a f⟩ ⟨b d⟩ ⟨e f⟩ ⟨e g⟩ [b f ] [e d] + 54 ⟨a f⟩ ⟨b d⟩ ⟨e g⟩2 [b g] [e d]
− 203 ⟨a e⟩ ⟨c g⟩ ⟨e d⟩ ⟨e f⟩ [c e] [e d]− 87 ⟨a d⟩ ⟨c e⟩ ⟨e f⟩ ⟨e g⟩ [c e] [e d]
− 199 ⟨a f⟩ ⟨c g⟩ ⟨e d⟩ ⟨e f⟩ [c f ] [e d] + 167 ⟨a d⟩ ⟨c g⟩ ⟨e f⟩2 [c f ] [e d]
+ 40 ⟨a f⟩ ⟨c f⟩ ⟨e d⟩ ⟨e g⟩ [c f ] [e d]− 24 ⟨a f⟩ ⟨c d⟩ ⟨e f⟩ ⟨e g⟩ [c f ] [e d]
− 668 ⟨a d⟩ ⟨c g⟩ ⟨e f⟩ ⟨e g⟩ [c g] [e d] + 24 ⟨a f⟩ ⟨c d⟩ ⟨e g⟩2 [c g] [e d]
+ 48 ⟨a d⟩ ⟨d f⟩ ⟨e f⟩ ⟨e g⟩ [d f ] [e d] + 48 ⟨a f⟩ ⟨d g⟩ ⟨e d⟩ ⟨e g⟩ [d g] [e d]
− 48 ⟨a d⟩ ⟨d f⟩ ⟨e g⟩2 [d g] [e d] + 16 ⟨a g⟩ ⟨e d⟩2 ⟨e f⟩ [e d]2

− 192 ⟨a f⟩ ⟨e d⟩2 ⟨e g⟩ [e d]2 + 89 ⟨a d⟩ ⟨e d⟩ ⟨e f⟩ ⟨e g⟩ [e d]2

− 682 ⟨a f⟩ ⟨b f⟩ ⟨e d⟩ ⟨e g⟩ [b d] [e f ]− 764 ⟨a f⟩ ⟨b d⟩ ⟨e f⟩ ⟨e g⟩ [b d] [e f ]
− 70 ⟨a f⟩ ⟨b e⟩ ⟨e f⟩ ⟨e g⟩ [b e] [e f ] + 78 ⟨a f⟩ ⟨b f⟩ ⟨e f⟩ ⟨e g⟩ [b f ] [e f ]
− 658 ⟨a f⟩ ⟨b f⟩ ⟨e g⟩2 [b g] [e f ] + 32 ⟨a d⟩ ⟨c g⟩ ⟨e f⟩2 [c d] [e f ]
+ 32 ⟨a f⟩ ⟨c f⟩ ⟨e d⟩ ⟨e g⟩ [c d] [e f ]− 48 ⟨a f⟩ ⟨c d⟩ ⟨e f⟩ ⟨e g⟩ [c d] [e f ]
+ 195 ⟨a e⟩ ⟨c g⟩ ⟨e f⟩2 [c e] [e f ]− 740 ⟨a f⟩ ⟨c g⟩ ⟨e f⟩ ⟨e g⟩ [c g] [e f ]
+ 160 ⟨a f⟩ ⟨c f⟩ ⟨e g⟩2 [c g] [e f ]− 24 ⟨a f⟩ ⟨d g⟩ ⟨e f⟩2 [d f ] [e f ]
− 24 ⟨a f⟩ ⟨d g⟩ ⟨e f⟩ ⟨e g⟩ [d g] [e f ]− 87 ⟨a d⟩ ⟨e f⟩2 ⟨e g⟩ [e d] [e f ]
− 740 ⟨a f⟩ ⟨b d⟩ ⟨e g⟩2 [b d] [e g]− 70 ⟨a f⟩ ⟨b e⟩ ⟨e g⟩2 [b e] [e g]
+ 736 ⟨a f⟩ ⟨b f⟩ ⟨e g⟩2 [b f ] [e g]− 601 ⟨a f⟩ ⟨c g⟩ ⟨e d⟩ ⟨e g⟩ [c d] [e g]
+ 1269 ⟨a d⟩ ⟨c g⟩ ⟨e f⟩ ⟨e g⟩ [c d] [e g]− 24 ⟨a f⟩ ⟨c d⟩ ⟨e g⟩2 [c d] [e g]
+ 1175 ⟨a e⟩ ⟨c g⟩ ⟨e f⟩ ⟨e g⟩ [c e] [e g] + 692 ⟨a f⟩ ⟨c g⟩ ⟨e f⟩ ⟨e g⟩ [c f ] [e g]
− 112 ⟨a f⟩ ⟨c f⟩ ⟨e g⟩2 [c f ] [e g]− 87 ⟨a d⟩ ⟨e f⟩ ⟨e g⟩2 [e d] [e g]
+ 32 ⟨a f⟩ ⟨d f⟩ ⟨e g⟩ ⟨f g⟩ [d f ] [f g]− 48 ⟨a f⟩ ⟨e g⟩2 ⟨f g⟩ [e g] [f g]

)
.

(6.123)

We present the full compact expression for R
(2)
7:4, of which this is a piece, in Section 4.5.8

on page 95.

Reconstruction has greatly reduced the sizes of the expressions produced by aug-
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6 Reconstruction of Rational Functions

R
(2)
7:1 R

(2)
7:2 R

(2)
7:3 R

(2)
7:4 R

(2)
7:1,1 R

(2)
7:1,2 R

(2)
7:1,3 R

(2)
7:2,2 R

(2)
7:1B

File size / KB 5 5 16 13 11 29 13 29 6

Memory usage / MB 0.201 1.21 6.78 0.995 0.757 29.1 5.97 99.3 0.135

LeafCount/103 7.81 46.8 266 41.3 31.8 1150 248 3930 5.32

Evaluation time / s 0.0938 0.516 2.98 0.422 0.297 12.5 2.27 39.7 0.0625

Table 6.5: Approximate expression sizes and evaluation times for the reconstructed
seven-point rational pieces. Comparing to the functions produced using
augmented recursion (Table 6.2 on page 156), there is an improvement of
three orders of magnitude in most cases. (Note the smaller scale choices
used on some rows of this table.)

mented recursion. Table 6.5 collects the sizes and evaluation times of the new compact

analytic expressions, which can be compared to those of the augmented recursion ver-

sions presented in Table 6.2 on page 156.

6.7 Conclusions

Any technique for generating amplitudes out of multiple contributions will tend to

produce increasingly complex results as the number of gluons involved rises. Amplitudes

can also be expressed in ways where their symmetries are not manifest, their structure

contains unnecessary reference momenta, or they contain spurious apparent poles that

cancel in the overall expression. These are all reasons why it may be desirable to

reconstruct an analytic amplitude expression in a more compact, symmetric form.

We have shown that by understanding the pole structure, it is possible to postulate

a simple ansatz to fit to a given amplitude. This was successfully applied to one-

loop amplitudes to obtain new forms free of spurious poles. In the two-loop case, the

required ansatz would be too large so we first identify the leading pole structures by

hand, from factorisations. This was demonstrated on the seven-point all-plus helicity

partial amplitudes, obtaining the compact, analytic forms presented in Chapter 4.

A new behaviour was also identified at seven-point in spinor product manipulations.

Whereas spurious poles in lower-point factorisations could be trivially removed by a

certain manipulation, this fails for seven-point algebra and above. That the removal of

spurious poles, and therefore the reconstruction process itself, experiences a disconti-

nuity in difficulty at a particular number of momenta was unexpected. Techniques for

addressing this were presented and will be useful in any future work involving ampli-

tudes of at least seven gluons.
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This thesis presents a number of new results in Yang–Mills amplitude calculations. We

use the methods of four dimensional unitarity and augmented recursion to obtain two-

loop results, specifying all the structures of a colour decomposition. These techniques

give rise to simplification, particularly with the choice of all-plus helicity, because they

reduce the problem to an essentially one-loop one. We also make a more general con-

tribution to augmented recursion by describing an intuitive algorithmic way to obtain

the currents required by the process. Lastly, there is discussion of amplitude recon-

struction, for when the results of a calculation require further manipulation to reach a

compact form with manifest symmetry.

In Chapter 3, the method used to derive the full colour six-point two-loop amplitude

with all-plus helicity was outlined. The complete amplitude was published in ref. [59]

as the outcome of collaboration. This author’s contribution is featured in the chapter,

relating to the rational piece and its reconstruction in a compact form.

Chapter 4 follows with the calculation of the full colour seven-point two-loop am-

plitude, in a compact, analytic form. The polylogarithmic parts are obtained using

unitarity cuts and agree with the n-point form described in ref. [62]. The remaining

rational parts are then calculated using augmented recursion. The partial amplitude

piece R
(2)
7:1B agrees with the n-point postulate of ref. [63].

In Chapter 5, the currents used in augmented recursion are explored in greater detail.

A procedure for deriving currents is proposed, then shown to reproduce a previous five-

point result. Two new currents required for the full colour seven-point amplitude are

obtained.

Finally, Chapter 6 discusses the algebraic forms taken by amplitude expressions.

A number of one-loop partial amplitudes are re-expressed to remove spurious poles,

making them more suitable for use in recursive methods. The seven-point two-loop

amplitude result of Chapter 4 is also reconstructed using factorisations and ansatzes,

to remove reference momenta and bring it to a manifestly symmetric, compact form.

The results obtained in this thesis are not only of theoretical interest, but are also

relevant to experimental tests of the Standard Model, such as those undertaken at high-
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7 Conclusions

energy particle colliders. The methodology used could also be applied straightforwardly

to all-plus helicity amplitudes of greater gluon number. Such calculations would rely

increasingly on the reconstruction techniques explored in this thesis, if a compact result

is desired. An extension of the procedure to the single-minus helicity is another logical

next step. The main difference from an all-plus calculation is that the four-dimensional

unitarity step no longer behaves like a one-loop problem, although the algebra remains

simpler than in a D-dimensional approach. For the rational structures, augmented

recursion is anticipated to apply as before. Ultimately, the goal is to achieve a more

general understanding of two-loop Yang–Mills amplitudes, which compact, symmetric

results are a step towards.
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