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A B S T R A C T   

The service quality of the subbase may affect the overall road performance during its service life. Thus, moni
toring and prediction of subbase strain development are of great importance for civil engineers. In this paper, a 
method based on the time-series augmentation was employed to predict the subbase strain development. The 
time-series generative adversarial network (TimeGAN) model was implemented to perform the augmentation of 
time-series data based on the original monitored data. The augmented data was trained through deep learning 
network to learn the feature correlation of the subbase strain. The effectiveness of TimeGAN on the prediction 
accuracy was evaluated through the Attention-Sequence to Sequence (Attention-Seq2seq) model, and temporal 
convolution network-adaptively parametric rectifier linear units (TCN-APReLU) model. Results indicated that the 
TimeGAN network could capture sufficient information from the time-series monitored data of subbase strain 
development so that the corresponding augmented data matches well with the original data, which improves the 
prediction accuracy. It is also discovered that the combination of TimeGAN and TCN-APReLU appropriately 
predict the subbase strain development based on the original monitored data.   

Introduction 

The resilience and deformation of the subbase are the key issues for 
the service life [1]. Thus, accurate and timely predictions of the strain 
development in the subbase are crucial for health monitoring and 
structural rehabilitations [2–5]. With the fast development of computer 
and sensor technology, long-term monitoring data can be obtained from 
embedding sensor devices, which provides the possibility for civil en
gineers to investigate the development of subbase based on the moni
tored temporal data. 

Deep learning-based neural networks can be used as powerful tools 
to learn the data characteristics based on large amounts of monitored 
data. Bansal et al. (2022) developed machine learning models to 

monitor and predict ternary blended concrete strength using the 
measured data from piezo sensors [6]. Tabrizi et al. (2021) aimed to 
develop a reliable and accurate pavement surface temperature predic
tion tool using machine learning techniques [7]. Advanced machine 
learning techniques provide greater efficiency and lower computational 
effort compared to the traditional mechanistic theory of numerical 
analysis [8]. As the machine learning approaches normally learn the 
data features through iterative computations, the model structure and 
the amounts of monitored data are the key points for the quality of 
analysis [9]. 

Civil engineers sometimes face the problems of limited monitored 
data due to the limitations of monitor instruments, external environ
mental conditions, etc. which may result in a low computation accuracy 
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in the corresponding machine learning-based approach. To solve this 
problem, data augmentation approaches can be used to increase the size 
of training data [10]. For instance, transforming and rotation were used 
as the data augmentation method to create new data in the field of 
computer vision [11,12]. Recently, data augmentation techniques were 
gradually applied in time series data analysis. Wu et al. (2021) designed 
a hybrid time series data augmentation framework to solve the problem 
of class-imbalance and insufficient sample size in the application of deep 
learning model [13]. Jeong et al. (2021) proposed a novel time-warping 
data augmentation method reflecting the characteristics of the sensor 
signal and can preserve the label of the augmented signal by generating 
partially occluded data of the accelerometer signals [14]. Almonacid 
et al. (2013) used an artificial neural network (ANN) for the ambient 
temperature hourly time series data [15]. Taylor et al. (2022) developed 
a new neural network based on a multi-head architecture and data 
augmentation [16]. Fu et al. (2019) proposed a conditional generative 
adversarial net (CGAN) to learn and simulate time series data [17]. In 
previous research, the authors have evaluated the prediction perfor
mance on the long-term subbase strain data of three deep learning 
methods, including the Long-Short Term Memory neural network 
(LSTM) model, Bidirectional LSTM-Convolution Neural Network 
(BiLSTM-CNN) model and Temporal Convolution Network (TCN) model 
[18]. Results show that the deep learning methods exhibited a good 
performance for the long-term subbase strain data analysis [18]. How
ever, there are still several problems: firstly, the pre-processing of time- 
series data may not be sufficient due to the lack of sufficiently large 
samples; secondly, the monitored sparse data may lead to worse per
formances of models. 

To solve these problems, in this study, data-based approaches, 
including the random forest algorithm and smoothing operation were 
conducted on the original monitoring data. A widely used TimeGAN 
model for data augmentation was employed to augment the original 
monitored data of subbase strain. Then, the effectiveness of the data 
augmentation techniques was evaluated using two established deep 

learning models by other researchers, i.e., TCN-APReLU and Seq2seq. 
Last, the augmentation results of two other data augmentation methods, 
variational autoencoder (VAE) and Wasserstein Generative Adversarial 
Network (GAN) with Gradient Penalty (WGAN-GP), were analyzed and 
compared with that of the TimeGAN. The combination of TimeGAN and 
TCN-APReLU applied in this paper can be used for data augmentation of 
infrastructure monitoring data and the prediction of subbase strain. The 
whole technical route of this study is shown in Fig. 1. 

Methodologies 

Data augmentation method-TimeGAN 

Data augmentation plays an important role in enlarging the data 
quantity and improving prediction accuracy. Traditional data augment 
methods focused on the relationship between the time-independent 
features. For classic GAN, a random noise vector with a gaussian dis
tribution was generated and added to the train data in the generator 
network. The discriminator was trained to maximize the probability of 
assigning the correct label to samples from the generator and the train 
data [19–21]. The train function was shown in equation (1) [19]. 

min
G

max
D

V(D,G)= Ex p(x)[logD(x)] +Ez pz(z)[log(1 − D(G(z) )) ] (1)  

where, p(x) is the training data distribution, pz(z) is the prior distribu
tion of the generator network, and z is a noise vector sampled from the 
model distribution pz(z). 

The temporal feature of the time-series data poses a serious challenge 
to the traditional data augment method. The data augmentation of a 
time-series data should not only deal with the feature within a time 
point, but also capture the complex property of those feature across the 
time. The TimeGAN model, which consists of four different network 
components, was employed for the time-series data augmentation [22]. 
The components of TimeGAN can be classified as the autoencoding 

Fig. 1. Flowchart of this study.  
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group (embedding function and recovery function) and the adversarial 
group (sequence generator and sequence discriminator). The structure 
of the TimeGAN is shown in Fig. 2 and the key structure is shown in 
equation (2) [22]. 

L R = ES,X1 :T P

[

‖S − rs(es(s)‖2 +
∑

t
‖Xt − rx(ex(hs, ht− 1, xt) )‖2

]

(2) 

where, L R is reconstruction loss as our first objective function in the 
embedding and recovery functions. es is an embedding network for static 
features, ex is a recurrent embedding network for temporal features, rs 

and rx are recovery networks for static and temporal embeddings. 

Feature prediction model 

In this study, the effectiveness of data augmentation was validated 
through the comparisons between the predicted subbase strain by two 
deep learning models, the TCN-APReLU model and the Attention- 
Seq2seq model. 

TCN-APReLU model 

Temporal Convolutional Network (TCN) is a new approach to apply 
convolutional structures to the field of time-series prediction [23,24]. 
The architecture of TCN contains dilated causal convolutions with a 
large perceptual field, where its network structure was described in our 
previous study [18]. 

The APReLU developed by Zhao et al. (2021) integrates a well- 
designed subnetwork as an embedded module for adaptively esti
mating the multiplication coefficients to be used in different nonlinear 
transformations [25]. The structure of APReLU is shown in Fig. 3. 

Firstly, the feature map is input into ReLU and GAP to calculate a 
one-dimensional vector to represent the global information of the pos

itive features. At the same time, another one-dimensional vector rep
resenting the global information of the negative features is calculated by 
propagating the input feature map to min (x, 0) function and GAP [25]. 
After that, two one-dimensional vectors are connected and propagated 
to Full Connect, Batch Normalization, Rectified Linear Unit and Sigmoid 
in turn. By using ReLU and Sigmoid activation functions, the computa
tional path can provide two levels of nonlinearity when determining the 
multiplication coefficients. Finally, a specific nonlinear transformation 
based on the same equation as the parametric ReLU (PReLU) function 
was employed to get the output feature map. The PReLU function was 
expressed by equation (3) [25]. 

y = max(x, 0) + α • min(x, 0)# (3) 

Since APReLU can be easily implemented in the deep neural 
network, this study embedded this module into part of the structure of 
TCN to achieve more flexible non-linear transformations. The improved 
TCN structure is shown in Fig. 4. In the new ResBlock of TCN, the old 
activation function was replaced by the APReLU. 

Attention-Seq2seq model 

The time-series monitored subbase strain contains sufficient infor
mation on road structure performance. The prediction of the subbase 
strain development can help civil engineers better evaluate the service 
quality and service life. 

The attention-sequence to sequence model, like the Attention- 
Seq2seq model, usually consists of an encoder and a decoder [27–29]. 
In this study, the Attention-Seq2seq model was employed to predict the 
next subbase strain sequences sequence from the previous sensor 
monitoring data. The monitored historical strain data as well as the 
environmental factor was transformed into the corresponding hidden 
layers using Bi-LSTM layers in the encoder. The features of the moisture, 
temperature and some other monitored data were extracted to form 

Fig. 2. The architecture of the TimeGAN model [20].  
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vector C, containing the context information from the measured 
sequence. The context vector was transmitted into the decoder. The own 
hidden state of the decoder and the current subbase strain were 
considered to generate the next hidden vector and finally the subbase 
strain development. The encoder and decoder were calculated following 
equations (4) and (5) [30]. 

ht = f1(Xt, ht− 1) (4)  

c = β(h1,⋯, hT)

and 

st = f2(Yt− 1, st− 1, c) (5)  

p{Yt|Yt− 1,⋯, Y1, c} = g(Yt− 1, st, c)

where, ht is the hidden state of encoding Bi-LSTM at time t, st is the 
hidden state of decoding LSTM at time t, c is the last time step of the 
compressed hidden state from the encoding. 

The performance of the Seq2Seq model was related to the length of 
the input sequence. The shorter input sequence may improve the model 
performance and less information of the measured data was included in 
the sequence. In addition, the impact of features varies with different 
step lengths. An attention mechanism layer was used to solve the 
problem. The attention layer can make the decoder focus on the most 
related location, which carried the important information from the 
encoder sequence. The attention layer can adaptively select as input the 
hidden states generated by the relevant encoder at all time steps to 

Fig. 3. The structure of the APReLU for adaptive nonlinear transformation [25].  

Fig. 4. The structure of the TCN-APReLU [26].  

Fig. 5. The structure of the Seq2seq model with attention [27].  

H. Yao et al.                                                                                                                                                                                                                                     



Transportation Geotechnics 40 (2023) 100957

5

predict the future sequence. Fixed context vector c was replaced by 
variable context vectors ci calculated via the attention mechanism, as 
shown in equation (6) [27]. Fig. 5 shows the structure of the Seq2seq 
model with attention. 

ci =
∑T

j=1
αijhj (6)  

Data preparation 

The used data in this study was collected from filed measurements 
using the buried sensors, which has been documented in previous 
research [18]. The field measurement was conducted on the Nancun- 
Shimenying section of the 108 National Highway. The structure infor
mation and the location of the sensor was shown in Fig. 6 [18]. As 
introduced in literature [18], in the figure, the blue line represents the 
soil pressure sensor (TYLH) in the base layer (ATB-25, anti-fatigue layer, 
and grade crushed stone layer), the purple line represents the temper
ature sensor (FCWT) in the entire road structure, the red line represents 
the asphalt strain sensor (LQYB) in the base layer (ATB-25), the orange 
line represents the triaxial strain sensor (SXYB) in the subbase layer 
(grade crushed stone layer), the green line represents the soil moisture 
sensor (TRSF) and the yellow line represents the seepage pressure sensor 
(SYJ) in the subgrade layer (improved soil layer). As documented in 
previous research [18], the strain at the subbase layer had a relationship 
with the output subbase strain. The collected measured data in this study 
included the strain at different depths, as well as the temperature and 
the soil moisture, etc. The measured temperature by the FCWT within 
each layer was averaged and treated as the layer temperature. The layer 
temperature of the surface layer (AC-20), base layer (ATB-25, anti- 
fatigue layer, and grade crushed stone layer), and the subbase, were 
employed as input temperature time-series. In this study, the input 
variables of the deep learning model consisted of the vertical pressure 
collected by TYLH at the bottom of each layer, the layer temperature, the 
seepage pressure and the moisture of soil, the strain at the bottom of the 
asphalt layer, and the historical subbase strain. The subbase strain 
development was predicted using the deep learning model. Generally, 
the quality of the field measured data was not sufficient to be processed 
directly due to the environment and traffic factors, and pre-processing of 
the measured data should be performed first. Also note that this study 

aims to preliminarily validate the applicability of data-augmentation 
methods for monitored data prediction, and the corrections of errors 
generated in the monitoring process from the sensors including soil 
pressure, soil strain, etc., are not considered. It is also noted that some 
other important factors, like the strain responses of other structural 
layers, the layer thickness and material properties, are not considered in 
the current study due to the limitations of the instruments. In future 
studies, more mechanical parameters will be monitored and will be 
considered in comprehensive analysis. 

Data complementation using the Random Forest model 
Due to sensor damage, network communication failure, and shortage 

of power supply during the monitoring process, the data-missing phe
nomenon occurs during the data collection process and poses a serious 
concern for data analysis. Current data completion methods include 
complementary zeros, linear interpolation, mean interpolation, etc. 
However, these traditional methods may cause deviations from the 
original data distribution. Random forest is a machine learning algo
rithm based on decision trees, each of which is independent and can be 
processed in parallel to enhance the computational efficiency [31,32]. In 
this study, the random forest was used to predict these missing values 
and ultimately achieve the purpose of dataset completion. The data 
complementation based on the random forest algorithm was then per
formed. Part of the time-series data before the time when missing data 
occurs was treated as train data and was treated as test data. The features 
of the train set were set as the target value Y and the features of the 
remaining set were treated as X. The random forest algorithm was 
employed to train the data by learning the relationship between the 
target value Y and X. Then the random forest model was trained to learn 
the relationship of the target feature Y and X. Finally, the trained model 
was used to predict the missing data and fill the measured data. The 
detailed procedure is referred to [33]. 

The data-missing phenomenon occurred in the measured seepage 
pressure, the soil moisture, and the temperature data. The data 
complementation was performed based on the method mentioned 
above. Fig. 7 shows the effect of the fill on a part of the sensor data. The 
red curve shows the new data filled by random forest, and the blue curve 
shows the original data. A reasonable variation trend could be observed 
in the complemented data, indicating the effectiveness of the data 
complementation using the RF method. 

Data smoothing using Savitzky-Golay (SG) filter method 
The noisy signal due to the environmental factor will cause un

wanted non-smoothness and the risk of overfitting in the prediction 
process. This accuracy reduction caused by the noisy signal could be 
compensated via data smoothing. Therefore, appropriate data smooth
ing plays a key role in the improvement of subbase strain prediction 
accuracy. The SG filtering method, which has been considered an effi
cient approach for the time-series signal process [34,35], was adopted in 
this study to perform a smoothing operation on the time-series data 
obtained for each time period. 

The core operation in SG filtering includes a convolution operation 
on time-series data with a specified length, and the curve fitting of the 
time-series using a polynomial function. The data length in convolution 
operation was controlled by a window size m. For each convolution 
window, a polynomial function, as shown in equation (9) [34], was 
employed to fit the time-series data. It should be noted that the poly
nomial order K should be less than 2 m + 1. 

X = a0 + a1i+ a2i2 +⋯+ akik  

= ⇒Xj =
∑m− 1

2

i=− m− 1
2

Cisi+j,
m + 1

2
≤ j ≤ n −

m − 1
2

(9)  

where, m is the filter width, Ci is the convolution factor, ai is the poly
nomial parameter determined by least squares. The polynomial order 

Fig. 6. Sensor placement (Reprinted from Hou Y, Zhao S, Xue Z, Liu S, Song B, 
Wang D, et al. Intelligent analysis of subbase strain based on a long-term 
comprehensive monitoring. Transportation Geotechnics, 2022, 33:100720., 
with permission from Elsevier.) [18]. 
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and the size of window are two serious concerns in GS filtering method 
including the polynomial order and the size of window. In this study, the 
window size and polynomial order were determined as 11 and 3 via 
trial-and-error routine. 

Fig. 8 plots the measured strain at the bottom of the asphalt layer and 
the vertical strain of the triaxial strain after the smoothing operation. It 
can be observed that the small noises could be removed, and the pro
cessed data kept almost same shape and length as the original data. The 
SG algorithm could effectively improve the smoothness of the original 
signal and retain the information carried in the measured data. 

Results and discussion 

Results of the prediction model 

In this study, the subbase strain development was predicted through 
the Seq2Seq and TCN-APReLU models to validate the effectiveness of the 
data augmentation. The encoder structure of the Seq2seq model was a 
bidirectional LSTM with 64 cells in the hidden layer, while the decoder 
structure was an LSTM with 32 cells in the hidden layer. A bidirectional 
LSTM layer with 64 cells was connected after the encoder-decoder 
structure, and finally the predicted values were yielded through the 
fully connected layers. The attention mechanism was a form of 

Fig. 7. The effect of the fill on a part of the sensor data.  

Fig. 8. The smoothing effect of sensor data.  
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information processing that mimics the distribution of attention in 
human vision when processing global images, allowing the more critical 
information to be quickly filtered out from a large amount of useful 
information to be assigned higher weight values [36,37]. The attention 
mechanism was shown in Fig. 5. It should be noted that the decoder 
structure in the Seq2seq model introduced an attention mechanism 
layer, which enabled the adaptive selection of the relevant encoder 
hidden state between each time step, thus solving the problem of in
formation loss in fixed vectors in the case of large amounts of 
information. 

The TCN-APReLU model consisted of 13 one-dimensional convolu
tional layers, which were connected using residuals. The one- 
dimensional convolutional layers all have a convolutional kernel size 
of 2, a number of 64, and dilatation factor of 1, 2, 4, 8, 16, and 32 
respectively. Each layer used a ReLU activation function followed by a 
SpatialDropout1D layer with a decay rate set to 0.05, except that the 
activation function of the last two convolution layers is changed to 
APReLU. 

To quantitatively evaluate the performance of the prediction models, 
the mean absolute error (MAE), root mean square error (RMSE) and 
mean absolute percentage error (MAPE) were used as evaluation indices 
for the prediction performance of each model in this study. The adopted 
evaluation index was calculated using the following equation shown in 
(10), (11) and (12). 

MAE =
1
N

∑N

i=1
|yi − ŷi |# (10)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
N

∑N

i=1
(yi − ŷi)

2

√

# (11)  

MAPE =
100
N

∑N

i=1

⃒
⃒
⃒
⃒
yi − ŷi

yi

⃒
⃒
⃒
⃒# (12) 

where, N is the total number of samples in the time-series data, yi is 
the real result of the strain sensors monitoring the occurrence of strain in 
the subbase, and ŷi is the model-derived prediction of strain in the 
subbase. 

Performance of prediction model based on the original dataset 
To evaluate the performance of different prediction models on each 

segment of the time-series data, the cleaned data was divided into the 
training set and test set according to the ratio of 8:2. After normaliza
tion, the data were input to different deep learning models for training 
and the number of iterations was set as 150. 

Each of the two deep learning models was trained on the training set 
over nine time periods, and then evaluation indices for all test sets were 
computed for depolarization averaging and comparing the results of the 
two models. Table 1 showed the results of each model on the original 
dataset. It can be seen that the calculated evaluation index from TCN- 
APReLU was slightly lower than those from Seq2Seq, especially for 
the RMSE. The convolutional receptive field of the TCN-APReLU can 
recall more sufficient information of the time-series data. The extraction 
of static and dynamic features was effectively enhanced through the 
combination of the residual structure. Then, the gradient disappearance 
problem can be solved to a certain extent and a better performance can 
be achieved. 

Fig. 9 plotted the prediction results from different deep learning 
models on time periods. The red curve represents the predicted values, 

and the blue curve represents the real values. For the data within a 
longer time period, the agreement was significantly better than that 
within a short time period. The measured data over a longer time period 
contained more useful information, which could provide sufficient fea
tures for the time-series prediction. It seems that the predicted strain 
curve from TCN-APReLU matched better than that from Seq2Seq, indi
cating a better performance of TCN-APReLU. As the monitoring data 
contains many influencing factors in one sequence, the larger convolu
tional field of the TCN-APReLU can capture more information for a 
longer period, and the residual structure was more effective in avoiding 
information loss in the feature extraction process. It should be noted that 
there exist considerable differences between the prediction values and 
the real data, however, the trend of the prediction value is similar to that 
of the monitored data to a certain extent. Future studies will take this 
issue into consideration and continuously improve the prediction model 
accuracy. 

Performance of prediction model based on the augmented dataset 
The measured data consisted of the strain at the bottom of each layer, 

the temperature at different depths, and the soil moisture, as shown in 
Fig. 6. There was a total of 11 measured sequences to be analyzed in the 
following section to perform the subbase strain development. The 
TimeGAN mentioned above was used to augment sensor data with 
temporal features for nine time periods. The Adam optimizer with a 
batch size of 128 and sliding window size of 24 was used as training 
engine. Since the network structure is composed of a self-encoder, 
generator and discriminator using gate recurrent unit (GRU). The 
training was split up into 3 main phases, including embedding training, 
supervised training and joint training, and the number of training iter
ations was 15,000. The measured data were augmented using the VAE 
and WGAN-GP for comparison purposes [38,39]. 

The complexity of the heterogeneous dataset will lead to weak 
effectiveness of data augmentation application and the generalization 
ability of data-driven models [40]. Therefore, the data augmentation 
strategy in this study was the application of a transfer learning algorithm 
to fuse the augmented data with the actual data. The two deep learning 
models continuously learned the key temporal information of the 
augmented synthetic dataset during the training iterations, and then 
migrated the last updated training weights to their small dataset during 
the training process. This ensured that the prediction models were 
trained on the small dataset with prior knowledge, facilitating the 
learning process to improve the generalization and accuracy of the 
models. 

The length of the augmented data was greater than the original data. 
More than 50 epochs were performed for the deep learning model 
training on the augmented data to capture the feature of the augmented 
time-series data. The model weights and biases were extracted from the 
training process on the augmented time-series data and transferred 
directly to the neural network in the target domain, using them as initial 
parameters for the models trained on the original small data. The weight 
transfer process is calculated the equation (13) [41]. 

yt = f
(
Wi

ori
(Wi

aug)xi + bi
ori

(bi
aug)

)
(13)  

where, Waug
i and baug

i denote the weights and biases derived from 
training the model on the augmented dataset; xi and yt denote the input 
and output of each prediction model. The TCN-APReLU and Seq2Seq 
were employed to train on the augmented data using TimeGAN, VAE 
and WGAN-GP. The evaluation indices were calculated to evaluate the 
performance of the prediction method. 

Fig. 10 shows the evaluation indices distribution of prediction results 
on augmented data. The evaluation parameters for the original data 
were also plotted for comparison. It can be seen that the predicted error 
of the augmented data from TimeGAN and VAE was less than that of the 
original data, while the error of the augmented data from WGAN-GP was 
even greater than that of the original data in some evaluation indices. 

Table 1 
Predictive performance of models.  

Model Evaluation Metrics 

MAE RMSE MAPE (%) 

TCN-APReLU  16.49  24.99  6.28 
Attention-Seq2seq  29.40  34.70  9.00  
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The result indicated that data augmentation could significantly enhance 
the prediction performance. The MAE of TCN-APReLU decreased from 
16.49 to 7.58 and the RMSE decreased from 24.99 to 10.43, 

respectively. The MAE and RMSE of Seq2Seq were 20.98 and 26.41. The 
result denoted that the prediction performance of TCN-APReLU was 
better than that of Seq2Seq. Among the analyzed case, the prediction 

Fig. 9. The prediction results in the test set for different deep learning models.  

Fig. 10. Comparison of evaluation indicators of different augmentation methods.  
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performance on the augmented data from TimeGAN was significantly 
better than other augment method. It can be concluded that TimeGAN 
captured the temporal dynamic characteristics of the monitoring data 
well and thus generated high quality synthetic data. The deep network 

with a residual structure can extract more sufficient temporal features 
from the augmented data. The significant change of evaluation param
eters in analyzed cases reflected the fact that the shallow network with 
an encoder-decoder structure such as the Attention-Seq2seq was not 

Fig. 11. Changes in the prediction results of different deep learning models after different data augmentation methods.  
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sensitive to the data amount. This may be due to the weak non-linear 
representation of the model, which was difficult to fit complex input 
features with large amounts of data. TCN-APReLU model and TimeGAN 
exhibited the best prediction performance among the analyzed cases. 

The principle of the VAE is to obtain the latent variables through the 
encoder process and then convert the latent variables into augmented 
data in the real domain through the decoder process. However, it was 
clearly seen that the MAE, RMSE and MAPE of TCN-APReLU and 
Attention-Seq2seq based on VAE only decreased by 1.54, 5.18 and 2.14 
%, and 0.92, 1.13 and 0.86 % respectively. This probably occurred 
because VAE was unable to learn the distribution of the monitoring data 
accurately. This makes the VAE weak in ability to reconstruct similar 
data, so the pre-trained model obtained on a large amount of deviated 
simulated data was equivalent to introducing more noise into the pre
diction exercise for the real data. The WGAN-GP-based data augmen
tation method proved to be the worst performer with respect to the 
predictive performance of the two deep learning models. This phe
nomenon also corresponds to the fact that the distribution of the real and 
generated data deviates significantly. 

Fig. 11 plotted the typical predicted strain curves on different data 
augmentation methods of selected periods. The predicted strain on the 
original data was also plotted on the left side. It can be seen that the 
agreement of the predicted strain on the augmented data was better than 
that on the original data. The difference between the predicted strain 
and the true strain for augmented data was significantly less than that 
for the original data. The result indicated that the prediction accuracy of 
the deep learning model had been effectively enhanced by the data 
augmentation. TimeGAN exhibited better performance for the repre
sentation of temporal features than the VAE, and the prediction accuracy 
could be sequentially enhanced by the TimeGAN. The prediction accu
racy of TCN-APReLU was better than Seq2Seq for all the analyzed cases, 
indicating that the combination of the TimeGAN and TCN-APReLU 
could provide an effective way to predict the subbase strain 
development. 

Conclusions 

A data augmentation-based approach was proposed to predict the 

subbase strain development in this study. The TimeGAN model was 
employed to augment the field monitored data for the repair of the 
leakage of the measurement. The activation function in TCN model was 
modified for better performance. The correlation between the measured 
data feature and subbase strain feature was learned through deep 
learning models to predict the subbase strain development. The effec
tiveness of the data augmentation on the prediction was evaluated using 
two deep learning methods. The following conclusions could be drawn 
from the results.  

(1) On the original dataset, the MAPE of TCN-APReLU and Attention- 
Seq2seq were 6.28 % and 9.00 % respectively, with TCN-APReLU 
giving the best prediction results, which were also reflected by 
MAE and RMSE.  

(2) The TimeGAN model could effectively augment the measured 
time-series data, and the augmented data has a good agreement 
with the monitored data. The TimeGAN could significantly 
improve the prediction accuracy than VAE and WGAN-GP. 
Especially for the TCN-APReLU, the MAE for the augmented 
data was almost 40 % of that for the original data.  

(3) The TCN-APReLU model combined with TimeGAN exhibited a 
good performance for the subbase strain prediction. The TCN- 
APReLU model could accurately capture the features of the 
time-series data, and data augmentation could improve the pre
diction accuracy. The shallow network of Seq2Seq was not sen
sitive to the data amount, the data augmentation showed a slight 
influence on the prediction accuracy of Seq2Seq. 

Although this study gives a good prediction of subbase strain using a 
prediction framework based on data augmentation with TimeGAN and 
TCN-APReLU, however there are still some shortcomings and limita
tions. In future research work, the following some key points should be 
focused on: firstly, improvements in the TimeGAN model need to be 
made in terms of network structure since the original structure of 
TimeGAN was employed in this study; secondly, advanced temporal 
prediction algorithms need to be employed, so as to continuously 
improve the accuracies of predicted values; thirdly, appropriate inter
pretability analysis of deep learning models to explore the relationships 

Fig. 11. (continued). 
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between features needs to be conducted; fourthly, more model evalua
tion indicators should be used in future studies; finally, the quality of 
entire monitoring project needs to be improved to include more moni
tored mechanical parameters and material properties, thus continuously 
improve the input of the model. 
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