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Abstract

This work presents a new updated reference Lagrangian Smooth Particle Hydro-
dynamics algorithm for the analysis of large deformation by introducing a novel
system of first order conservation laws. Both isothermal and thermally-coupled sce-
narios are considered within the elasticity and elasto-plasticity domains. Taking as
point of departure a total Lagrangian setting and considering as referential config-
uration an intermediate configuration of the deformation process, the equation of
conservation of linear momentum and three geometric conservation laws (for the de-
formation gradient, its cofactor and its determinant) are rewritten leading to a very
generic (incremental) system of first order conservation laws, which can be degen-
erated into a total Lagrangian system or into a purely updated Lagrangian system.
The key feature of the formulation is a suitable multiplicative decomposition of the
conservation variables, leading to a very simple final set of equations with striking
similarities to the conventional total Lagrangian system albeit rewritten in terms
of incremental updated conservation variables which are evolved in time. Taking
advantage of this new updated reference Lagrangian formalism, a second order (in
space and time) entropy-stable upwiding stabilisation method derived by means of
the use of the Rankine Hugoniot jump conditions is introduced. No ad-hoc algo-
rithmic regularisation procedures are needed. To demonstrate the robustness and
applicability of the methodology, a wide spectrum of challenging problems are pre-
sented and compared, including benchmarks in hyperelasticity, elasto-plasticity and
dynamic fracture problems. A new dynamic fracture approach is proposed in this
work. The spark for fracture is based on the maximum principal stresses. Once
fracture takes place, the particle is split into two new particles and post-fracture
velocities and deformation gradients are computed locally, ensuring conservation of
mass, linear momentum and total energy. The work explores the use of a series of
novel expressions for the evaluation of kernels and the gradients of kernels, all lead-
ing to equally robust results and circumventing the issues faced by classic isotropic
(spherical) kernels in the presence of strong anisotropic changes in volume.



“if you’re going to try, go all the
way.
otherwise, don’t even start.”

— Charles Bukowski, Roll the Dice
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Chapter 1

Introduction

1.1 Motivation

Numerical methods that do not require connection between nodes or the creation
of sub-regions (elements) in the process of discretisation compose a large family of
methods called meshless (or meshfree) methods. Belytschko et al. [1], Huerta et al.
[2] and Chen et al. [3] provide in-depth presentations of meshfree methods. The
main objective of such techniques is to eliminate some of the limitations related to
the mesh dependence of conventional computational methods. Since the approxi-
mations are constructed in terms of nodes (particles) and not based on elements,
which distortion may degrade accuracy, meshfree methods can address a range of
problems much wider than mesh-based methods. Moreover, meshfree methods have
the potential of circumventing some difficulties usually faced in the pre-processing
stage, i.e., meshfree methods eliminate the standard mesh generation process, mak-
ing the integration between Computer Aided Engineering (CAE) and Computer
Aided Design (CAD) easier.

Computational methods in fast solid dynamics, which is the branch of computa-
tional mechanics that deals with the simulation of relatively short-duration dynamic
events, where large deformations, high energy impacts, fracture and fragmentation
can take place, can benefit from the advantages of not having interconnected ele-
ments. For example, when it comes to the modelling of fracture, the introduction
of domain discontinuities seems to be more naturally achieved with meshless meth-
ods. In the past years, different meshless methods have been used for this purpose,
the Smooth Particle Hydrodynamics (SPH) [4, 5] and the Element Free Galerkin
(EFG) [6] are two examples strongly present in this context. In practical terms, the
ability of accurately modelling this class of phenomena can contribute to a better
understanding of the structural behaviour of mechanical systems subjected to ex-
treme loading conditions, leading to the development of more reliable products and
safer operations. The spectrum of applications is very wide and comprises the most
diverse fields. One can think about forensic engineering, for example, where numer-
ical methods are employed in the investigation of accidents, usually involving failure
and rupture of materials [7]. A completely different example is found in life sciences
engineering, in the studies performed to improve medical procedures, such as the
extracorporeal shock-wave lithotripsy used in the comminution of kidney stones [8].
A few other possible applications are illustrated in figure 1.1.

Therefore, meshless methods are potential candidates when deciding between
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(a) (b)

(c) (d)

Figure 1.1: Examples of applications for fast solid dynamics. (a) Aircraft bird
impact. (b) Space debris impact. (c) Ballistic. (d) Shock-wave lithotripsy.

modelling techniques to tackle problems in fast solid dynamics. The SPH method,
in particular, has a long history of development and is very attractive because of its
simplicity, low computational cost and versatility. However, in its original version,
the SPH method lacks robustness and can present, among other issues, numerical
instabilities [9]. This behaviour may lead to the development of spurious modes, non-
physical results and even to the occurrence of numerical fracture, i.e., the clumping
of the particles caused by numerical instabilities can lead to non-physical cracks. The
present work is driven by the interest of having a robust tool for computer simula-
tions in fast solid dynamics and aims at laying the foundations for approaching com-
plex phenomena such as contact and dynamic fracture employing the SPH method.
As an outcome, a new stabilised updated reference Lagrangian SPH framework will
be presented and employed in the solution of challenging benchmark problems.

1.2 State of the art

1.2.1 Smooth Particle Hydrodynamics method for solids

One of the earliest meshfree methods is the Smooth Particle Hydrodynamics (SPH),
first presented for astrophysical applications in 1977 by Gingold et al. [4] and Lucy
[5]. Libersky et al. [10, 11] were among the firsts to use the SPH method in the
context of strength of materials in 1990, and dynamic solid mechanics in 1993. The
SPH method gives numerical solutions to initial-boundary value problems defined
by conservation laws of continuum mechanics, combined to constitutive relations
for the materials involved. It is important to emphasise that SPH is not based
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on discrete particles colliding with each other or presenting cohesive-like behaviour.
Instead of this, SPH is a Lagrangian modelling scheme that permits the discretisation
of continuum Partial Differential Equation (PDE) through the approximation of
properties at a set of points distributed over the domain, without the need of defining
a spatial mesh. The Lagrangian nature of the method, and its ability to keep
accurate histories of the events, associated with its meshless characteristic represent
the main advantages of SPH. A massive number of publications regarding the SPH
method is available in the literature. The works by Monaghan [12], Swegle et al.
[13] and Vignjevic et al. [14] provide comprehensive reviews of the theme.

Nevertheless, the classical updated Lagrangian displacement-based SPH suffers
from a number of drawbacks reported by many authors, namely: numerical insta-
bilities such as spurious zero-energy modes and tensile instability [9, 15–27], lack
of consistency [19, 21, 28, 29], loss of conservation [25, 30, 31] and reduced order
of convergence for derived variables such as stresses and strains [25]. The stability
analysis of the SPH method was addressed for the first time by Swegle et al. [9] and
their results indicated an instability in the tensile regime of the standard SPH, even
though the method appeared to be stable in compression. In [20] a unified stability
analysis of meshless particle methods is presented with the objective of clearly iden-
tifying different types of instabilities and the effectiveness of various stabilisation
techniques. Notice that the tensile instability is not present in total Lagrangian
approaches [20, 23, 32], and therefore, the majority of recent advancements for solid
mechanics in SPH were proposed in a total Lagrangian setting.

Since its inception, many research groups proposed solutions for the different
issues faced in SPH, some recent works tackling SPH in the context of solids include
[22, 24, 27, 33–38]. Some interesting work has also been reported in [35, 39] where
a hourglass control based stabilisation algorithm is employed for the description of
elasto- and visco-plastic continuum. Enhanced SPH formulations for solids were also
developed in the context of Fluid Structure Interaction (FSI). In [40], a Hamilto-
nian SPH structural model was coupled with an enhanced version of incompressible
SPH allowing conservative simulations of laminated composite elastic structures.
An accurate multi-resolution hydroelastic FSI solver, comprising an SPH structural
model that preserves linear and angular momenta was presented in [41]. Other au-
thors combined SPH with similar meshless techniques, e.g. Finite Volume Particle
Method (FVPM) [42] and the Vector-based Discrete Element Model [43], in order
to produce a robust meshless SPH model for Fluid Structure Interaction.

In the work by Lee et al. [27], as a result of the evolution of previous works, an
alternative Riemann-based stabilisation strategy for a mixed-based SPH framework
for large strain explicit solid dynamics was presented. The resulting mixed method-
ology is in the form of a system of total Lagrangian first order conservation laws,
where the equation of the conservation of the linear momentum p is supplemented
with three geometric conservation laws, namely, the conservation of the deformation
gradient F , of the volume map J (Jacobian) and of the area map H (co-factor).
The new stabilised total Lagrangian SPH methodology introduced in [27] aims at
the removal of spurious zero-energy modes and improved order of convergence of
variables such as stresses and strains. Moreover, in their approach, linear consis-
tency is fulfilled by performing kernel and gradient corrections, as proposed in [29].
Global conservation of angular momentum is ensured with the introduction of a
monolithic angular momentum projection algorithm, first presented in [25]. The

29



1.2. STATE OF THE ART 30

stabilisation methodology presented in [27] has as one of its main advantages the
fact that it does not require user-defined artificial stabilisation parameters, instead
of this, it is based on the physical pressure and shear wave speeds.

One of the main characteristics of the framework proposed in [27] is the fact that
the conservation of the linear momentum is solved along with the conservation equa-
tions for the deformation gradient and its minors. In previous works, but in different
contexts, Lee et al. [44, 45] proposed other methodologies which had as unknowns
the linear momentum, the deformation gradient and the total energy. With both the
linear momentum and the deformation gradient tensor being primary variables of
the problem, stresses converge at the same rate as the velocities and displacements.
Moreover, the new formulation was shown to be efficient in nearly incompressible
and bending dominated scenarios. However, in case of extreme deformations in the
incompressible limit, the p−F formulation lacks robustness. In [46], in the context
of the Finite Element Method (FEM), Gil et al. enhanced the formulation for nearly
and truly incompressible deformations with the novelty of introducing a conserva-
tion law for the Jacobian J of the deformation gradient, providing extra flexibility
to the scheme. In [47], a new geometric conservation law for the co-factor H of
the deformation gradient was also added to the framework, leading to an enhanced
mixed-formulation. The development of this new conservation equation was possible
due to the simplification introduced by the use of a tensor cross product operation,
presented for the first time in the context of solid mechanics in [48] and further
explained in [49].

Even though considerable progress was made in the SPH method in recent years,
further improvements still need to be done in order to achieve a robust updated
Lagrangian SPH methodology, which is needed for taking into account topological
changes that take place in fracture and fragmentation scenarios.

1.2.2 Meshfree methods in fracture mechanics

In the class of meshless techniques, the Smooth Particle Hydrodynamics (SPH) has
been widely used for computational fracture mechanics [18, 50–56]. Other method
appearing very often in this field is the Element Free Galerkin (EFG) [57–61]. The
recent work by Rabczuk et al. [62] dedicates an entire chapter to the topic, titled
in that work as “extended meshfree methods”, in analogy to the Extended Finite
Element Method (XFEM) [63, 64]. It is also noticeable the recent interest of re-
searchers in the so-called peridynamics [65], a non-local type continuum mechanics
formulation, originally introduced to predict fracture [66, 67] and often discretised
using meshfree schemes. Nonetheless, Ganzenmüller et al. [68] have shown the
equivalence of peridynamics and classic SPH, if nodal integration is used.

Generally speaking, four main ingredients are necessary to computational frac-
ture mechanics in meshfree methods, they are:

1. A failure criterion.

2. A procedure to obtain the new domains of influence once fracture takes place.

3. A traction-crack opening law (also referred as a cohesive law).

4. An updated description of the governing equations (Updated Lagrangian For-
mulation).
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Among the options available for the first item of this list, the simplest approach
is the Rankine criterion, where a crack is introduced when the principal tensile stress
reaches the uniaxial tensile strength at a particle and the crack is initiated perpen-
dicular to the direction of the principal tensile stress. Another option employed
is the loss of hyperbolicity criterion on a softening model [69], where the change of
the type of the Partial Differential Equation (PDE) (for rate-independent materials)
leads to a localisation of deformation and the displacement field develops a discon-
tinuity as a consequence. Loss of material stability, which can be identified when
the minimum eigenvalue of the acoustic tensor is smaller than zero [70] can also be
used as a failure criterion.

Referring back to the very first works where SPH was employed for computational
fracture mechanics, in [18] Randles and Libersky give a gentle overview of their
approach to fracture. The strategy was to alter the pair-wise interaction between two
particles, once they have both accumulated significant damage projection towards
each other. For doing so, a damage interaction factor is introduced directly into the
kernel estimate for the linear momentum equation, as a multiplicative factor (see
equation 55 in reference [18]). This factor is obtained from a function expressed in
terms of the accumulated damage of each particle, computed using a damage model
and is defined in such a way to result equal to 1 when there is no damage and equal
to 0 when the total accumulated damage reaches 1. The effect is that the dynamic
interaction of the particles is reduced when they have significant damage projected
towards one another, up to the point of having absolutely no interaction (damage
interaction factor equal to 0). In this approach there is no splitting of particles and
the domains of influence of each particle will be affected as new standard 2h searches
are performed. In a much more recent work, the idea of having a damage interaction
factor is employed again. In [55], Chakraborty and Shaw introduce the concept of
having pseudo-springs connecting neighbouring particles. In their methodology, the
damage is associated to the pseudo-springs, rather than to the particles themselves.
The search for neighbours is performed only once and the pseudo-springs are added
between immediate neighbouring particles. Fracture is characterised then by the
“breakage” of the pseudo-springs. The authors point out the benefit of rezoning or
discontinuous enrichments being not needed for this model.

Following a different line, in [57], the approach entitled “cracking particles” is
described in the context of meshfree methods. The model is initially applied to 2D
problems. The work was originally motivated by the work of Remmers et al. [71],
where a crack was represented by a set of overlapping cohesive segments, i.e., the
discontinuity is modelled by unconnected piecewise linear segments in such a way
that a representation of the crack surface is not required. Extending this idea to
meshfree methods, in [57] a continuous crack consists of a set of contiguous cracked
particles. As pointed out by the authors, the cracking particles method is applicable
to many particles methods, including the Smooth Particle Hydrodynamics (SPH).
The formulation employed is displacement based and in addition to the standard
Dirichlet and Neumann boundary conditions, cohesive forces across the crack are
considered. The discrete equations are developed mainly in a Total Lagrangian For-
mulation (TLF) form. However, boundary terms on the crack surface are evaluated
in the current configuration. The discontinuity is described by decomposing the
displacement field into continuous and discontinuous parts. The discontinuous part
of the displacement is also called enrichment. In the cracking particles method,
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each crack line (or plane in 3D) is restricted to always pass through a particle and
only cracked nodes are enriched. In the initial configuration, the crack surface on a
cracked particle denotes a single surface, but in the current configuration it becomes
two surfaces.

In the original cracking particles method from [57], the deformation gradient F
is also decomposed into continuous and discontinuous parts F = F̂ + F̃ , where F̂
is continuous and F̃ is discontinuous. Cubic B-spline is used for the kernel function
with a cylindrical compact support. The same shape functions are used for the en-
richment but usually with a support size larger than the support of the continuous
approximation. Stress point integration is used in order to remove the instabilities
caused by rank deficiency which appears in a pure nodal integration. The cohe-
sive nodal forces are computed in the current configuration and for this purpose,
Nanson’s rule is used to obtain the current normal. For the constitutive model, a
damage plasticity model, the Lemaitre1 model and also a linear elastic model are
used. A discrete crack is introduced when the criterion for loss of continuity is met
at a particle, the Rankine criterion and a loss of hyperbolicity criterion are both
tested.

Further research was conducted in the cracking particles method, for instance, in
[59], the methodology presented in [57] was extended to the three-dimensional space
with the crack still being modelled as a set of cracked particles. An h-adaptivity
method is implemented together with the cracking particles in the Element Free
Galerkin (EFG) context, this provides the method with more accuracy around
the crack tip. Another contribution of [59] is the development of a methodology
for switching between total and updated Lagrangian kernels at the nodes that are
cracked. The term Eulerian kernel is employed in [59] to refer to kernels expressed
in terms of spatial coordinates and with support sizes that can vary in time. Due
to the fact that the neighbours do not change in a total Lagrangian approach, the
domain of influence can become extremely distorted with time. This limits the
magnitude of the deformation that can be represented and therefore, an Updated
Lagrangian Formulation (ULF) is essential when modelling fracture and fragmenta-
tion. In [59], the simulation always starts with total Lagrangian kernels. However,
after introducing a discontinuity, when the particles have separated or if the cohesive
tractions have decayed to zero, the kernel is switched to an updated kernel. The
main cracking criteria used by Rabczuk and Belytschko [59] is the loss of material
stability criterion, where material stability is checked by conditions on the acoustic
tensor. For a rate-independent material, the momentum equation stays hyperbolic
as long as the minimum eigenvalue of the acoustic tensor remains positive (see, e.g.
[70]).

In [61], a three-dimensional cracking particles formulation without enrichment
is proposed, i.e., no additional unknowns are needed to capture the displacement
discontinuity. When cracking is detected, a cohesive surface is introduced and the
particle is split into two particles lying on opposite sides of the crack. The method
is developed within the EFG context, with the cubic B-spline chosen as window
function. The size of the crack segment is determined by the size of the compact
support of the cracked particle. To capture the jump in displacements, the shape
functions are cut across the crack boundary using the so-called visibility method.

1The Lemaitre model is an elastic model with isotropic damage, developed for brittle materials
such as concrete.
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In order to deal correctly with interior boundaries such as cracks and holes, the
domain of influence of a particle cannot cross a boundary adjacent to that point,
i.e., only points that can be connected to the target particle, without intersecting
any boundary, can be included in the domain of influence. The need of this kind of
treatment was presented in [6] and a possible methodology is the one that employs
the visibility criterion [72]. The following, very elucidative, analogy is extracted
from [1] and explains the visibility method:

“The boundaries of the body and any interior lines of discontinuity are considered
opaque when constructing the weight functions. By opacity, we mean that when the
domain of influence for the weight function is constructed, the line from a point to a
node is imagined to be a ray of light. If the ray encounters an opaque surface, such
as the boundary of a body or an interior discontinuity, it is terminated and the point
is not included in the domain of influence.”

The cracking particles method, as first presented in [57] suffers from spurious
crack nucleation when a crack propagates. As pointed out in [60, 61], this can
be avoided with the introduction of some criteria to distinguish between crack nu-
cleation, crack propagation and crack branching. The distinction is possible by
searching for existing cracked nodes in the vicinity of a new cracked node, crack
initiation is assumed when no cracked node is detected in the vicinity. Spurious
cracking can occur adjacent to an existing crack or near the crack tip, each case
receives a different treatment.

1.3 Novelties of the thesis

The purpose of this work is to develop and test a new and robust updated refer-
ence Lagrangian SPH framework, aiming at applications in the field of fast solid
dynamics with extended capabilities, such as thermal-stress analysis and fracture
mechanics. The aim is to obtain a versatile formulation, that can be degenerated
into a standard Total Lagrangian Formulation (TLF) or into a truly Updated La-
grangian Formulation (ULF), taking full advantage of both approaches. The SPH
framework proposed in this thesis is inspired by the works of Vidal et al. [24] and
Lee et al. [27].

The highlights of the work include:

1. System of first order conservation laws

2. Updated reference Lagrangian formulation

3. Anisotropic kernel functions

4. Entropy stable stabilisation scheme

The updated reference Lagrangian approach, based on the multiplicative decom-
position of the deformation process, allows for updates on the reference configura-
tion to be performed only when required, for example, when topological changes
take place. Moreover, the mixed-based nature of the formulation adds to the ro-
bustness of the scheme and ensures that strains converge at the same rate as the
velocities. Novel methodologies for obtaining updated kernels and gradients are
also introduced, the deformation gradient and its minors allow anisotropic compact
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supports to be accurately obtained. Another novelty is the introduction of a consis-
tent Riemann-based stabilisation scheme in the context of an Updated Lagrangian
Formulation. The stabilisation terms are based on the physics of the problem, i.e.,
the numerical dissipation depends on the pressure and shear wave speeds of the
underlying material, and are developed in such a manner to satisfy the second law
of thermodynamics.

1.4 Outline

In order to elaborate the objectives indicated in the previous section, this thesis is
organised as follows:

• Part I opens and motivates the work.

• Part II presents the formulation in the continuum level. It consists of chap-
ter 2, where the key features of an updated reference Lagrangian formulation
are discussed and a mixed-based set of first-order conservation laws is intro-
duced in an isothermal context. Followed by chapter 3, where the first law of
thermodynamics written in terms of the total energy is added to the set of con-
servation laws. The purpose is to extend the formulation to a thermal-coupled
context.

• Part III presents the numerical aspects of the formulation in the discrete level.
It consists of chapter 4, where the key ingredients of the Smooth Particle
Hydrodynamics (SPH) are discussed. Followed by chapter 5, which is de-
voted to the development of the updated reference Lagrangian SPH framework.
The system of updated reference Lagrangian equations is discretised using the
SPH method, consistent stabilisation terms are developed, a time-integration
scheme and an angular momentum preserving algorithm are provided. Part III
ends with chapters 6 and 7, where all aspects of the formulation are explored
through challenging numerical examples in isothermal and thermo-mechanical
contexts.

• Part IV presents the extension of the framework to the context of fracture
mechanics. It consists of chapter 8, where by making full use of the character-
istics of the proposed formulation, the post-fracture velocity and deformation
gradient are derived. Afterwards, the numerical aspects of the particle split-
ting capability are detailed, including the fracture criteria adopted. Part IV
is then concluded with chapter 9, presenting numerical examples in fracture
mechanics.

• Part V consists of chapter 10, only. It concludes the thesis by summarising
the main points and indicating some suggestions for future research works.

It is noteworthy the importance of the content of the appendices in part VI, as
follows:

• Appendix A brings altogether the mathematical definitions and identities used
throughout the thesis.
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• Appendix B summarises the fundamental concepts of nonlinear solid mechan-
ics with the objective to ease the reading of the thesis.

• Appendix C presents the fundamental developments and mathematical ma-
nipulations of the equations that are used to form the mixed-based set of
conservation laws. The transition between total Lagrangian and updated La-
grangian formulations is well detailed in this appendix.

• Appendix D gives further details on the development of the angular momentum
projection algorithm used in conjunction with the three-stages Runge-Kutta
time integrator employed in this work.

1.5 A note about the numerical examples

Each of the three main topics covered in this thesis, i.e., the updated reference for-
mulation in SPH and its extension into thermo and fracture mechanics contexts,
has a corresponding chapter presenting numerical examples aiming at testing the
proposed formulation. Different test cases are analysed comprising a variety of ge-
ometries and constitutive models. The frequency of updating the reference configu-
ration is chosen in such a way that: 1) A Total Lagrangian Formulation is retrieved,
i.e., no updates are performed and the simulation is based on the initial geometry,
these examples will be identified as TLF. 2) A truly Updated Lagrangian Formu-
lation is retrieved, i.e., the reference configuration is updated at every time step
and the simulation evolves based on a new (deformed) geometry, these examples
will be identified as ULF. 3) Intermediate states between TLF and ULF, where the
reference configuration is updated from time to time, are also performed. For these
cases, the updating frequency may be arbitrarily chosen or can be based in some
criteria, (e.g. a plastic strain threshold, fracture, etc.). Details will be presented
together with the respective example when this technique is employed.

The models presented in this work were created using a conventional finite el-
ement pre-processor. The position of the nodes of 8-, 6- and/or 4-nodes elements
were extracted and used as the particles coordinates. The coordinates are the only
information required from the mesh. As a characteristic of corrected SPH meth-
ods, the present formulation does not require any special orientation or distribution
for the particles. Therefore, any structured or unstructured mesh would serve for
the purpose of obtaining the initial particle coordinates. The number of particles
for each model was arbitrarily chosen to provide a good coverage of the domain
and allow successive model refinements. Unless specified differently, only one layer
of immediate neighbouring particles was considered. The same set of neighbours
is kept constant throughout the simulation, with the smoothing length parameter
defined individually for each domain of influence as a function of the most distant
neighbour within that support. The different alternatives for computation of kernels
and gradients presented in chapter 4 are used without a preferred method, yielding
equally robust results.

It is well known that the ratio between the smoothing length and the distance
between particles is problem dependent and calibration of h for practical applications
remains a major challenge in meshless methods [2, 38, 73]. For all examples solved
using the methodology presented in this work, the factor fh employed with the
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quadratic kernel function was fh = 0.6, while for the cubic spline smoothing function
a factor fh = 0.8 was used. All examples were elaborated in the International System
of units.
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Conservation Equations for Solid
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Chapter 2

Isothermal deformation process

2.1 Introduction

In this chapter the updated reference Lagrangian set of equations that forms the
basis of the framework developed in this work is presented in the continuum level.
The chapter introduces a mixed-based set of first order conservation laws, also pre-
senting the concepts behind the Total Lagrangian Formulation (TLF) and the Up-
dated Lagrangian Formulation (ULF). The step-by-step development of the equa-
tions presented in this chapter is included in Appendix C. The constitutive models
available within the framework are also presented, namely a nearly incompressible
neo-Hookean model and a rate-independent von Mises plasticity model.

2.2 Elastodynamics

Consider the three dimensional deformation of an isothermal body of material den-
sity ρ0 moving from its initial undeformed configuration ΩV , with boundary ∂ΩV ,
to a current deformed configuration Ωv at time t, with boundary ∂Ωv (see figure
2.1). In the absence of non-smooth solutions, the time dependent motion1 φ which
satisfies a set of Total Lagrangian first order conservation laws was well explored in
[25–27]. The term Total Lagrangian Formulation (TLF) refers to the fact that the
equations for the conservation laws are expressed in terms of the initial undeformed
configuration ΩV as

∂p

∂t
−DIVP = b0, (2.1)

∂F

∂t
−DIV(v ⊗ I) = 0, (2.2)

∂H

∂t
− CURL (v F ) = 0, (2.3)

∂J

∂t
−DIV

(
HTv

)
= 0. (2.4)

where DIV and CURL represent the material divergence and curl operators carried
out with respect to the material configuration, and the symbol represents the

1See section B.2 of Appendix B for a detailed review on kinematics.
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tensor cross product between vectors and/or second order tensors, see appendix A
and [49]. In addition to this, p = ρ0v is the linear momentum per unit of initial
volume, b0 is the body force per unit of initial volume, P is the first Piola-Kirchhoff
stress tensor, F is the deformation gradient, H is the area map (co-factor of F ), J is
the volume map (Jacobian of F ) and the involutions CURLF = 0 and DIVH = 0
are satisfied2.

Figure 2.1: Deformation of a solid body.

Remark 1 It is important to emphasise the following aspect of the present for-
mulations: the conservation law for the linear momentum is solved along with the
equations for the deformation gradient and its minors (area and volume maps).
Therefore, the geometric compatibility conditions

F = ∇Xφ, (2.5)

H = det (∇Xφ) (∇Xφ)−T , (2.6)

J = det (∇Xφ) , (2.7)

with ∇X representing the material gradient with respect to X, which are strongly
satisfied in exact continuum mechanics (see Appendix B), are not necessarily true
in the context of approximate solutions in mixed-based formulations. Precisely, this
means that the three deformation measures F , H and J are independent from each
other and only indirectly related through a weak enforcement of geometric compati-
bility conditions [49].

The set of total Lagrangian conservation laws can be alternatively written in
hyperbolic form as

∂U
∂t

+
3∑
I=1

∂F I

∂XI

= S, (2.8)

2The curl of a gradient is zero, as well as the divergence of its cofactor is also zero, see [49].
Notice that the material curl of a second order tensor is defined as [CURLA]iI = εIJK

∂AiK

∂XJ
.
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where

U =


p

F

H

J

 , F I = −


PEI

v ⊗EI

F (v ⊗EI)

H : (v ⊗EI)

 , S =


b0

0

0

0

 , (2.9)

with EI := Ith unit vector of the Cartesian basis.
Alternatively, these equations can be expressed in terms of the current deformed

configuration Ωv, known as Updated Lagrangian Formulation (ULF), that is ob-
tained by pushing the total Lagrangian equations forward as

J−1∂U
∂t

+
3∑
i=1

∂ (FH−1)i
∂xi

= J−1S, in Ωv, (2.10)

resulting in

J−1∂p

∂t
− divσ = b, (2.11)

J−1∂F

∂t
− div

(
v ⊗H−1

)
= 0, (2.12)

J−1∂H

∂t
− div

(
F

(
v ⊗H−1

))
= 0 (2.13)

J−1∂J

∂t
− divv = 0, (2.14)

where the involutions curlF−1 = 0 and divH−1 = 0 are satisfied, with div and curl
representing the spatial divergence and curl operators carried out with respect to
the spatial configuration, b = J−1b0 is the body force per unit of current volume
and σ is the Cauchy stress tensor.

Following the idea of having an updated reference Lagrangian scheme from [24],
a new approach is proposed in this work, where the set of first order conservation
laws for [p,F ,H , J ] is now expressed in terms of the intermediate configuration
ΩV χ (see figure 2.1) as

J−1
χ

∂U
∂t

+
3∑
i=1

∂
(
FH−1

χ

)
i

∂χi
= J−1

χ S, in ΩV χ , (2.15)

resulting in

J−1
χ

∂p

∂t
− divχ

(
PH−1

χ

)
= J−1

χ b0, (2.16)

J−1
χ

∂F

∂t
− divχ

(
v ⊗H−1

χ

)
= 0, (2.17)

J−1
χ

∂H

∂t
− divχ

(
F

(
v ⊗H−1

χ

))
= 0, (2.18)

J−1
χ

∂J

∂t
− divχ

(
H−Tχ HTv

)
= 0, (2.19)
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where the involutions curlχ
(
FF−1

χ

)
= 0 and divχ

(
HH−1

χ

)
= 0 are satisfied, with

divχ and curlχ representing the divergence and curl operators carried out with re-
spect to the intermediate (updated) configuration.

The above equation 2.16 represents the conservation of linear momentum, whilst
the rest of the system equations 2.17-2.19 represent a supplementary set of equa-
tions for the geometric strain measures [F ,H , J ]. Notice however that the fluxes in
the above equations are highly nonlinear and the use of the multiplicative decom-
positions F := fFχ, H := hHχ and J := jJχ enables equations (2.16-2.19) to be
rewritten as

∂pχ
∂t
− divχσχ = bχ, (2.20)

∂f

∂t
− divχ (v ⊗ I) = 0, (2.21)

∂h

∂t
− curlχ (v f) = 0, (2.22)

∂j

∂t
− divχ

(
hTv

)
= 0, (2.23)

where bχ = J−1
χ b0 = jb is the body force per unit of intermediate volume, pχ =

J−1
χ p = J−1

χ ρ0v = ρχv = jρv is the linear momentum per unit of intermediate
volume3 and the stress tensor σχ = J−1

χ PF
T
χ can alternatively be seen as4 σχ =

PH−1
χ = PH−1h = σh.

The system of equations (2.20-2.23) can be summarised in a concise manner as

∂Uχ

∂t
+

3∑
i=1

∂F i
χ

∂χi
= Sχ, (2.24)

where

Uχ =


pχ

f

h

j

 , F i
χ = −


σχei

v ⊗ ei
f (v ⊗ ei)

h : (v ⊗ ei)

 , Sχ =


bχ

0

0

0

 , (2.25)

with ei := ith unit vector of the Cartesian basis.
Further simplification can be achieved by imposing satisfaction of the involutions

curlχf = 0 and divχh = 0 on equations 2.22 and 2.23 to give

3Note that
ρ0 = Jρ = Jχρχ → ρχ = J−1

χ ρ0 = JJ−1
χ ρ = jρ.

4Refer to Appendix B for the definitions of the first Piola-Kirchhoff (P ) and the Cauchy (σ)
stress tensors, as well as the relationship between them.
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∂pχ
∂t

= divχσχ + bχ, (2.26)

∂f

∂t
= ∇χv, (2.27)

∂h

∂t
= f ∇χv, (2.28)

∂j

∂t
= h : ∇χv, (2.29)

where ∇χ represents the gradient with respect to χ, carried out in the intermediate
(updated) configuration.

2.3 Constitutive models

The closure of the system of equations requires the introduction of a suitable consti-
tutive law relating the stress tensor σχ to the incremental strain measures [f ,h, j].
In classic continuum mechanics a strain energy Ψ (∇Xφ) is defined so that it is
possible to express the virtual internal work as

DΨ (∇Xφ) [δv] =
∂Ψ

∂∇Xφ
: D∇Xx [δv], (2.30a)

=
∂Ψ

∂∇Xx
: ∇Xδv, (2.30b)

= P : ∇Xδv. (2.30c)

In a mixed-based Total Lagrangian Formulation, a multi-variable strain energy
ΨX (F ,H , J) is defined and the virtual internal work is expressed in a similar way
as

DΨX (F ,H , J) [δv] =
∂ΨX

∂F
: DF [δv] +

∂ΨX

∂H
: DH [δv] +

∂ΨX

∂J
DJ [δv] , (2.31a)

=
∂ΨX

∂F
: ∇Xδv +

∂ΨX

∂H
: (F ∇Xδv) +

∂ΨX

∂J
(H : ∇Xδv) ,

(2.31b)

=

(
∂ΨX

∂F
+
∂ΨX

∂H
F +

∂ΨX

∂J
H

)
: ∇Xδv, (2.31c)

= (ΣF + ΣH F + ΣJH)︸ ︷︷ ︸
P

: ∇Xδv, (2.31d)

where

ΣF :=
∂ΨX

∂F
, ΣH :=

∂ΨX

∂H
and ΣJ :=

∂ΨX

∂J
. (2.32)

The derivation of the stress tensor in the updated reference Lagrangian formu-
lation can be done by a push-forward of the first Piola-Kirchhoff stress tensor, that
is
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Jχσχ = PF T
χ . (2.33)

Substituting the definition of P given in equation 2.31d into equation 2.33

Jχσχ = ΣFF
T
χ + (ΣH F )F T

χ + ΣJHF
T
χ , (2.34)

and performing further operations, taking into account the multiplicative decompo-
sition, leads to

σχ = J−1
χ ΣFF

T
χ + J−1

χ ΣHH
T
χ f + ΣJh, (2.35a)

= Σf + Σh f + Σjh, (2.35b)

where

Σf = J−1
χ ΣFF

T
χ , Σh = J−1

χ ΣHH
T
χ and Σj = ΣJ . (2.36)

2.3.1 Nearly incompressible neo-Hookean material

For the particular case of a nearly incompressible neo-Hookean material, the multi-
variable strain energy ΨX (F ,H , J) can be decomposed into the summation of de-
viatoric Ψ̂X and volumetric U contributions as [74]

ΨX = Ψ̂X (F , J) + U (J) , (2.37)

where

Ψ̂X =
µ

2

[
J−

2/3 (F : F )− 3
]
, (2.38)

and

U =
κ

2
(J − 1)2 , (2.39)

with the shear modulus µ and the bulk modulus κ given in terms of the Young’s
modulus E and Poisson’s ratio ν as µ = E

2(1+ν)
and κ = E

3(1−2ν)
, respectively.

The conjugate stresses ΣF and ΣJ with respect to F and J are then given as

ΣF = µJ−
2/3F , (2.40)

and

ΣJ = Σ̂J + p, (2.41)

with

Σ̂J :=
∂Ψ̂X

∂J
= −µ

3
J−

5/3 (F : F ) , p :=
∂U

∂J
= κ (J − 1) . (2.42)

Note that for a nearly incompressible neo-Hookean material the conjugate stress

ΣH := ∂Ψ̂X
∂H

results null. Therefore, using equations 2.40 and 2.42, the first Piola-
Kirchhoff stress tensor is given by

P (F ,H , J) = ΣF + ΣJH , (2.43)

from which σχ can be obtained.
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2.3.2 Rate-independent Hencky model with von Mises plas-
ticity

An isothermal rate-independent von Mises plasticity model with isotropic hardening
is now presented. For this material model, the deformation gradient can be decom-
posed into elastic and plastic components F = FeFp, where the elastic left strain
tensor is defined as be = FC−1

p F
T and the plastic right Cauchy Green tensor as

Cp = F T
p Fp. In the same way as equation 2.37, the strain energy functional can be

decomposed in deviatoric and volumetric contributions, which are defined in terms
of the elastic principal stretches as

Ψ̂ = µ
[
(lnλe,1)2 + (lnλe,2)2 + (lnλe,3)2]− µ

3
(ln J)2 , (2.44)

and

U =
κ

2
(ln J)2 , ln J =

3∑
α

lnλe,α. (2.45)

The yield surface is defined as a function of the Kirchhoff stress tensor τ , a yield
stress τ̄y and a hardening variable ε̄p. The pressure p (mean stress) is computed as
a function of the volume map J and the bulk modulus of the material κ, as

p =

(
κ ln J

J

)
. (2.46)

From the plastic right Cauchy-Green tensor Cp, a trial left elastic Cauchy-Green
tensor can be computed as

btrial
e = FC−1

p F
T , (2.47)

and performing the spectral decomposition of btrial
e , the trial stretches and principal

directions are obtained

btrial
e =

3∑
α

(
λtrial
e,α

)2 (
ntrial
α ⊗ ntrial

α

)
. (2.48)

The components of a trial deviatoric Kirchhoff stress tensor are now expressed
as

τ ′ trial
αα = 2µ lnλtrial

e,α −
2

3
µ ln J (2.49)

The check for yielding is done by verifying that the yield function is less than or
equal to zero, that is

f
(
τ trial, ε̄p

)
≤ 0, (2.50)

for the von Mises model presented here

f
(
τ trial, ε̄p

)
=

√
3

2
(τ ′ trial : τ ′ trial)− τ̄y ≤ 0, (2.51)

where, assuming the hypothesis of linear hardening, τ̄y is given by:

τ̄y = τ 0
y +Hε̄p, (2.52)

44



2.3. CONSTITUTIVE MODELS 45

with τ 0
y being the initial yield stress of the material and H being the hardening

modulus.
For the case in which f > 0, a radial return mapping approach is followed. It

starts with the computation of the direction vector υα

υα =
τ ′ trial
αα√

2
3
‖τ trial‖

, (2.53)

and then the incremental plastic multiplier ∆γ

∆γ =
f
(
τ trial, ε̄p

)
3µ+H

. (2.54)

If no yielding is observed, the incremental plastic multiplier is null ∆γ = 0.
The computation of logarithmic elastic stretches is possible with

lnλe,α = lnλtrial
e,α −∆γυα, (2.55)

and the current deviatoric Kirchhoff stresses are obtained by

τ ′αα =

(
1− 2µ∆γ√

2/3‖τ ′ trial‖

)
τ ′trial
αα . (2.56)

The elastic left Cauchy-Green tensor can be updated by

be =
3∑

α=1

(λe,α)2nα ⊗ nα, (2.57)

with nα = ntrial
α .

The principal Kirchhoff stresses, obtained as

ταα = τ ′αα + Jp, (2.58)

allow the computation of the updated Kirchhoff stress tensor as

τ =
3∑

α=1

τααnα ⊗ nα. (2.59)

The first Piola-Kirchhoff stress tensor is then obtained as P = τF−T , from
which σχ can be obtained as shown in the previous section.

The final step is to update the plastic right Cauchy-Green tensor

C−1
p = F−1beF

−T , (2.60)

and the equivalent plastic strain

ε̄p = ε̄p + ∆γ. (2.61)

The plastic dissipation per unit of initial volume wp can be computed as

wp = σv∆γ, (2.62)
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where σv is the von Mises equivalent stress given as σv =
√

3
2

(τ ′ : τ ′).

An algorithmic representation of the principal direction formulation for the
Hencky model with von Mises plasticity with linear hardening described above is
given in algorithm 1.

Alternatively, an isotropic nonlinear hardening model can be obtained, for in-
stance, rewriting equation 2.52 as

τ̄y =
(
τ∞y − τ 0

y

) [
1− e(−δε̄p)

]
+Hε̄p, (2.63)

with τ∞y being the residual yield stress and δ the saturation exponent, parameters
that need to be calibrated using experimental test data (see e.g. [75]).

Notice however, that for the nonlinear hardening case, the incremental plas-
tic multiplier ∆γ needs to be obtained iteratively, for example using the Newton-
Raphson method, with the following expression

∆k+1
γ = ∆k

γ −
T − F

3µ+H +
(
τ∞y − τ 0

y

)
δe−δ(ε̄

n
p+∆k

γ)
, (2.64)

where

T = 3µ∆k
γ + τ̄y

(
ε̄np + ∆k

γ

)
, (2.65)

and

F = f trial
n+1 + τ̄y

(
ε̄np
)
. (2.66)

The Newton-Raphson method described above is illustrated in algorithm 2.

2.4 Conclusion

This chapter introduced the mixed-based system of conservation laws employed
to describe the motion of solid bodies in an isothermal context. The system of
equations was presented in terms of different configurations, i.e., total Lagrangian,
updated Lagrangian and the new updated reference Lagrangian formulations. The
chapter serves therefore to clarify these concepts and also to explore the aspects
of mixed-based formulations. The introduction of the multiplicative decomposition
of the deformation process was key in obtaining a system of equations that shares
the versatility of the updated Lagrangian formulation while still maintaining the
simplicity of the Total Lagrangian formulation. Finally, a stress tensor suitable for
the new formulation was derived and constitutive models in elasticity and elasto-
plasticity were presented.
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Algorithm 1: Principal Direction formulation for Hencky model with von
Mises plasticity with linear hardening

Input : F n+1,Hn+1, Jn+1,
[
C−1
p

]n
, ε̄np

Output: P n+1,
[
C−1
p

]n+1
, ε̄n+1
p

(1) Evaluate pressure: pn+1 = κ ln Jn+1

Jn+1

(2) Compute trial elastic left strain tensor: btrial
e = F n+1

[
C−1
p

]n [
F T
]n+1

(3) Spectral decomposition of btrial
e : btrial

e =
∑3

α=1

(
λtrial
e,α

)2
(nn+1

α ⊗ nn+1
α )

(4) Obtain trial deviatoric Kirchoff stress tensor:
τ ′ trial
αα = 2µ lnλtrial

e,α − 2
3
µ ln Jn+1

(5) Obtain yield criterion: f
(
τ ′ trial
αα , ε̄np

)
=
[

3
2

∑3
β=1

(
τ ′ trial
ββ

)2
]1/2

− τ̄ny ;

τ̄ny = τ 0
y +Hε̄np

(6) Compute direction vector and plastic multiplier:

if f
(
τ ′ trial
αα , ε̄np

)
> 0 then

Direction vector: υn+1
α = τ ′ trial

αα[
2
3

∑3
β=1(τ ′ trial

ββ )
2
]1/2

Plastic multiplier: ∆γ =
f(τ ′ trial

αα ,ε̄np)
3µ+H

else
υn+1
α = ∆γ = 0

end

(7) Update deviatoric Kirchoff stresss tensor:
τ ′n+1 = τ ′n+1

αα nn+1 ⊗ nn+1; τ ′n+1
αα = τ ′ trial

αα − 2µ∆γυ
n+1
α

(8) Evaluate first Piola Kirchoff stress tensor:

P n+1 = τ ′n+1
[
F−T

]n+1
+ pn+1Hn+1

(9) Update elastic left Cauchy strain tensor:

bn+1
e =

∑3
α=1

(
λn+1
e,α

)2
(nn+1

α ⊗ nn+1
α ) ; lnλn+1

e,α = lnλtrial
e,α −∆γυ

n+1
α

(10) Compute plastic right Cauchy Green tensor:[
C−1
p

]n+1
= [F−1]

n+1
bn+1
e

[
F−T

]n+1

(11) Update plastic strain: ε̄n+1
p = ε̄np + ∆γ
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Algorithm 2: Newton-Raphson iteration for the evaluation of nonlinear
hardening

Input :
Output:

(1) Compute constant value F

(2) Assume ∆γ =
f(τ ′ trial

αα ,ε̄np)
3µ+H

(3) Assign TOL = 1e−6 and Err = 2× TOL
while Err ≥ TOL do

(4) Evaluate T (∆γ)

(5) Evaluate R = − T−F
3µ+H+(τ∞−τ0

y )δe−δ(ε̄
n
p+∆γ)

(6) ∆γ = ∆γ + R

(7) Err = |R|
end
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Chapter 3

Thermo-mechanics

3.1 Introduction

In this chapter the formulation presented in chapter 2 is extended to the context
of thermo-mechanics. The aim is to further extend the work to account for possi-
ble strongly thermally-coupled scenarios, through the consideration of constitutive
models in both thermo-elasticity and thermo-plasticity. For this purpose, the sys-
tem of first order conservation laws previously presented is now supplemented with
the first law of thermodynamics, written in terms of the total energy Eχ, which is
solved along with the set of equations for {pχ,f ,h, j}.

3.2 First law of thermodynamics

In order to consider thermal effects, the first law of thermodynamics, written in
terms of the total energy of the system E, needs to be solved in addition to the
conservation of linear momentum and the geometric conservation laws. In a TLF
approach, as presented in [76], the equation is given as

∂E

∂t
−DIV

(
P Tv −Q

)
= b0 · v + s0, (3.1)

where E is the total energy per unit of undeformed volume, P represents the first
Piola-Kirchhoff stress tensor, Q represents the Lagrangian heat flux vector, s0 de-
notes a possible heat source term, b0 is the body force per unit of initial volume and
v = ρ−1

0 p is the velocity.
In the present work, the conservation laws are expressed in terms of the inter-

mediate configuration, and the same process of transformation (refer to Appendix
C for a detailed derivation) is followed for equation 3.1, leading to

∂Eχ
∂t
− divχ

(
σTχv −Qχ

)
= bχ · v + sχ, (3.2)

where Eχ is the total energy per unit of intermediate volume, the stress tensor
σχ = J−1

χ PF
T
χ , sχ denotes a possible heat source term, bχ is the body force per

unit of intermediate volume, v = ρ−1
χ pχ is the velocity and Qχ represents the heat

flux vector in the intermediate configuration, given as

Qχ = −Kχ∇χθ, Kχ = j−1khTh, (3.3)
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with k being the thermal conductivity of the material.
In general, the Calorimetry relationships between internal energy E, temperature

θ and entropy η can be derived from the definition of the specific heat at constant
volume cv

cv =
∂Ẽ (X θ)

∂θ
, (3.4)

with cv = ρRCv > 0, where ρR is the density measured at the reference temperature
θR and Cv the specific heat per unit mass. The internal energy density Ẽ (X θ)
is defined in terms of the triplet of deformation and the temperature, i.e., X θ =
[X , θ] = [F ,H , J, θ].

Integration of equation 3.4 with respect to temperature between the limits θR
and a given value θ gives ∫ Ẽ(X θ)

ẼR(X )

dE = cv

∫ θ

θR

dθ, (3.5)

which yields

Ẽ (X θ) = ẼR (X ) + cv (θ − θR) , (3.6)

where ẼR (X ) represents the energy per unit of material volume caused by the de-
formation after the temperature has been allowed to return back to the reference
value θR and is computed according to the material model. Recall that the internal
energy can be expressed as Ẽ (X θ) = E − ρ0

2
v · v and therefore, the temperature

update can be obtained re-arranging equation 3.6 as

θ = θR +
1

cv

[
E − ρ0

2
v · v − ẼR

]
, (3.7a)

= θR +
1

cv

[
JχEχ −

Jχρχ
2
v · v − ẼR

]
. (3.7b)

Remark 2 Note that the internal energy can be expressed as a function of X η =

[X , η] = [F ,H , J, η], and given the fact that θ = ∂Ẽ(X η)

∂η
[76], using the chain rule

in equation 3.4 yields

cv
θ

=
∂η̃ (X θ)

∂θ
, (3.8)

which can be integrated with respect to temperature changes as∫ η̃(X θ)

η̃R(X )

dη = cv

∫ θ

θR

1

θ
dθ, (3.9)

leading to a relationship between entropy density and temperature

η̃ (X θ) = η̃R (X ) + cv ln

(
θ

θR

)
, (3.10)

where η̃R (X ) depends on the material model and denotes the entropy measured at
reference temperature θR. Clearly, a reverse relationship can also be derived from
equation 3.10
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θ = θR exp
η̃−η̃R
cv . (3.11)

Remark 3 The reader interested in revisiting the second law of thermodynamics
when written in terms of the ballistic free energy is referred to section 3.1 of [76].

3.3 Constitutive models for thermal-stress analy-

sis

In this work, the well-established thermo-elastic Mie-Grüneisen equation of state
is used as presented in [76]. Using equations 3.6 and 3.11 derived in the previous
section, the internal energy in a thermo-mechanical context can be expressed as

Ẽ = ẼR + cvθR

(
exp

η̃−η̃R
cv −1

)
, (3.12)

where, assuming a Mie-Grüneisen model, the reference entropy is computed as

η̃R =
cvΓ0

q
(Jq − 1) , (3.13)

where q is a dimensionless coefficient that varies from zero (for a perfect gas) to
one (for solid materials) and the material parameter Γ0 can be calibrated against
those of linear elasticity (shear modulus µ, bulk modulus κ and thermal expansion
coefficient α) as

α =
cvΓ0

3κ
. (3.14)

The deviatoric-volumetric expression for the internal energy density, at the ref-
erence temperature, considering the Mie-Grüneisen material is given as [76]

ẼR = ΨR + cvθRΓ0 (J − 1) , (3.15)

where ΨR is defined according to the constitutive model.
The stress conjugates in a thermal context can be obtained from equation 3.12,

similarly to the derivation developed in section 2.3 of chapter 2

ΣF :=
∂Ẽ
∂F

=
∂ΨR

∂F
, ΣH :=

∂Ẽ
∂H

=
∂ΨR

∂H
and (3.16)

ΣJ :=
∂Ẽ
∂J

=
∂ΨR

∂J
− cvΓ0

(
Jq−1θ − θR

)
,

allowing the stress tensor σχ to be obtained (see equation 2.35b).
For the nearly-incompressible neo-Hookean material model

ΨR =
µ

2
J−

2/3 (F : F )− 3µ

2
+

1

2
(κ− cvθRΓ0 (1− q)) (J − 1)2 , (3.17)

Therefore, developing equations 3.16 further leads to ΣF and ΣH identical to
the ones obtained in an isothermal context (see chapter 2) but ΣJ being modified
by the temperature change
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ΣJ = −µ
3
J−

5/3 (F : F ) + (κ− cvθRΓ0 (1− q)) (J − 1)− cvΓ0

(
Jq−1θ − θR

)︸ ︷︷ ︸
p̄

(3.18)

where p̄ is the pressure.

3.3.1 Thermally-coupled Hencky model with von Mises plas-
ticity and Johnson-Cook hardening law

For the logarithmic-strain von Mises elasto-plastic model

ΨR = µ
[
(lnλe,1)2 + (lnλe,2)2 + (lnλe,3)2]−µ

3
(ln J)2+

1

2
(κ− cvθRΓ0 (1− q)) (ln J)2 ,

(3.19)
and therefore the pressure in a thermal context is computed as

p̄ = (κ− cvθRΓ0 (1− q)) ln J

J
− cvΓ0

(
Jq−1θ − θR

)
. (3.20)

Within a thermal context, the plasticity model can be further enhanced to take
into account the material temperature dependence. For this purpose, the rate- and
temperature-dependent Johnson-Cook hardening law [77–79] is introduced. The
equivalent yield stress is expressed now as

τ̄y =
(
A+ b (ε̄p)

n′
)[

1 + c ln

(
˙̄εp
˙̄ε0

)](
1− θ̂m

)
, (3.21)

where ε̄p is the equivalent plastic strain, and ˙̄εp and ˙̄ε0 represent the plastic strain
rate and the reference strain rate, respectively. The first parenthesis gives the stress

as a function of the strain for
˙̄εp
˙̄ε0

= 1 and θ̂ = 0. The second expression, within
square brackets, represents the effects of the strain rate, while the last parenthesis is
related to the temperature effects. The five material constants (measured below the
transition temperature) are interpreted as: the yield stress A, hardening parameter
b, hardening exponent n′, strain rate coefficient c, temperature exponent m.

The non-dimensional temperature θ̂ is defined as

θ̂ =


0 for θ < θtransition,

(θ − θtransition) / (θmelt − θtransition) for θtransition ≤ θ ≤ θmelt,

1 for θ > θmelt,

(3.22)
where θ is the current temperature, θmelt is the melting temperature of the material,
and θtransition is the temperature at or below which there is no temperature depen-
dence of the yield stress. Note that when θ > θmelt, the material is assumed to melt
and behave like a fluid, offering no shear resistance since τ̄y = 0.

Notice that the Newton-Raphson method presented for a nonlinear hardening is
slightly different for a Johnson-Cook hardening law. The plastic multiplier ∆γ will
need to be expressed as

∆k+1
γ = ∆k

γ −
T − F

3µ+ bn′(ε̄np + ∆k
γ)
n′−1g( ˙̄εnp )f(θn+1)

.
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Here, g( ˙̄εnp ) =
[
1 + c ln

(
˙̄εnp
˙̄ε0

)]
and f(θn+1) =

(
1− θ̂m

)
are used to simplify the

notation.
T = 3µ∆k

γ +
[
A+ b

(
ε̄np + ∆k

γ

)n′]
f(θn+1)g( ˙̄εnp ) and F = f

(
τ ′ trial
αα , ε̄np , ˙̄εnp , θ

n+1
)

+

τ̄ny (ε̄np , ˙̄εnp , θ
n+1).

Remark 4 During the iterative process, the plastic multiplier ∆k
γ may become neg-

ative (before convergence is achieved). Such scenario would be non-physical and lead
to the non-convergence of the algorithm. One alternative solution to circumvent this
issue is to redefine the variable as

X =
(
ε̄np + ∆γ

)n′
, (3.23)

the Newton-Raphson iteration algorithm then becomes

Xk+1 = Xk − T̂ − F
3µ
n′

Xk
1−n′
n′ + bg( ˙̄εnp )f(θn+1)

, (3.24)

with T̂ = 3µ
((

Xk
)1/n′ − ε̄np

)
+
[
A+ bXk

]
g( ˙̄εnp )f(θn+1).

The Newton-Raphson method described above is illustrated in algorithm 3.

Algorithm 3: Newton-Raphson iteration for the evaluation of Johnson-
Cook hardening

(1) Compute constant value F

(2) Assume X = 0

(3) Assign TOL = 1e−6 and Err = 2× TOL
while Err ≥ TOL do

(4) Evaluate T̂ (X)

(5) Evaluate R(X) = − T̂ (X)−F
3µ
n′ X

1−n′
n′ +bg( ˙̄εnp )f(θn+1)

(6) X = X + R(X)

(7) Err = |R|
end

(8) ∆γ = X1/n′ − ε̄np .

An algorithmic representation of the Hencky model with von Mises thermoplas-
ticity described in this section is given in algorithm 4.

3.4 Conclusion

This chapter extended the new updated reference Lagrangian formulation to the
context of thermo-mechanics. The first law of thermodynamics was written in terms
of the total energy. Thermally-coupled constitutive models were also presented. The
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Algorithm 4: Principal Direction formulation for Hencky model with von
Mises thermoplasticity

Input : F n+1,Hn+1, Jn+1, θn+1,
[
C−1
p

]n
, ε̄np

Output: P n+1,
[
C−1
p

]n+1
, ε̄n+1
p

(1) Evaluate pressure: pn+1 = κ ln Jn+1

Jn+1 −cvΓ0(θn+1 − θR); assuming
Mie-Gruneisen coefficient is unity

(2) Compute trial elastic left strain tensor: btrial
e = F n+1

[
C−1
p

]n [
F T
]n+1

(3) Spectral decomposition of btrial
e : btrial

e =
∑3

α=1

(
λtrial
e,α

)2
(nn+1

α ⊗ nn+1
α )

(4) Obtain trial deviatoric Kirchoff stress tensor:
τ ′ trial
αα = 2µ lnλtrial

e,α − 2
3
µ ln Jn+1

(5) Obtain yield criterion:

f
(
τ ′ trial
αα , ε̄np , ˙̄εnp , θ

n+1
)

=
[

3
2

∑3
β=1

(
τ ′ trial
ββ

)2
]1/2

− τ̄ny (ε̄np , ˙̄εnp , θ
n+1);

τ̄ny (ε̄np , ˙̄εnp , θ
n+1) =

[
A+ b

(
ε̄np
)n′]

f(θn+1)g( ˙̄εnp )

(6) Compute direction vector and plastic multiplier:

if f
(
τ ′ trial
αα , ε̄np

)
> 0 then

Direction vector: υn+1
α = τ ′ trial

αα[
2
3

∑3
β=1(τ ′ trial

ββ )
2
]1/2

Plastic multiplier: ∆γ (See Newton-Raphson algorithm 3)
else

υn+1
α = ∆γ = 0

end

(7) Update deviatoric Kirchoff stresss tensor:
τ ′n+1 = τ ′n+1

αα nn+1 ⊗ nn+1; τ ′n+1
αα = τ ′ trial

αα − 2µ∆γυ
n+1
α

(8) Evaluate first Piola Kirchoff stress tensor:

P n+1 = τ ′n+1
[
F−T

]n+1
+ pn+1Hn+1

(9) Update elastic left Cauchy strain tensor:

bn+1
e =

∑3
α=1

(
λn+1
e,α

)2
(nn+1

α ⊗ nn+1
α ) ; lnλn+1

e,α = lnλtrial
e,α −∆γυ

n+1
α

(10) Compute plastic right Cauchy Green tensor:[
C−1
p

]n+1
= [F−1]

n+1
bn+1
e

[
F−T

]n+1

(11) Update plastic strain: ε̄n+1
p = ε̄np + ∆γ

54



3.4. CONCLUSION 55

chapter serves mainly to derive means of obtaining the temperature update, as well
as accounting for the effects of a change in temperature over the deformation and
vice-versa. The classic Johnson-Cook hardening law was implemented expanding
the range of possible applications of the framework. It is worth noticing however
that some authors have pointed out limitations of this model, such as dependency on
the calibration strategy utilised to obtain its parameters [80] and lack of a coupling
between strain rate and deformation temperature [81].
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Chapter 4

Smooth Particle Hydrodynamics

4.1 Introduction

In this chapter the fundamental aspects of the Smooth Particle Hydrodynamics
(SPH) method are presented. The corrected SPH method is reviewed, followed by a
discussion regarding the computation of the kernel function and its gradient. Four
different descriptions of anisotropic compact supports are proposed. The chapter
ends with some elementary test cases performed in order to assess the accuracy of
the approximation. For a comprehensive view of meshless methods, one can refer
to [1, 2]. Regarding the SPH itself, the works by Monaghan [12], Swegle et al. [13]
and Vignjevic et al. [14] are particularly recommended.

4.2 Generalities of SPH

The foundation of SPH is interpolation theory. When applied to the context of
continuum mechanics, the conservation laws in the form of differential equations are
transformed into integral equations through the use of a kernel estimate of the field
variables. Consider y as a vector function of the three-dimensional position vector
X, which lies in the material configuration, and the extension of the sifting property
of the Dirac delta function [82] to the context of the present work

y (X) =

∫
ΩV

y (X ′) δ (X −X ′) dV, (4.1)

with y known at position X ′.
If the Dirac delta function is replaced by a kernel function W (X −X ′, h) which

has a compact support defined as a function of a smoothing parameter, the so-called
smoothing length h, such that

W (X −X ′, h) = 0 for |X −X ′| ≥ 2h, (4.2)

that is normalised, ∫
ΩV

W (X −X ′, h) dV = 1, (4.3)

and reduces to the Dirac delta function when h approaches zero,

57



4.2. GENERALITIES OF SPH 58

lim
h→0

W (X −X ′, h) = δ (X −X ′) , (4.4)

the result is the kernel estimate expressed as

ŷ (X) =

∫
ΩV

y (X ′)W (X −X ′, h) dV. (4.5)

Note that ŷ (X) ≈ y (X). The approximation will depend only on the values
at positions within the sub-domain where the kernel is non-zero, this is imposed by
condition 4.2. Condition 4.3 arises from consistency, although it does not guarantee
consistency in a discrete level.

If y is known at N discrete points (particles) spatially distributed over the do-
main and if each particle i has an associated volume Vi = mi

ρ0,i
, where mi is the

particle mass, then an approximation to the kernel estimate evaluated at a position
Xa, that is coincident with the position of a particle a (the target particle), is

ŷ (Xa) ≈
N∑
i=1

ViyiW (Xa −Xi, hi) , (4.6)

with yi being the value of y stored at particle i and hi the smoothing length of
particle i. Note that in equation 4.6 the particle position Xa is also used as the
quadrature point.

Remark 5 Note that for adaptive schemes in Smooth Particle Hydrodynamics, i.e.,
for SPH implementations where h is not constant and uniform throughout the do-
main, neighbour smoothing presents a dualism [83]. If a field is to be smoothed at
the position of particle “a”, it can be done either by:

• Taking into account the contribution of particle “i” evaluated using the value
of hi (from particle “i”), in what is called a “scatter” process, or

• Taking into account the contribution of particle “i” evaluated using the value
of ha (from particle “a”), in what is called a “gather” process.

In the present work a “scatter” process is always employed, that is, the contribu-
tion of the neighbouring particle is evaluated using the smoothing length that belongs
to the neighbouring particle itself.

From 4.6 the gradient of ŷ (Xa) can be computed (see the identity A.40a in
Appendix A)

∇X ŷ (Xa) ≈
N∑
i=1

Vi(yi − ya)⊗∇XW (Xa −Xi, hi), (4.7)

with the term −ya introduced artificially in order to ensure that equation 4.7 van-
ishes for a constant vector field. Note that aiming at computational efficiency, the
summation over particles can be performed as
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ŷ (Xa) ≈
∑
b∈Λba

VbybW (Xa −Xb, hb) , (4.8)

∇X ŷ (Xa) ≈
∑
b∈Λba

Vb(yb − ya)⊗∇XW (Xa −Xb, hb), (4.9)

where Λb
a represents the set of neighbouring particles b belonging to the domain of

influence of the target particle a. See figure 4.1 for an illustration of Λb
a and refer to

section 4.4 for a broader discussion regarding its definition.
In the above equations the kernel is expressed in terms of the set of variables

{rab, hb}, with rab = Xa −Xb. In order to improve readability of equations, the
following simplified notation is employed from now on

WX
ba := W (rab, hb) = W (Xa −Xb, hb) , (4.10)

and

∇XWX
ba := ∇XW (rab, hb) = ∇XW (Xa −Xb, hb). (4.11)

To clarify, observe that WX
ba is the kernel function belonging to particle b eval-

uated at the quadrature point coincident with the position of particle a, expressed
in terms of {Xa −Xb, hb}. The kernel function W employed in this work will be
explicitly defined in the following sections.

Figure 4.1: Domain of influence of the target particle a.

4.3 Corrected SPH

To ensure invariance with respect to rigid body motions, the following condition has
to be satisfied by the gradient of the kernel function [29]∑

b∈Λba

Vb (Xb −Xa)⊗∇XWX
ba = I. (4.12)
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A gradient correction is performed with the introduction of a gradient correction
operator C∗[•], or more specifically, with the introduction of the correction matrix
La, as follows

∇̃XWX
ba = C∗[∇XWX

ba ] = La∇XWX
ba . (4.13)

Enforcing that 4.12 is satisfied by the corrected kernel gradient allows La to be
evaluated explicitly as [29]

La =

∑
b∈Λba

Vb∇XWX
ba ⊗ (Xb −Xa)

−1

. (4.14)

Since the SPH method does not fulfil the Kronecker-Delta property, in order to
obtain the physical value of quantities at the material point occupied by a particle,
the values stored at the particles must be interpolated using the kernel function.
Note that the shape functions in SPH do not pass through the data, i.e. they are
not true interpolants, but only “approximants”, as in the nomenclature proposed in
[2]. To ensure the exact satisfaction of both constant and linear completeness, the
operator C∗[•] is introduced [29]

W̃X
ba = C∗[WX

ba ] = αa [1 + βa · (Xa −Xb)]W
X
ba , (4.15)

where the parameters βa and αa can be evaluated by imposing the consistency
conditions

∑
b∈Λba

VbW̃
X
ba = 1 and

∑
b∈Λba

Vb (Xa −Xb) W̃
X
ba = 0, as follows

βa =

∑
b∈Λba

Vb (Xa −Xb)⊗ (Xa −Xb)W
X
ba

−1 ∑
b∈Λba

Vb (Xb −Xa)W
X
ba , (4.16)

and

αa =

∑
b∈Λba

Vb [1 + βa · (Xa −Xb)]W
X
ba

−1

. (4.17)

Observe that the notation used in this section employs variables defined in the
initial configuration, such as Xα and Vα, with α = a, b. However, the correction
procedure is performed in the same manner in updated configurations.

4.4 Kernel function and smoothing length

Among the many different kernel functions available in the literature, the commonly
used quadratic smoothing function [84] and the cubic spline [12] were chosen for this
work due to their low computational cost, combined to the fact that the present for-
mulation employs corrected kernels over small compact supports (few neighbouring
particles available for the approximation) without degrading the solution. Higher
order kernels, such as the 5th-order Wendland kernel [85, 86] are known to lead to
improved behaviour in fluids simulations, since its Fourier space contains no zero
crossing points. However, these were not explored in the present formulation.

In a Total Lagrangian Formulation the 3D quadratic kernel function of a particle
b, evaluated at the target position a, is expressed as

60



4.4. KERNEL FUNCTION AND SMOOTHING LENGTH 61

WX
qba

=

 5
4πh3

b

[
3
4

(
1
4
ξ2 − ξ + 1

)]
, for 0 ≤ ξ < 2,

0, for ξ ≥ 2,
(4.18)

where

ξ =
‖Xa −Xb‖

hb
. (4.19)

The smoothing length hb featuring in the above equations is illustrated for par-
ticle b in the material configuration in figure 4.2, and is defined as

hb = fh max
j∈Λjb

(‖Xj −Xb‖) , (4.20)

where Λj
b represents the set of neighbouring particles j belonging to the domain of

influence of particle b, and fh is a coefficient used to scale the size of the compact
support.

Figure 4.2: 2D view of the smoothing length in the material configuration.

From equations 4.18, the gradient of the quadratic kernel function can be com-
puted as

∇XWX
qba

=


5

4πh4
b

[
3
4

(
1
2
ξ − 1

)] (
Xa−Xb

‖Xa−Xb‖

)
, for 0 ≤ ξ < 2,

0, for ξ ≥ 2.
(4.21)

The 3D cubic spline, on the other hand, is expressed as:

WX
cba

=


1
πh3

b

[
1 + 3

4
ξ3 − 3

2
ξ2
]
, for 0 ≤ ξ ≤ 1,

1
πh3

b

[
1
4

(2− ξ)3] , for 1 < ξ < 2,

0, for ξ ≥ 2.

(4.22)
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From equations 4.22, the gradient of the cubic spline kernel function can be
computed as

∇XWX
cba

=


1
πh4

b

[
9
4
ξ2 − 3ξ

] (
Xa−Xb

‖Xa−Xb‖

)
, for 0 ≤ ξ ≤ 1,

1
πh4

b

[
−3

4
(2− ξ)2] ( Xa−Xb

‖Xa−Xb‖

)
, for 1 < ξ < 2,

0, for ξ ≥ 2.

(4.23)

A 2D representation of both kernel functions and their derivatives is shown in
figures 4.3a and 4.3b, respectively.

(a) (b)

Figure 4.3: (a) Smoothing functions. (b) Smoothing functions derivatives.

In the current work, in order to avoid performing time consuming searches for
new neighbouring particles in the updated configurations (standard in classic Up-
dated Lagrangian Formulation), an alternative approach is to employ anisotropic
kernel functions and keep the initial list of neighbours constant throughout the sim-
ulation. In this case, unnecessary (if no topological changes take place) new searches
are avoided. Notice however, that in the case of fracture, where a new boundary
is formed, updating the list of neighbouring particles in the region surrounding the
cracked particle is necessary. Moreover, since we aim at applications involving large
deformations, standard updated isotropic (spherical) kernels would not be optimal
(see e.g. [87]). Due to the possible presence of strong anisotropic changes in vol-
ume, and consequently in the particle spacing, the use of anisotropic kernels is better
suited. An illustration of an anisotropic compact support is given in figure 4.4.
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Figure 4.4: 2D view of an anisotropic compact support in the updated configuration.

Anisotropic kernel functions and their gradient evaluations can be obtained
via adaptation of the general concepts of push forward and pull back operations.
Namely, in what follows, φ∗[•] refers to the push-forward operation of a kernel
function and φ∗[•] refers to the push-forward operation of the gradient of a kernel
function. Therefore, we can define

Wχ
ba = φ∗[W

X
ba ] = J−1

χ,bW
X
ba , (4.24)

and

∇χWχ
ba = φ∗[∇XWX

ba ] = J−1
χ,bF

−T
χ,a∇XWX

ba . (4.25)

The push-forward operation of the gradient of a kernel function differs from the
classic push-forward operation commonly seen in textbooks [88] due to the fact that
a transformation of volume (J−1

χ,b) is also present in the operation (see remark 6
in chapter 5). Notice that the above evaluations for the reference kernel function
and the associated gradient still require geometrical information attached to the
material domain. In order to ensure that the kernel function depends solely on
the information at the updated domain, one viable option is to approximate the
material vector rab = Xa−Xb as the pull back equivalent of its updated counterpart
rχ,ab = χa − χb, that is

rab = Xa −Xb ≈ φ−1
∗ [rχ,ab] = F−1

χ,ab (χa − χb) = r̂χ,ab, (4.26)

where the average (second order) approximation Fχ,ab = 1
2

(Fχ,a + Fχ,b), and φ−1
∗ [•]

is the standard continuum mechanics pull-back operation applied to a vector.
Following such approach, the definition of ξ given in equation 4.19 needs to be

replaced by ξ̂, which is defined as

ξ̂ =
‖F−1

χ,ab (χa − χb)‖
ĥb

, (4.27)

and the smoothing length hb is redefined as ĥb in terms of the pulled-back vector as
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ĥb = fh max
j∈Λ̂jb

(
F−1
χ,bj (‖χj − χb‖)

)
, (4.28)

where Λ̂j
b represents the set of neighbouring particles j belonging to the domain of

influence of particle b in the pulled-back configuration, and Fχ,bj = 1
2

(Fχ,b + Fχ,j).
The SPH mixed-based formulation presented in this work is applicable even when

coarse particle distributions are used, i.e. even for the cases when few particles are
located within the domain of influence, a good resolution can still be obtained for the
approximation. Therefore, aiming at the best compromise between computational
cost and accuracy, the general procedure employed herein consists of considering only
the first layer of immediate neighbours, this can be easily achieved using a standard
finite element pre-processor, from which the nodes will be taken as particles. Once
the immediate neighbours (connected nodes) are known, the distance between a
particle and each of its immediate neighbours can be measured, the largest distance
is used to define the smoothing length together with the factor fh. Notice that in
this approach, if fh = 0.5, the contribution of the most distant particle would be
null, which leads to a poor approximation in practical simulations involving only
one layer of neighbours. Therefore, fh needs to be specified so that all particles
in the first layer of immediate neighbours provide meaningful contributions to the
approximation.

To conclude this section, it is still left for discussion the combination of anisotropic
kernel functions and SPH kernel and gradient corrections. In this work, four differ-
ent options for obtaining updated kernel functions and their corresponding gradient
evaluations are explored. Notice that in the right hand side of the following equa-
tions the arguments of the kernel functions are explicitly written in parenthesis.
For the last two options, the arguments of the smoothing function are also explic-
itly written to make it clear that these functions rely on measures taken from the
updated configuration.

• Option#1. Both kernel function and its gradient are first corrected (ensuring
zeroth- and first-order completeness) in the material domain and then are
pushed forward to the reference domain. Mathematically, these are expressed
as

W̃χ
ba = φ∗ [C∗ [W (rab, hb)]] = J−1

χ,bC∗ [W (rab, hb)] , (4.29a)

∇̃χWχ
ba = φ∗ [C∗ [∇XW (rab, hb)]] = J−1

χ,bF
−T
χ,aC∗ [∇XW (rab, hb)] . (4.29b)

• Option#2. On the contrary, this particular option first pushes forward the
material kernel function and its gradient to the reference domain, followed by
the application of appropriate corrections at updated domain, that is

W̃χ
ba = C∗ [φ∗ [W (rab, hb)]] = C∗

[
J−1
χ,bW (rab, hb)

]
, (4.30a)

∇̃χWχ
ba = C∗ [φ∗ [∇XW (rab, hb)]] = C∗

[
J−1
χ,bF

−T
χ,a∇XW (rab, hb)

]
. (4.30b)

• Option#3. As an alternative to option#2, we can re-write the material kernel
function (in terms of the reference geometrical information) via the pull back
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equivalent of the reference vector to yield

W̃χ
ba = C∗

[
φ∗

[
Ŵ (φ−1

∗ [rχ,ab], ĥb(φ
−1
∗ [rχ,ab]))

]]
(4.31a)

= C∗
[
J−1
χ,bŴ (r̂ab, ĥb)

]
,

∇̃χWχ
ba = C∗

[
φ∗

[
∇XŴ (φ−1

∗ [rχ,ab], ĥb
(
φ−1
∗ [rχ,ab]

)
)
]]

(4.31b)

= C∗
[
J−1
χ,bF

−T
χ,a∇XŴ (r̂ab, ĥb)

]
.

• Option#4. Alternatively, we can re-define the push-forward operation of
the gradient operator using the average of the deformation mapping between
pairwise interacting particles, which would be consistent with a derivation of
the gradient starting from the kernel function and making use of the chain rule,
that is φ∗ [∇XW (rab, hb)] = J−1

χ,bF
−T
χ,ab∇XW (rab, hb). Doing this will eventually

yield

W̃χ
ba = C∗

[
φ∗

[
Ŵ (φ−1

∗ [rχ,ab], ĥb(φ
−1
∗ [rχ,ab]))

]]
(4.32a)

= C∗
[
J−1
χ,bŴ (r̂ab, ĥb)

]
,

∇̃χWχ
ba = C∗

[
φ∗

[
∇XŴ (φ−1

∗ [rχ,ab], ĥb
(
φ−1
∗ [rχ,ab]

)
)
]]

(4.32b)

= C∗
[
J−1
χ,bF

−T
χ,ab∇XŴ (r̂ab, ĥb)

]
.

For the numerical examples examined in this work, the robustness and accuracy
of the overall algorithm would not be adversely affected regardless of which option
is used for SPH kernel approximation. However, it is extremely informative to
explore these various possibilities and provide the user with several options, in order
to choose the most convenient one from the point of view of their computational
implementation. It is worth pointing out that, for problems accompanied with
large topological changes (such as material separation in dynamic fracture), it is
instructive to use Option#3 and Option#4 where the computations of kernel
function and its gradient are carried out at (post-fractured) updated configuration.
This is in contrast to Option#1 and Option#2 where the computations are at
(pre-fractured) material configuration without considering separation process, hence
not suitable for scenarios involving severe topological changes.

4.5 Approximation test cases

In order to assess the accuracy of the approximations proposed in the previous
sections, a simple test case is now performed. The initial model consists of a cube
with dimensions 1 x 1 x 1. Initially, six model refinements considering 3, 5, 9, 17,
33 and 45 particles evenly spaced in each positive direction were studied. Tributary
volume is defined for each particle. Only one layer of immediate neighbours is
considered, and therefore a central particle has 27 neighbours including itself, while
a corner particle has 8 neighbours including itself.

The kernels and gradients in this work are corrected up to first degree. Therefore,
the first verification is to check the ability to approximate constant and linear fields
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exactly. Regardless of the smoothing function or option chosen for the computation
of kernels and gradients, constant and linear fields are approximated exactly for
all model refinements studied. In figure 4.5a the interpolated values of the constant
scalar field v = 1 are plotted at the middle section (Z = 0.5) of the cube, considering
5 particles in each direction. The resulting gradient is evidently null due to the term
−ya added to equation 4.7. In figure 4.5b the approximated values of the linear scalar
field v = X + Y + Z are plotted at the middle section (Z = 0.5) of the cube. The
approximated gradient computed at every particle is ∇v = [1, 1, 1]T for this case.

(a) (b)

Figure 4.5: (a) Approximation of a constant scalar field. (b) Approximation of a
linear scalar field.

If the domain is stretched in order to obtain a cuboid 1 x 10 x 1, with the
corresponding deformation gradient assumed to be F = 10I and the volume map
J = 10, the exact solution is obtained for all options, just as in the non-stretched
domain. This is observed for the model with 5 particles in each direction in figures
4.6a and 4.6b, results are plotted at the middle section (Z = 0.5) of the cuboid. As
in the 1 x 1 x 1 cube, the gradient computed at every particle is null for the constant
field and ∇v = [1, 1, 1]T for the linear field.

(a) (b)

Figure 4.6: (a) Approximation of a constant scalar field in a stretched domain. (b)
Approximation of a linear scalar field in a stretched domain.

The tests performed up to now showed that the corrections applied to the kernel
and to its gradient ensure that constant and linear fields are approximated exactly.
Let us now observe the behaviour of the approximation for a quadratic scalar field
v = X2 +Y 2 +Z2. The stretched domain (cuboid 1 x 10 x 1) is considered again. In
figures 4.7, 4.8 and 4.9 the convergence of the approximated function, as well as the
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components ∂v
∂X

and ∂v
∂Y

of the approximated gradient, are plotted for the selected

positions [0.5, 5, 0.5]T , [1, 5, 0.5]T , [0.5, 10, 0.5]T and [1, 10, 0.5]T . The convergence
rate for the same quantities is shown as an L2 norm error plotted against the particle
spacing in figures 4.10a and 4.10b. For such simple test case, no difference in results
were observed when employing the different kernel options presented in this work.

Figure 4.7: Convergence of approximated function v computed at selected points.
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Figure 4.8: Convergence of the component ∂v
∂X

of the approximated gradient.
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Figure 4.9: Convergence of the component ∂v
∂Y

of the approximated gradient.
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(a) (b)

Figure 4.10: Convergence rate. a) Quadratic scalar field v. b) Components ∂v
∂X

and
∂v
∂Y

of the gradient of v.

4.6 Conclusion

This chapter reviewed the core concepts of the SPH method. The SPH approxima-
tion was presented departing from the sifting property of the Dirac delta function.
The notation was defined and used with care to clarify the dualism of neighbour
smoothing (“gather” vs. “scatter” processes). Remarkably, anisotropic types of
compact support were developed to handle the strong anisotropic changes in the
particle spacing observed in large deformation applications. Pull-back and push-
forward operations of kernels and gradient of kernels were explored in combination
with kernel and gradient corrections, leading to four robust anisotropic options.
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Chapter 5

Stabilised updated reference
Lagrangian SPH

5.1 Introduction

In this chapter the SPH framework, consisting of a stabilised updated reference La-
grangian set of equations, discretised using the SPH method, is fully developed. The
chapter begins with the discretisation of the set of equations proposed in chapters 2
and 3. Afterwards, the Riemann-based stabilisation scheme is introduced, followed
by the presentation of a linear reconstruction procedure and the time integration
algorithm. The chapter ends with an algorithmic representation of the proposed
framework.

5.2 Discrete equations

The set of total Lagrangian equations in 2.1-2.4 was discretised within the SPH
formalism in [27], the equations are reproduced here to ease the understanding of
this section.

71



5.2. DISCRETE EQUATIONS 72

Va
dpa
dt

=
∑
b∈Λba

Tab + Vaba + Aata, (5.1)

Va
dFa
dt

=
∑
b∈Λba

1

2
(vb − va)⊗CX

ba , (5.2)

Va
dHa

dt
= Fa

∑
b∈Λba

1

2
(vb − va)⊗CX

ba

, (5.3)

Va
dJa
dt

= Ha :

∑
b∈Λba

1

2
(vb − va)⊗CX

ba

, (5.4)

Va
dEa
dt

=
∑
b∈Λba

1

2

[(
PaC

X
ba

)
· vb −

(
PbC

X
ab

)
· va
]

(5.5)

−
∑
b∈Λba

1

2

[(
Qa

θa
·CX

ba

)
θb −

(
Qb

θb
·CX

ab

)
θa

]
+ Va (ba · va + s0,a) + Aa (ta · va −QB,a) .

The pair-wise interacting force Tab is given by

Tab =
1

2

(
PaC

X
ba − PbCX

ab

)
, (5.6)

with the (pseudo) area operators defined as

CX
ba := 2VaVb∇̃XWX

ba , CX
ab := 2VbVa∇̃XWX

ab . (5.7)

Notice that the corrected pair-wise force expression 5.6 conserves linear momen-
tum due to its anti-symmetry with respect to interchange of the particle indices a
and b.

As discussed in [27], the resulting spatially discretised system of equations suffers
from severe numerical instabilities and requires some form of numerical dissipation.
Using the same methodology, the set of updated reference Lagrangian equations
described in 2.26-2.29 is now spatially discretised. The semi-discrete form of the first
law of thermodynamics, written in terms of the total energy, completes the system
of equations. Stabilisation terms, which will be developed later in this chapter, are
added to the system now.
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V χa
dpχ,a
dt

=
∑
b∈Λba

T χab + V χa bχ,a + Aχa tχ,a +
∑
b∈Λba

D
pχ
ab , (5.8)

V χa
dfa
dt

=
∑
b∈Λba

1

2
(vb − va)⊗Cχ

ba, (5.9)

V χa
dha
dt

= fa

∑
b∈Λba

1

2
(vb − va)⊗Cχ

ba

, (5.10)

V χa
dja
dt

= ha :

∑
b∈Λba

1

2
(vb − va)⊗Cχ

ba

+
∑
b∈Λba

Dj
ab, (5.11)

V χa
dEχ,a
dt

=
∑
b∈Λba

1

2
[(σχ,aC

χ
ba) · vb − (σχ,bC

χ
ab) · va] (5.12)

−
∑
b∈Λba

1

2

[(
Qχ,a

θa
·Cχ

ba

)
θb −

(
Qχ,b

θb
·Cχ

ab

)
θa

]
+ V χa (bχ,a · va + sχ,a) + Aχa (tχ,a · va −QB,a) .

In these equations, V χa and Aχa are the volume and the area stored at the target
particle a in configuration ΩV χ , va = pχ,a

ρχ,a
and vb =

pχ,b
ρχ,b

are the velocities stored at

particles a and b, respectively. As before, bχ,a and tχ,a are body forces and surface
tractions, sχ,a represents a possible heat source and QB,a represents a boundary
heat flux. Note that in order to ensure the discrete satisfaction of the involutions
presented in the continuum context, numerical dissipation is added only to equations
5.8 and 5.11. The development of these stabilisation terms is presented in section
5.3.

The pair-wise interacting force T χab is given by

T χab =
1

2
(σχ,aC

χ
ba − σχ,bC

χ
ab) , (5.13)

with the (pseudo) area operators defined as

Cχ
ba := 2V χa V

χ
b ∇̃χWχ

ba, Cχ
ab := 2V χb V

χ
a ∇̃χWχ

ab. (5.14)

The average of the (pseudo) area operators are defined as

CχAve

ab :=
1

2
(Cχ

ba −C
χ
ab) , cAve

ab :=
1

2
(haC

χ
ba − hbC

χ
ab) . (5.15)

The heat flux vector is evaluated at particle a as

Qχ,a = −Kχ,a∇̃χθa, Kχ,a = j−1
a khTaha, (5.16)

with k being the thermal conductivity of the material and the gradient ∇̃χθa obtained
through a kernel approximation as ∇̃χθa =

∑
b∈Λba

V χb (θb − θa) ∇̃χWχ
ba. An analogous

definition holds for Qχ,b.
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Remark 6 In order to obtain a relationship between the gradient evaluation of ker-
nel functions defined in different configurations, we can start rewriting equation 5.9
as

Jχ,aVa
dfa
dt
Fχ,a =

∑
b∈Λba

1

2
(vb − va)⊗Cχ

ba

Fχ,a, (5.17)

and then

Va
dFa
dt

=

∑
b∈Λba

1

2
(vb − va)⊗Cχ

ba

 J−1
χ,aFχ,a (5.18a)

=
∑
b∈Λba

1

2
(vb − va)⊗ J−1

χ,aF
T
χ,aC

χ
ba. (5.18b)

Therefore, comparison of equations 5.18b and 5.2 leads to (Nanson’s rule)

Cχ
ba = Jχ,aF

−T
χ,aC

X
ba , (5.19)

which can be further expanded using the definitions from equations 5.7 and 5.14

2V χa V
χ
b ∇̃χWχ

ba = Jχ,aF
−T
χ,a 2VaVb∇̃XWX

ba , (5.20)

which can be simplified as

V χb ∇̃χWχ
ba = F−Tχ,a Vb∇̃XWX

ba , (5.21)

finally resulting in

∇̃χWχ
ba = J−1

χ,bF
−T
χ,a ∇̃XWX

ba . (5.22)

Remark 7 Note that in an isothermal context the total energy equation (5.12) be-
comes redundant. However, it is still meaningful for post-processing purposes. The
evolution of the total energy itself can be monitored. Even further, the numerical
dissipation added to the system can be obtained as the difference between the solved
total energy and the summation of kinetic and internal energies.

5.3 Riemann-based upwinding stabilisation

By taking advantage of the structure of the mixed-based set of equations 2.26-2.29,
numerical stabilisation is added via a characteristic-based Riemann solver, intro-
duced to the context of SPH in [27, 89–92]. The procedure to obtain consistent
and locally conservative stabilisation terms starts by multiplying the semi-discrete
equations by their dual energy conjugate variables. In a TLF context the work
conjugates are [va,Σ

a
F ,Σ

a
H ,Σ

a
J ], with va = ρ−1

0 pa and Σa
F , Σa

H and Σa
J defined in

equation 2.32 (see also [27]). For the present updated reference Lagrangian formu-
lation however, work conjugates are

[
va,Σ

a
f ,Σ

a
h,Σ

a
j

]
, with va = ρ−1

χ,apχ,a and Σa
f ,

Σa
h and Σa

j defined in equation 2.36. Consider
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dE

dt
=
∑
a

V χa va ·
dpχ,a
dt

+
∑
a

V χa

[
Σa
f :

dfa
dt

+ Σa
h :

dha
dt

+ Σa
j

dja
dt

]
, (5.23)

where E represents the total energy.
The first term on the right hand side of equation 5.23, summed over all parti-

cles, gives the time rate of the kinetic energy within the system, while the second
summation results in the power of the internal forces. Physically, equation 5.23
represents the rate of the total energy, which is null within a closed system in exact
continuum mechanics. However, due to the approximations introduced by time and
space discretisation present in numerical methods, it happens that it may result less
or, in the worst scenario, greater than zero. Thus, the need of adding numerical
dissipation to the solution becomes evident.

Substituting 5.10 and 5.11 in equation 5.23, and using the properties of the tensor
cross product gives

dE

dt
=
∑
a

V χa va ·
dpχ,a
dt

+
∑
a

V χa

[(
Σa
f + Σa

h fa + Σa
jha
)

:
dfa
dt

]
+
∑
a

∑
b∈Λba

Σa
jD

j
ab.

(5.24)

Equation 5.24 can be rewritten noticing that(
Σa
f + Σa

h fa + Σa
jha
)

= σχ,a, (5.25)

therefore

dE

dt
=
∑
a

V χa

[
va ·

dpχ,a
dt

+ σχ,a :
dfa
dt

]
+
∑
a

∑
b∈Λba

Σa
jD

j
ab. (5.26)

Substituting 5.8 and 5.9 in equation 5.26, after some algebraic manipulation
involving the use of the properties of the double contraction, gives

dE

dt
=
∑
a

∑
b∈Λba

1

2
[(σχ,aC

χ
ba) · vb − (σχ,bC

χ
ab) · va] + Π̇ext

+
∑
a

∑
b∈Λba

[
va ·Dpχ

ab + Σa
jD

j
ab

]
,

(5.27)

where the power of external forces was grouped as

Π̇ext =
∑
a

(V χa va · bχ,a + Aχa va · tχ,a) . (5.28)

The nested summation carried out over particles implies that the first summation
term of 5.27 vanishes as a result of its anti-symmetric nature, resulting in

dE

dt
− Π̇ext =

∑
a

∑
b∈Λba

[
va ·Dpχ

ab + Σa
jD

j
ab

]
. (5.29)
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Rearranging the above expression, and noticing that the nested particle sum-
mation can be alternatively represented as a summation over edges by connecting
neighbouring particles a and b (within a given support), equation 5.29 now becomes

dE

dt
− Π̇ext = −

∑
edges
a↔b

[
(vb − va) ·Dpχ

ab +
(
Σb
j − Σa

j

)
Dj
ab

]
.

(5.30)

To guarantee non-negative (numerical) entropy production for every edge, which
in this case is to ensure the time rate of total energy 5.30 ≤ 0, appropriate numerical
stabilisation can be introduced by defining

[
D
pχ
ab , D

j
ab

]
as

D
pχ
ab := S

pχ
ab (vb − va) , (5.31)

and

Dj
ab := Sjab

(
Σb
j − Σa

j

)
. (5.32)

The positive definite stabilisation tensor S
pχ
ab and the scalar Sjab are expressed

in terms of the physical pressure and shear wave speeds cAve
p,ab = 1

2
(cp,a + cp,b) and

cAve
s,ab = 1

2
(cs,a + cs,b) as

Spab =
ρAve
χ,ab‖C

χAve

ab ‖
2

[
cAve
p,abnab ⊗ nab + cAve

s,ab (I − nab ⊗ nab)
]
, (5.33)

with nab = xb−xa
‖xb−xa‖

, and

Sjab =
cAve
ab · cAve

ab

2ρAve
χ,abc

Ave
p,ab‖C

χAve

ab ‖
. (5.34)

The average density that features in equations 5.33 and 5.34 is computed as
ρAve
χ,ab = 1

2
(ρχ,a + ρχ,b).

Remark 8 In order to guarantee second order accuracy in space, a linear recon-
struction procedure is employed for the evaluation of the neighbouring states of the
Riemann values. Following the approach adopted in [27], for any individual compo-
nent Uχ of a variable, the linear reconstructed value at any position χ is in the form
of

Uχ (χ) = Uaχ + Ga · (χ− χa). (5.35)

In the present work a kernel estimate is employed in order to obtain the particle
gradient operator, and therefore Ga is computed as

Ga =
∑
b∈Λba

V χb
(
U bχ − Uaχ

)
∇̃χWχ

ba. (5.36)

Note that in [27], the particle gradient operator Ga was computed as

Ga =

∑
b∈Λba

N ab ⊗N ab

−1 ∑
b∈Λba

(
U bχ − Uaχ
‖χb − χa‖

)
N ab, (5.37)
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with N ab = χb−χa
‖χb−χa‖

.

Notice that equations (5.35)-(5.37) do not guarantee that overshoot is avoided
in the linear reconstruction process. To overcome this, limiters can be easily imple-
mented e.g. [91–93].

5.4 Time discretisation

The mixed-based system [pχ,f ,h, j] is rather large, it will only be suitable to em-
ploy an explicit type of time integrator. In this work, the three-stages Runge-Kutta
scheme from [94] is employed. This is described by the following time update equa-
tions from time step tn to tn+1

Ua?

χ = Uan

χ + ∆t U̇
an

χ , (5.38a)

Ua??

χ =
3

4
Uan

χ +
1

4

(
Ua?

χ + ∆t U̇
a?

χ

)
, (5.38b)

Uan+1

χ =
1

3
Uan

χ +
2

3

(
Ua??

χ + ∆t U̇
a??

χ

)
. (5.38c)

Note that in previous works [25–27], the two-stages scheme from [94] was em-
ployed

Ua?

χ = Uan

χ +
∆t

2
U̇an

χ , (5.39a)

Uan+1

χ = Ua?

χ +
∆t

2
U̇a?

χ . (5.39b)

Following [25–27], the geometry is also updated through the above algorithm.
The result is a time integration procedure in which the unknowns Uχ = (pχ,f ,h, j)

T

are updated along with the geometry x through equations 5.38 or 5.39. Morover, the
maximum time step ∆t := tn+1−tn is governed by a standard Courant–Friedrichs–Lewy
(CFL) condition given as

∆t = αCFL min

(
‖xa − xb‖

cabp

)
, (5.40)

where αCFL is the CFL stability number and cabp is a nonlinear p-wave speed.
Note that for the formulation presented in this work, the characteristic particle

spacing is computed with respect to the current configuration. Regarding the com-
putation of pressure and shear wave speeds, the standard linear speeds are computed
in the initial configuration as

c̄p =

√
λ+ 2µ

ρ0

, c̄s =

√
µ

ρ0

, (5.41)

with the shear modulus µ and the Lamé first parameter λ given in terms of the
Young’s modulus E and Poisson’s ratio ν as µ = E

2(1+ν)
and λ = Eν

(1+ν)(1−2ν)
, respec-

tively. Then, based on the derivations presented in [46], a nonlinear approximation
is obtained dividing the linear wave speeds (5.41) by the average of the minimum
stretch of particles a and b, that is
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cabp =
c̄p
λab

, cabs =
c̄s
λab

, (5.42)

where λab = 1
2

(λa + λb), with λa and λb being the minimum stretch of particles a
and b, obtained in the spectral decomposition of the right Cauchy-Green tensor.

5.5 Conservation of angular momentum

The resulting SPH algorithm does not exactly fulfil conservation of angular momen-
tum, since the strain measures {f ,h, j} are no longer exclusively obtained from
the current geometry. Although deviation from strict conservation is minimal, a
monolithic discrete angular momentum projection algorithm is presented, following
the work of [25, 95]. In the numerical experiments, it was observed that activation
of this algorithm is not strictly necessary unless “machine accurate” strict angular
momentum conservation is sought. Specifically, the local internal nodal force T χa is
suitably modified (in a least-square sense) in order to preserve the global angular
momentum, whilst still ensuring the global conservation of linear momentum.

Adapting the procedure presented in [95] to the Runge Kutta time integrator
considered herein, sufficient conditions for the global preservation of the discrete
linear and angular momentum within a time step are explicitly enforced at each of
the three stages described as∑

a

V χa T
χ,α
a = 0;

∑
a

V χa Xα
a × T χ,αa = 0, (5.43)

where

Xα
a =


xna −∆tvna ; α = n

xna + ∆t
6

(v?a − vna ) ; α = ?

xna + ∆t
6

(vna + v?a + 4v??a ) ; α = ??

. (5.44)

A least-square minimisation procedure is used to obtain a modified set of in-
ternal nodal forces T̂ χa that satisfy the above conditions. This can be achieved by
computing the minimum of the following functional (ignoring time arguments for
brevity)

Π(T̂ χa ,λang,λlin) =
1

2

∑
a

V χa (T̂ χa − T χa ) · (T̂ χa − T χa )

− λang ·

(∑
a

V χa Xa × T̂ χa

)
− λlin ·

(∑
a

V χa T̂
χ
a

)
.

(5.45)

After some simple algebra, a modified set of internal nodal forces T̂a is in the
form of

T̂ χa = T χa + λang ×Xa + λlin, (5.46)
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where the Lagrange multipliers {λang,λlin} are the solution of the following system
of equations ∑a V

χ
a [(Xa ·Xa)I −Xa ⊗Xa]

∑
a V

χ
a X̂a∑

a V
χ
a X̂a −

∑
a V

χ
a

 λang

λlin

 =

 −∑a V
χ
a Xa × T χa∑
a V

χ
a T

χ
a

 ,
(5.47)

with the indicial notation
[
X̂a

]
ik

= Eijk [Xa]j. Refer to Appendix D for a more

detailed development of these expressions.
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5.6 Complete algorithm

Algorithm 5: Stabilised updated Lagrangian SPH

Input : initial geometry Xa and initial states of pχ,a, fa, ha ja

Output: current geometry xa, particle velocity va and current states of Fa, Ha and Ja

(1) INITIALISE Fχ,a = Hχ,a = I, Jχ,a = 1 and xa = χa = Xa

(2) FIND neighbouring particles within a given support size (Λba)

(3) COMPUTE corrected kernel and gradient approximations at Xa: W̃X
ba and ∇̃XWX

ba

for Time t0 to Time t do

if update at this step = TRUE then

(4) COMPUTE the velocity as va =
Jχ,apχ,a

ρ0

(5) ASSIGN Fχ,a ← faFχ,a, Hχ,a ← haHχ,a, Jχ,a ← jaJχ,a and χa ← xa

(6) UPDATE the linear momentum pχ,a = J−1
χ,aρ0va and all other relevant

variables

(7) REINITIALISE fa, ha, ja

(8) COMPUTE corrected kernel and gradient approximations at χa: W̃χ
ba and

∇̃χWχ
ba

end
(9) EVALUATE p and s-wave speeds: cp, cs

(10) COMPUTE time increment: ∆t

for Runge-Kutta time integrator = 1 to 3 do

(11) COMPUTE slope of linear reconstruction procedure

(12) COMPUTE right-hand-side of the mixed-based system:
ṗχ,a, ḟa, ḣa and j̇a

(13) ENSURE conservation of angular momentum

(14) COMPUTE smoothed velocities using the corrected kernel

(15) EVOLVE pχ,a, fa, ha ja and xa

(16) COMPUTE σχ,a

end
(17) COMPUTE smoothed variables using the corrected kernel

(18) EXPORT results for this time step

(19) ADVANCE in time

end

Note that, in practice, the use of the proposed updated reference Lagrangian
formulation allows one to retrieve the standard Total Lagrangian Formulation. For
this purpose, the conditional statement in algorithm 5 should evaluate as “FALSE”
always, i.e., the reference domain is kept constant throughout the simulation and
therefore, the corrected kernel and gradient approximations are computed only once.
On the other hand, if the conditional statement is evaluated as “TRUE” at every
time step, a truly Updated Lagrangian Formulation is retrieved and the correc-
tions for the kernel and gradient are performed for every time step, which can be
computationally costly. One advantage of having an updated reference Lagrangian
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formulation is that the updating of the reference configuration can be chosen to
be performed only when it is convenient, possibly reducing the need of computing
corrected kernel and gradient approximations.

In algorithm 5, only one search for neighbouring particles is performed over the
initial geometry, in step (2). However, when dealing with cases in which particle
split and separation are present, such as fracture and fragmentation, a new search
may be necessary right before recomputing the corrected kernel and gradient.

The algorithm and the concept of updating the initial geometry only at some
specified time steps are illustrated in figure 5.1. The proposed Updated Reference
Lagrangian algorithm comprises a series of multiplicative incremental configurations
as illustrated in the figure. For instance, from time tn to t2n, the complete defor-
mation gradient at time t2n, namely F2n, is evaluated via the previously computed
deformation gradient Fn (now being stored and assigned as a deformation gradient
at intermediate configuration Ωv(tn)) and a series of incremental deformation gra-
dients {f∆1 ,f∆2 , . . . ,f∆n} between the reference configuration Ωv(tn) and the new
configuration Ωv(t2n).

… …

Figure 5.1: Updated reference Lagrangian scheme. At times tn and t2n an update is
performed. Not only Fχ, but also the other deformation variables (Hχ and Jχ) are
updated. The particle positions are updated using the current positions, i.e., χ← x.
The incremental deformation variables (f , h and j) are re-initialised. Corrected
kernels and gradients are re-computed at times tn and t2n using the updated domain.

5.7 Conclusion

This chapter applied the SPH discretisation technique to the set of conservation
laws, including the total energy equation. The chapter serves to develop, describe
and illustrate all numerical ingredients required by the computational framework.
A consistent Riemann-based stabilisation scheme was fully developed without re-
sorting to any artificial parameter. Second-order accuracy in space and time were
ensured via a linear reconstruction procedure and the use of a three stages Runge-
Kutta time integrator, respectively. A nonlinear approximation of pressure and shear
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wave speeds, required to compute stable time increments as well as physically-based
stabilisation terms, was also discussed. Finally, an angular momentum preserving
algorithm compatible with the proposed time integrator was developed.
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Chapter 6

Isothermal numerical examples

6.1 Introduction

This chapter is intended to exploit the capabilities of the framework through several
numerical examples in an isothermal context. Challenging test cases are analysed
comprising a variety of geometries and constitutive models.

6.2 Isothermal elasticity

6.2.1 Convergence

As presented in references [25–27], this example shows a cube of unit side length
(see Figure 6.1) with symmetric boundary conditions (i.e. roller supports) at faces
X = 0, Y = 0 and Z = 0 and skew-symmetric boundary conditions (i.e. restricted
tangential displacement) at faces X = 1, Y = 1 and Z = 1. The objective of this
example is to assess the spatial convergence behaviour of the proposed formulation.

Figure 6.1: Convergence cube.

For small deformations, the problem has a closed-form displacement field of the
form
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u (X, t) = U0 cos

(√
3

2
c̄pπt

)
A sin

(
πX1

2

)
cos
(
πX2

2

)
cos
(
πX3

2

)
B cos

(
πX1

2

)
sin
(
πX2

2

)
cos
(
πX3

2

)
C cos

(
πX1

2

)
cos
(
πX2

2

)
sin
(
πX3

2

)
 , c̄p =

√
λ+ 2µ

ρ0

.

(6.1)
The simulation is carried out assuming A = B = C = 1, U0 = 5 × 10−4m

and initial density ρ0 = 1100 kg
m3 , Young’s modulus E = 1.7 × 107 N

m2 and Poisson’s
ratio ν = 0.3 were adopted as the material parameters for a nearly incompressible
neo-Hookean constitutive model. A fixed αCFL = 0.9 was used for the simulations.

The problem is initialised with a given deformation gradient F (X, 0) = I+∇Xu
where the terms ∇Xu are evaluated from the above expression 6.1. The convergence
analysis is carried out by measuring L2 norm errors between the numerical and ana-
lytical solutions. Figure 6.2 depicts the expected second order L2 norm convergence
pattern for both velocities and the components of the deformation gradient.

(a) (b)

Figure 6.2: (a) Velocities. (b) Deformation gradient.

6.2.2 Square cross-section column

As a first general example, a column with square cross-section 1m x 1m and 6m long
is subjected to three different dynamic loading cases: bending, tensile and twisting,
as illustrated in figure 6.3. A uniform distribution of (5 x 5 x 25) particles was
employed for the three cases. Additional refined models were also studied: (7 x
7 x 35), (9 x 9 x 49) and (17 x 17 x 97) particles. For this specific example, the
total volume was equally distributed between the particles. Note that the minimum
number of neighbours that a particle can have is 8 (the corner particles), while
the maximum number (a central particle) is 27, including itself. Initial density
ρ0 = 1100 kg

m3 , Young’s modulus E = 1.7 × 107 N
m2 and Poisson’s ratio ν = 0.3
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were adopted as the material parameters for a nearly incompressible neo-Hookean
constitutive model. A fixed αCFL = 0.9 was used for the simulations.

(a) (b) (c)

Figure 6.3: Column test cases. (a) Bending. (b) Tensile. (c) Twisting.

In what follows, results may be measured at specific locations of the column, in
figure 6.4a these points are identified from N1 to N15. Moreover, for the twisting
column, the twisting angle may be of interest. The time evolution of the angle
θ illustrated in figure 6.4b will be plotted for different measurement points. Note
that the initial angle of each point is measured from axis X in a counter-clockwise
direction, meaning that position N11, for example, has an initial angle θ = 225◦,
position N12 has an initial angle θ = 315◦, position N13 has an initial angle θ = 45◦

and position N14 has an initial angle θ = 135◦. The measurement of the angle θ is
continuously accumulated along the simulation.

(a)

(b)

Figure 6.4: (a) Identification of measurement points in the column. (b) Twisting
angle.
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Bending column

The bending column case is illustrated in Figure 6.3a. This example simulates a
column travelling with an initial speed, which is suddenly fixed at its base. An initial
velocity v was defined as v = V [Y/L, 0, 0]T , where V = 10m

s
and L = 6m. No further

loading is applied to the column and the only restriction applied to this model is at
the bottom face (particles presenting coordinates Y = 0), which is constrained in
all directions.

The main objective of this problem [24, 25, 96, 97] is to assess the applicability
of the proposed algorithm by carrying out frequent updates of the reference config-
uration. Doing this with the classical SPH algorithm [24] would activate spurious
mechanisms, and eventually lead to the breakdown of the scheme. For this reason,
updates of the reference configuration are carried out at every time step. Obvi-
ously this is unnecessary but has been done on purpose to check if the algorithm
would trigger possible instabilities. In this example, the anisotropic updated kernel
and kernel gradient are obtained as a push-forward of the corrected material kernel
and corrected material gradient (Option#1). A 3D quadratic smoothing function is
employed with a factor fh = 0.6 for all the simulations.

In figure 6.5, the pressure distribution is plotted at different instants of the
simulation, for a Total Lagrangian Formulation and also for an updated reference
Lagrangian formulation (ULF), with updates performed at every time step.

Evolution of internal, kinetic and total energies is shown for both TLF and
ULF in figure 6.6a. In addition, in figure 6.6b the deviatoric and the volumetric
components of the internal energy are plotted separated for both cases. Note that
the numerical dissipation is not added to the total energy in figure 6.6a, and therefore
the total energy of the system slightly decreases along the simulation. The evolution
of total energy considering different model refinements is shown for both TLF and
ULF in figures 6.7a and 6.7b, respectively. Uniform distributions of (5 x 5 x 25), (7
x 7 x 35), (9 x 9 x 49) and (17 x 17 x 97) particles were compared. The pressure
distribution at time 0.450s is shown for the four models in figure 6.8 for an updated
reference Lagrangian formulation, with updates performed at every time step. Since
internal energy is initially zero for this example and no dissipation mechanisms are
present, the exact total energy remains constant and equal in magnitude to the
initial kinetic energy of the system. Therefore, the exact solution plotted in figures
6.7a and 6.7b is obtained by computing

∫
ΩV

1
2
ρ0v · v dV , with v = V [Y/L, 0, 0]T .

In figure 6.9a, the x and y coordinates of the particle located at position N15 are
tracked for both TLF and ULF for the coarse (5 x 5 x 25) model. In addition, the
numerical dissipation in the same model is shown in figure 6.9b. The same results
are shown for the most refined model (17 x 17 x 97) in figures 6.9c and 6.9d.

In the results identified as “ULF” the updates were performed at every time
step. Even though this is not needed, performing this test ensures that the updates
are not activating any spurious mechanisms. In figure 6.10a, for the model (5 x 5
x 25), the evolution of internal, kinetic and total energies is also shown for updates
performed at every 30 time steps (ULF30), the results are compared to TLF. In
figure 6.10b the total energies for models considering updates at every 3, 30 and 300
time steps are compared to TLF and to the exact solution.

The results presented up to now employed a 3D quadratic kernel function for the
SPH approximation. An alternative option (3D cubic spline) is available within the
proposed framework. In figure 6.11a, for the model (5 x 5 x 25), the evolution of
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TLF 0.120s TLF 0.450s TLF 1.005s TLF 1.290s

ULF 0.120s ULF 0.450s ULF 1.005s ULF 1.290s

Figure 6.5: Bending column (5 x 5 x 25) pressure distribution.

internal, kinetic and total energies is shown comparing these two smoothing func-
tions. In addition, in figure 6.11b the deviatoric and the volumetric components of
the internal energy are plotted separated for both cases. Considering this alterna-
tive smoothing function, the evolution of total energy considering different model
refinements is shown for both TLF and ULF in figures 6.12a and 6.12b, respectively.
Uniform distributions of (5 x 5 x 25), (7 x 7 x 35), (9 x 9 x 49) and (17 x 17 x 97)
particles were compared. The pressure distribution at time 0.450s is shown for the
four models in figure 6.13 for an updated reference Lagrangian formulation, with
updates performed at every time step.

As the conclusions of the bending column example, the proposed formulation was
shown to be robust and did not activate any spurious mechanisms in this test case.
The results for the simulations evolved based on updated reference configurations
are as good as the ones based on the initial geometry (TLF). Remarkably, even
with a small number of particles, the obtained result agrees very well with the
Total Lagrangian result. No instabilities are observed. For completeness, the same
problem was also simulated updating the reference configuration at every 3, 30
and 300 time steps. Exactly the same results were obtained. The consistency of
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(a) (b)

Figure 6.6: (a) Evolution of kinetic (K), internal (Ψ) and total (E) energies for
bending column (5 x 5 x 25). (b) Evolution of deviatoric (Ψ̂) and volumetric (U)
components of internal energy for bending column (5 x 5 x 25). Exact in this figure
represents the total energy of the system in the hypothetical absence of numerical
dissipation.

the stabilisation scheme proposed is also verified with the model refinement, less
numerical dissipation is observed and the total energy of the system converges to
the exact solution. The differences between results employing a 3D quadratic kernel
function (with fh = 0.6) or a 3D cubic spline kernel function (with fh = 0.8) are
negligible for this example.
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(a) (b)

Figure 6.7: Evolution of total energy (E) for different model refinements for the
bending column. (a) Total Lagrangian Formulation. (b) Updated Lagrangian For-
mulation.

ULF 0.450s

(5 x 5 x 25) (7 x 7 x 35) (9 x 9 x 49) (17 x 17 x 97)

Figure 6.8: Bending column pressure distribution at time 0.450s, considering differ-
ent model refinements in an updated reference Lagrangian formulation, with updates
performed at every time step.
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(a) (b)

(c) (d)

Figure 6.9: Evolution of x and y coordinates at position N15 for the bending column
(a) model (5 x 5 x 25) and (c) model (17 x 17 x 97). Numerical dissipation for the
bending column (b) model (5 x 5 x 25) and (d) model (17 x 17 x 97).
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(a) (b)

Figure 6.10: (a) Evolution of kinetic (K), internal (Ψ) and total (E) energies for
bending column (5 x 5 x 25) with updates at every 30 time steps. (b) Evolution of
total energy (E) for bending column (5 x 5 x 25) with updates at every 3, 30 and
300 time steps.

(a) (b)

Figure 6.11: Comparison between results employing the 3D quadratic and the 3D
cubic spline kernel functions for bending column (5 x 5 x 25). (a) Evolution of
kinetic (K), internal (Ψ) and total (E) energies. (b) Evolution of deviatoric (Ψ̂)
and volumetric (U) components of internal energy. Exact in this figure represents
the total energy of the system in the hypothetical absence of numerical dissipation.
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(a) (b)

Figure 6.12: Evolution of total energy (E) for different model refinements for the
bending column employing a 3D cubic spline kernel function. (a) Total Lagrangian
Formulation. (b) Updated Lagrangian Formulation.

ULF 0.450s

(5 x 5 x 25) (7 x 7 x 35) (9 x 9 x 49) (17 x 17 x 97)

Figure 6.13: Bending column pressure distribution at time 0.450s, considering differ-
ent model refinements in an updated reference Lagrangian formulation, with updates
performed at every time step, employing a 3D cubic spline kernel function.

92



6.2. ISOTHERMAL ELASTICITY 93

Tensile column

The tensile column case is illustrated in Figure 6.3b. An initial velocity v was
defined as v = V [0, Y/L, 0]T , where V = 50m

s
and L = 6m. No further loading is

applied to the column and the restrictions applied to this model are at the bottom
face (particles presenting coordinates Y = 0), which is constrained in all directions
and at all the lateral faces, which have the movement in the direction normal to
the face restricted. This problem is specifically designed to check if the proposed
method can circumvent spurious modes in stretching dominated problems.

In figure 6.14, the pressure distribution is plotted at different instants of the
simulation, for a Total Lagrangian Formulation and also for an updated reference
Lagrangian formulation, with updates performed at every time step.

TLF 0.045s TLF 0.130s TLF 0.215s TLF 0.300s

ULF 0.045s ULF 0.130s ULF 0.215s ULF 0.300s

Figure 6.14: Tensile column (5 x 5 x 25) pressure distribution.

Evolution of internal, kinetic and total energies is shown for both TLF and
ULF in figure 6.15a. In addition, in figure 6.15b the deviatoric and the volumetric
components of the internal energy are plotted separated for both cases.

Notice that the numerical dissipation is not added to the total energy in figure
6.15a, and therefore the total energy of the system slightly decreases along the
simulation. The evolution of total energy considering different model refinements
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(a) (b)

Figure 6.15: (a) Evolution of kinetic (K), internal (Ψ) and total (E) energies for
tensile column (5 x 5 x 25). (b) Evolution of deviatoric (Ψ̂) and volumetric (U)
components of internal energy for tensile column (5 x 5 x 25). Exact in this figure
represents the total energy of the system in the hypothetical absence of numerical
dissipation.

is shown for both TLF and ULF in figures 6.16a and 6.16b, respectively. Uniform
distributions of (5 x 5 x 25), (7 x 7 x 35), (9 x 9 x 49) and (17 x 17 x 97) particles were
compared. The pressure distribution at time 0.215s is shown for the four models in
figure 6.17 for an updated reference Lagrangian formulation, with updates performed
at every time step. Since internal energy is initially zero for this example and no
dissipation mechanisms are present, the exact total energy remains constant and
equal in magnitude to the initial kinetic energy of the system. Therefore, the exact
solution plotted in figures 6.16a and 6.16b is obtained by computing

∫
ΩV

1
2
ρ0v · v dV ,

with v = V [0, Y/L, 0]T .
In figure 6.18a, the vertical position of the particle located at position N15 is

tracked for both TLF and ULF for the coarse (5 x 5 x 25) model. In addition, the
numerical dissipation in the same model is shown in figure 6.18b. The same results
are shown for the most refined model (17 x 17 x 97) in figures 6.18c and 6.18d.

The results presented up to now employed a 3D quadratic kernel function, with
the updated kernel and gradient obtained as a push-forward of the corrected mate-
rial kernel and corrected material gradient (Option#1). Due to the large stretches
developed during the oscillation of the column, this problem is very sensitive to in-
stabilities, and therefore, it is worth verifying the robustness of the alternative ways
of obtaining the updated kernels and gradients proposed in chapter 4. Four different
options were presented in section 4.4 and consist of:

• Option#1: Push-forward of corrected material kernel and gradient.

• Option#2: Push-forward of material kernel and gradient, corrections in the
updated domain.
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(a) (b)

Figure 6.16: Evolution of total energy (E) for different model refinements for the
tensile column. (a) Total Lagrangian Formulation. (b) Updated Lagrangian Formu-
lation.

• Option#3: Push-forward of kernel and gradient based on the pull-back of
updated coordinates, corrections in the updated domain.

• Option#4: Similar to Option#3, but employing Fχ,ab = 1
2

(Fχ,a + Fχ,b) for
the push-forward operation.

In figure 6.19, the evolution of total energy considering different model refine-
ments is shown for an updated reference Lagrangian formulation, with updates per-
formed at every time step, considering the four different approaches of obtaining
updated anisotropic kernels. A 3D cubic spline smoothing function is employed
with a factor fh = 0.8 for all the simulations. In figure 6.20 the pressure distribu-
tion at times 0.215s and 0.300s is shown for model (17 x 17 x 97) considering the
four options. All four options yield extremely similar results in comparison to the
Total Lagrangian result, almost undistinguishable. Regardless of which option is
used, the total numerical dissipation of the algorithm is not significantly affected by
the choice and is reduced when increasing the number of particles.

As the conclusions of the tensile column example, the proposed formulation was
shown to be robust and did not activate any spurious mechanisms in this test case.
The results for the simulations evolved based on updated reference configurations
are as good as the ones based on the initial geometry (TLF). The coarse model
studied (5 x 5 x 25) already provides satisfactory results and the solution improves
with model refinement. The consistency of the stabilisation scheme proposed is also
verified with the model refinement, less numerical dissipation is observed and the
total energy of the system converges to the exact solution. The example was also
used to test different options of obtaining updated anisotropic kernels and gradients.
The four options are shown to perform equally well, with the differences in the results
being minimal.
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ULF 0.215s

(5 x 5 x 25) (7 x 7 x 35) (9 x 9 x 49) (17 x 17 x 97)

Figure 6.17: Tensile column pressure distribution at time 0.215s, considering differ-
ent model refinements in an updated reference Lagrangian formulation, with updates
performed at every time step.

96



6.2. ISOTHERMAL ELASTICITY 97

(a) (b)

(c) (d)

Figure 6.18: Evolution of y coordinate at position N15 for the tensile column (a)
model (5 x 5 x 25) and (c) model (17 x 17 x 97). Numerical dissipation for the
tensile column (b) model (5 x 5 x 25) and (d) model (17 x 17 x 97).
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(a) (b)

(c) (d)

Figure 6.19: Evolution of total energy (E) for different model refinements for the
tensile column considering different options of obtaining updated kernels in an up-
dated reference Lagrangian formulation, with updates performed at every time step.
(a) Option 1. (b) Option 2. (c) Option 3. (d) Option 4.
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ULF 0.215s

ULF 0.300s

Option 1 Option 2 Option 3 Option 4

Figure 6.20: Tensile column pressure distribution for model (17 x 17 x 97) at times
0.215s and 0.300s, considering different options of obtaining updated kernels in an
updated reference Lagrangian formulation, with updates performed at every time
step.
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Twisting column

The twisting column case is illustrated in Figure 6.3c. This example simulates a
column rotating around its longitudinal axis, which is suddenly fixed at its base. An
initial angular velocity ω was defined as ω = Ω [0, sin (πY/2L), 0]T , where Ω = 105 rad

s

and L = 6m. No further loading is applied to the column and the only restriction
applied to this model is at the bottom face (particles presenting coordinates Y = 0),
which is constrained in all directions. The main objective of this well documented
twisting example [25–27, 98] is to examine the robustness of the algorithm.

In this example, the anisotropic updated kernel and kernel gradient are obtained
as a push-forward of the corrected material kernel and corrected material gradient
(Option#1). A 3D quadratic smoothing function is employed with a factor fh = 0.6
for all the simulations.

In figure 6.21, the pressure distribution is plotted at different instants of the
simulation, for a Total Lagrangian Formulation and also for an updated reference
Lagrangian formulation, with updates performed at every time step.

TLF 0.025s TLF 0.100s TLF 0.250s TLF 0.305s

ULF 0.025s ULF 0.100s ULF 0.250s ULF 0.305s

Figure 6.21: Twisting column (5 x 5 x 25) pressure distribution.

Evolution of internal, kinetic and total energies is shown for both TLF and
ULF in figure 6.22a. In addition, in figure 6.22b the deviatoric and the volumetric
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components of the internal energy are plotted separated for both cases.

(a) (b)

Figure 6.22: (a) Evolution of kinetic (K), internal (Ψ) and total (E) energies for
twisting column (5 x 5 x 25). (b) Evolution of deviatoric (Ψ̂) and volumetric (U)
components of internal energy for twisting column (5 x 5 x 25). Exact in this figure
represents the total energy of the system in the hypothetical absence of numerical
dissipation.

For such challenging example, the coarse model is over dissipative and the total
energy of the system in figure 6.22a significantly decreases along the simulation.
The energies of the system are plotted for the refined models in figures 6.23, 6.24
and 6.25. The evolution of total energy comparing the different model refinements
is shown for both TLF and ULF in figures 6.26a and 6.26b, respectively. Since
internal energy is initially zero for this example and no dissipation mechanisms are
present, the exact total energy remains constant and equal in magnitude to the
initial kinetic energy of the system. Therefore, the exact solution plotted in figures
6.26a and 6.26b is obtained by computing

∫
ΩV

1
2
ρ0v · v dV , with v = ω ×X, where

ω = Ω [0, sin (πY/2L), 0]T and X is the vector position of material points.
Uniform distributions of (5 x 5 x 25), (7 x 7 x 35), (9 x 9 x 49) and (17 x 17

x 97) particles were compared. The pressure distribution at time 0.100s is shown
for the four models in figure 6.27 for an updated reference Lagrangian formulation,
with updates performed at every time step. For the most refined model, figure 6.28
shows the components of the first Piola-Kirchhoff stress tensor, comparing results
of updated reference Lagrangian formulation, with updates performed at every time
step, against total Lagrangian results.

In figure 6.29, the points N11, N12, N13 and N14 (see figure 6.4) are highlighted
for the coarse (5 x 5 x 25) model at different instants of the simulation, for a Total
Lagrangian Formulation and also for an updated reference Lagrangian formulation,
with updates performed at every time step. Additionally, in the same figure the
accumulated angle formed between the particle and the X direction is plotted for
the entire simulation. The same results are shown for the most refined model (17 x
17 x 97) in figure 6.30.
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(a) (b)

Figure 6.23: (a) Evolution of kinetic (K), internal (Ψ) and total (E) energies for
twisting column (7 x 7 x 35). (b) Evolution of deviatoric (Ψ̂) and volumetric (U)
components of internal energy for twisting column (7 x 7 x 35). Exact in this figure
represents the total energy of the system in the hypothetical absence of numerical
dissipation.

In order to explore the formulation even further, the Poisson’s ratio is increased
from 0.3 to 0.4995. In figure 6.31 the pressure distribution at time 0.100s is shown for
the four model refinements for an updated reference Lagrangian formulation, with
updates performed at every time step. The evolution of total energy comparing the
four models is shown in figure 6.32a. In addition, in figure 6.32b, the evolution of
the time increments for the four models are compared considering the Poisson’s ratio
ν = 0.3 and ν = 0.4995. As discussed in [27], this problem becomes significantly
more challenging by increasing the initial angular velocity to Ω0 = 200 rads−1 with
a Poisson’s ratio of ν = 0.4995. This simulation was performed for the most refined
model and the results are compared to the Total Lagrangian results in figure 6.33.

As the conclusions of the twisting column example, the proposed formulation was
shown to be robust and did not activate any spurious mechanisms in this test case.
The results for the simulations evolved based on updated reference configurations
are as good as the ones based on the initial geometry (TLF). The coarse model
studied (5 x 5 x 25) is over dissipative, but the solution quickly improves with model
refinement. The consistency of the stabilisation scheme proposed is also verified with
the model refinement, less numerical dissipation is observed and the total energy of
the system converges to the exact solution. The example was also used to test the
robustness of the formulation with respect to cases approaching incompressibility.
The Poisson’s ratio was increased to ν = 0.4995 and no instabilities were observed.
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(a) (b)

Figure 6.24: (a) Evolution of kinetic (K), internal (Ψ) and total (E) energies for
twisting column (9 x 9 x 49). (b) Evolution of deviatoric (Ψ̂) and volumetric (U)
components of internal energy for twisting column (9 x 9 x 49). Exact in this figure
represents the total energy of the system in the hypothetical absence of numerical
dissipation.

(a) (b)

Figure 6.25: (a) Evolution of kinetic (K), internal (Ψ) and total (E) energies for
twisting column (17 x 17 x 97). (b) Evolution of deviatoric (Ψ̂) and volumetric
(U) components of internal energy for twisting column (17 x 17 x 97). Exact in
this figure represents the total energy of the system in the hypothetical absence of
numerical dissipation.
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(a) (b)

Figure 6.26: Evolution of total energy (E) for different model refinements for the
twisting column. (a) Total Lagrangian Formulation. (b) Updated Lagrangian For-
mulation.

ULF 0.100s

(5 x 5 x 25) (7 x 7 x 35) (9 x 9 x 49) (17 x 17 x 97)

Figure 6.27: Twisting column pressure distribution at time 0.100s, considering differ-
ent model refinements in an updated reference Lagrangian formulation, with updates
performed at every time step.

104



6.2. ISOTHERMAL ELASTICITY 105

P11

ULF

P12 P13 P11

TLF

P12 P13

P21 P22 P23 P21 P22 P23

P31 P32 P33 P31 P32 P33

Figure 6.28: Twisting column (17 x 17 x 97) components of the first Piola-Kirchhoff
stress tensor at time 0.100s. The nine figures on the left (first three columns) show
the updated reference Lagrangian formulation, with updates performed at every
time step. The remaining figures (three columns on the right side) show the TLF
solution.
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TLF 0.000s TLF 0.100s TLF 0.400s TLF 0.500s

ULF 0.000s ULF 0.100s ULF 0.400s ULF 0.500s

(a) (b)

(c) (d)

Figure 6.29: Evolution of twisting angle illustrated in figure 6.4 for twisting column
(5 x 5 x 25). (a) Position N14. (b) Position N13. (c) Position N11. (d) Position N12.
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TLF 0.000s TLF 0.100s TLF 0.400s TLF 0.500s

ULF 0.000s ULF 0.100s ULF 0.400s ULF 0.500s

(a) (b)

(c) (d)

Figure 6.30: Evolution of twisting angle illustrated in figure 6.4 for twisting column
(17 x 17 x 97). (a) Position N14. (b) Position N13. (c) Position N11. (d) Position
N12.
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ULF 0.100s

(5 x 5 x 25) (7 x 7 x 35) (9 x 9 x 49) (17 x 17 x 97)

Figure 6.31: Twisting column pressure distribution at time 0.100s, considering Pois-
son’s ratio ν = 0.4995 in an updated reference Lagrangian formulation, with updates
performed at every time step.

(a) (b)

Figure 6.32: (a) Evolution of total energy (E) for different model refinements for the
twisting column considering a Poisson’s ratio ν = 0.4995 in an updated reference
Lagrangian formulation, with updates performed at every time step. (b) Time step
evolution considering Poisson’s ratio ν = 0.3 and ν = 0.4995.
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ULF TLF ULF TLF

Figure 6.33: Twisting column with increased Ω0 = 200 rads−1 and Poisson’s ratio
ν = 0.4995. Pressure distribution at times t = 0.1 s and t = 0.3 s using model
refinement (17 x 17 x 97). Comparison of the results obtained using an updated
reference Lagrangian formulation, with updates performed at every time step and
the Total Lagrangian SPH results.
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6.2.3 Punch test

The punch test example was previously studied by many authors and the character-
istics of the model developed in this work follows [24] and [99]. Due to the symmetry
of the problem, only one quarter of the geometry is represented. An in-plane solu-
tion is obtained by restricting the movement of all particles in the Z direction. The
model consists of a rectangular block 0.03m x 0.01m. Initially, a uniform distribution
of (25 x 9) particles was employed. A refined model was also studied considering
(49 x 17) particles. Note that because of the three-dimensional nature of the formu-
lation, two layers of particles are created along the thickness. The distance between
particles in the Z direction is chosen to be the same as that in X and Y directions.
For this specific example, the total volume was equally distributed between the par-
ticles. Initial density ρ0 = 1000 kg

m3 , Young’s modulus E = 1.0× 106 N
m2 and Poisson’s

ratio ν = 0.4 were adopted as the material parameters for a nearly incompressible
neo-Hookean constitutive model. A constant velocity V = −10m

s
, was imposed in

the vertical (Y ) direction to one third of the top face, as illustrated in figure 6.34.
A fixed αCFL = 0.5 was used for the simulations.

In this example, the anisotropic updated kernel and kernel gradient are obtained
as a push-forward of the material kernel and material gradient, with corrections
performed in the updated configuration (Option#2). A 3D cubic smoothing function
is employed with a factor fh = 0.8 for all the simulations.

Figure 6.34: Punch test definition sketch.

In figures 6.35 and 6.36, the pressure distribution is plotted for models M1 and
M2, respectively, at different instants of the simulation, for a Total Lagrangian
Formulation and also for an updated reference Lagrangian formulation, with updates
performed at every time step. Note that both simulations are taken to very large
deformations, where the material is compressed up to 60%.

In figures 6.37 and 6.38, the X and Y components of the velocity are plotted for
models M1 and M2 at the end of the simulation (0.0006s).

Evolution of internal, kinetic and total energies is shown for both models in TLF
and ULF in figures 6.39a and 6.39c. In addition, the numerical dissipation for the
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TLF 0.2ms ULF 0.2ms

TLF 0.4ms ULF 0.4ms

TLF 0.6ms ULF 0.6ms

Figure 6.35: Punch test model M1 pressure distribution.

respective model is shown in figures 6.39b and 6.39d. Note that the energies were
computed considering only the represented geometry, i.e., one quarter of the block.

The results presented up to now employed a 3D cubic spline kernel function,
with the updated kernel and gradient obtained as a push-forward of the material
kernel and material gradient, with corrections performed in the updated configura-
tion (Option#2). The punch test example is highly compressed at the end of the
simulation, which makes this problem very sensible to instabilities [24]. The robust-
ness of the methodologies Option#3 and Option#4 of obtaining the updated kernels
and gradients proposed in chapter 4 is also verified for this example. Evolution of
internal, kinetic and total energies are shown for an updated reference Lagrangian
formulation in figure 6.40a considering these two options. Updates are performed at
every time step, and the updated kernel and gradient are obtained as a push-forward
of kernel and gradient based on the pull-back of updated coordinates, corrections
are performed in the updated domain (Option#3 and Option#4). In addition, the
numerical dissipation for both models is shown in figure 6.40b and the pressure
distribution at different instants of the simulation is shown in figure 6.41.
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TLF 0.2ms ULF 0.2ms

TLF 0.4ms ULF 0.4ms

TLF 0.6ms ULF 0.6ms

Figure 6.36: Punch test model M2 pressure distribution.

As the conclusions of the punch test example, the proposed formulation was
shown to be robust and did not activate any spurious mechanisms in this test case.
The results for the simulations evolved based on updated reference configurations are
as good as the ones based on the initial geometry (TLF). The example was also used
to test different options of obtaining updated anisotropic kernels and gradients. The
options based on the updated coordinates (Option#3 and Option#4) are once again
shown to work well, even for an extremely deformed domain. Regardless of which
option is used, the total numerical dissipation of the algorithm is not significantly
affected by the choice.
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M1

TLF 0.6ms ULF 0.6ms

M2

TLF 0.6ms ULF 0.6ms

Figure 6.37: X component of the velocity for the punch test models M1 and M2.

M1

TLF 0.6ms ULF 0.6ms

M2

TLF 0.6ms ULF 0.6ms

Figure 6.38: Y component of the velocity for the punch test models M1 and M2.
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(a) (b)

(c) (d)

Figure 6.39: Evolution of kinetic (K), internal (Ψ) and total (E) energies for the
punch test (a) model M1 and (c) model M2. Numerical dissipation for the punch
test (b) model M1 and (d) model M2.
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(a) (b)

Figure 6.40: (a) Evolution of kinetic (K), internal (Ψ) and total (E) energies for the
punch test model M2, considering Option#3 and Option#4 for obtaining updated
kernels and gradients. (b) Numerical dissipation for the punch test model M2.
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Option 3 Option 4

ULF 0.2ms ULF 0.2ms

ULF 0.4ms ULF 0.4ms

ULF 0.6ms ULF 0.6ms

Figure 6.41: Punch test pressure distribution for model M2, considering Option#3
and Option#4 for obtaining updated kernels and gradients.
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6.2.4 L-shaped block

This example was previously studied by many authors, e.g. [26, 76, 100–102]. The
main objective of this classical benchmark problem is to examine the capability of
preserving both the linear and angular momenta of a system. An L-shaped block
with square cross-section 3m x 3m is subjected to an external torque induced by
a pair of time-varying forces acting on two of its boundary faces, as illustrated in
figure 6.42. The traction forces F1(t) and F2(t) are given in N

m2 as

F1(t) = −F2(t) =


150

300

450

 f(t), f(t) =


t 0 ≤ t < 2.5s,

5− t 2.5 ≤ t < 5s,

0 t ≥ 5s.

(6.2)

A uniform distribution of particles was employed and a sequence of model re-
finements were analysed: models M1 to M3 with 828, 5445 and 13950 particles,
respectively. For this specific example, a tributary volume distribution was em-
ployed. Initial density ρ0 = 1100 kg

m3 , Young’s modulus E = 50500 N
m2 and Poisson’s

ratio ν = 0.3 were adopted as the material parameters for a nearly incompressible
neo-Hookean constitutive model. A fixed αCFL = 0.9 was used for the simulations.

Figure 6.42: L-shaped block.

In this example, the anisotropic updated kernel and kernel gradient are obtained
as a push-forward of the material kernel and material gradient, with corrections
performed in the updated configuration (Option#2). A 3D quadratic smoothing
function is employed with a factor fh = 0.6 for all the simulations.

In figure 6.43 the pressure distribution for model M1 is plotted at different in-
stants of the simulation, for a Total Lagrangian Formulation and also for an updated
reference Lagrangian formulation, with updates performed at every time step. The
same results are shown for model M3 in figure 6.44.

Evolution of internal, kinetic and total energies is shown for both TLF and ULF
for models M1 and M3 in figures 6.45a and 6.45b, respectively. Moreover, for the
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TLF 0.0s TLF 7.8s TLF 33.6s TLF 60.0s

ULF 0.0s ULF 7.8s ULF 33.6s ULF 60.0s

Figure 6.43: L-shaped block M1 pressure distribution.

ULF models M1 and M3, the evolution of global linear and angular momenta is
plotted in figures 6.46a, 6.46b, 6.46c, 6.46d.

The evolution of total energy comparing the different model refinements is shown
for ULF in figure 6.47a. In addition, the numerical dissipation for the corresponding
model is shown in figure 6.47b. The pressure distribution at time 51.0s is also shown
for the three models in figure 6.48 for an updated reference Lagrangian formulation,
with updates performed at every time step.

As the conclusions of the L-shaped block example, the proposed formulation was
shown to be robust and did not activate any spurious mechanisms in this test case.
The results for the simulations evolved based on updated reference configurations are
as good as the ones based on the initial geometry (TLF). The example demonstrates
the ability of the proposed algorithm in preserving both the linear momentum and
angular momentum of the system. Specifically, the total linear momentum is close
to (and oscillates around) zero machine accuracy at all times, whereas the total
angular momentum is conserved after the loading phase.
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TLF 0.0s TLF 7.8s TLF 33.6s TLF 60.0s

ULF 0.0s ULF 7.8s ULF 33.6s ULF 60.0s

Figure 6.44: L-shaped block M3 pressure distribution.

(a) (b)

Figure 6.45: Evolution of kinetic (K), internal (Ψ) and total (E) energies for the
L-shaped block: (a) model M1. (b) model M3.
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(a) (b)

(c) (d)

Figure 6.46: Evolution of the components of the global linear and angular momenta
for the L-shaped block. (a) and (b) model M1. (c) and (d) model M3.
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(a) (b)

Figure 6.47: (a) Evolution of total energy (E) for different model refinements of the
L-shaped block. b) Numerical dissipation.

ULF 51.0s

M1 M2 M3

Figure 6.48: Pressure distribution at time 51.0s for the L-shaped block considering
different model refinements in an updated reference Lagrangian formulation, with
updates performed at every time step.
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6.3 Isothermal plasticity

6.3.1 Impact bar

This example simulates the high speed impact of a cylindrical bar onto a rigid wall.
The test is also described as the Taylor bar experiment. The characteristics of the
model presented herein follows [103]. The same example was analysed by many
other authors, including [27], where it was studied under a TLF-SPH framework.
The model consists of a cylindrical bar of radius R = 0.0032m and length L =
0.0324m, the main characteristics of the model are illustrated in figure 6.49. The
properties of the Hencky-based von Mises plasticity model, with linear hardening
(equation 2.52), are: initial density ρ0 = 8930 kg

m3 , Young’s modulus E = 117×109 N
m2 ,

Poisson’s ratio ν = 0.35, yield stress, τ 0
y = 400×106 N

m2 and linear hardening modulus

H = 100 × 106 N
m2 . The frictionless contact between the bar and the rigid support

is taken into account by restricting the movement of the bottom particles in the Z
direction. An initial velocity v = V [0, 0, 1]T , where V = −227m

s
, was imposed for

all particles in the model. The contact condition is active since the beginning of the
simulation and a total time of 8.0× 10−5s was simulated with a fixed αCFL = 0.9.

In this example, the anisotropic updated kernel and kernel gradient are obtained
as a push-forward of the corrected material kernel and corrected material gradient
(Option#1). A 3D quadratic smoothing function is employed with a factor fh = 0.6
for all the simulations.

Figure 6.49: Impact bar.

Due to the symmetry of the problem, only one quarter of the geometry is repre-
sented. Initially, 1560 particles were used for the discretisation and approximately
the same refinement is used for all regions of the bar. Refined models with 3744 and
7280 particles were also studied, the three different models are illustrated in figure
6.50. For this specific example, a tributary volume distribution was employed.

In figures 6.51, 6.52 and 6.53, the von Mises stress distribution and the equiv-
alent plastic strain are plotted at different instants of the simulation, for a Total
Lagrangian Formulation and also for an updated reference Lagrangian formulation,
with updates performed at every time step, for the three models.
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Model M1 Model M2 Model M3

Figure 6.50: Impact bar particle distribution.

Evolution of internal, kinetic and total energies is shown for both TLF and ULF
in figure 6.54a for model M1. In addition, the numerical dissipation in the same
model is shown in figure 6.54b. The same results are shown for models M2 and M3
in figures 6.55 and 6.56. Note that the energies were computed considering only
the represented geometry, i.e., one quarter of the cylinder. In terms of the energy
plots, the kinetic energy of the system decreases upon impact. Such energy first
transforms into elastic strain energy (prior to plasticity), followed by the addition
of plastic dissipation (within the plastic regime). Moreover, given the nature of
the proposed algorithm, a very small amount of the kinetic energy also converts to
monotonic decreasing numerical dissipation during the deformation process.

In figure 6.57a, for the model M1, the pressure distribution is shown at the end of
the simulation. Total Lagrangian results are presented on the left half of bar, while
the updated Lagrangian solution is shown on the right side. In addition, figure 6.57b
shows the evolution of the radius of the bar in the impact region as a function of the
vertical top displacement, results are presented for total and updated formulations.
Similar figures are presented for model M2 in 6.58a and 6.58b, and M3 in 6.59a and
6.59b.

Figure 6.60 shows the time evolution of the radius of the bar in the impact
region for the three models. The final radius of the copper bar at time t = 80
µs predicted by the proposed algorithm is benchmarked against other published
numerical results [27, 104]. As shown in Reference [104], the solutions obtained using
the standard linear 4-noded tetrahedra (being widely used in commercial software)
typically suffers from volumetric locking and pressure instabilities. The proposed
meshfree method clearly circumvents these issues.

The results presented up to now were obtained employing a 3D quadratic kernel
function. Additionally, the 3D cubic spline smoothing function is now tested with
model M3, in both Total Lagrangian Formulation and updated reference Lagrangian
formulation with updates performed at every time step. The pressure distribution
is shown at the end of the simulation in figure 6.61a, total Lagrangian results are
presented on the left half of bar, while the updated Lagrangian solution is shown
on the right side. The evolution of the radius of the bar in the impact region as a
function of the vertical top displacement is presented in figure 6.61b. For the same
model, von Mises stresses and equivalent plastic strains are presented in figures 6.62a
and 6.62b.

As the conclusions of the impact bar example, extremely high plastic strains
develop at the crushed end of the bar and the proposed formulation was shown to
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TLF 40µs TLF 60µs TLF 80µs

ULF 40µs ULF 60µs ULF 80µs

Figure 6.51: Impact bar model M1 von Mises stresses (left side) and equivalent
plastic strain (right side).

be robust in such scenario. The results for the simulations evolved based on updated
reference configurations are as good as the ones based on the initial geometry (TLF).
Moreover, no expressive differences were observed if a 3D quadratic or a 3D cubic
spline kernel function is employed, both smoothing functions performed equally well
for this example. The results approach the values reported in the literature as the
model is refined. The consistency of the stabilisation scheme proposed is also verified
with the model refinement, less numerical dissipation is observed as the number of
particles is increased.
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TLF 40µs TLF 60µs TLF 80µs

ULF 40µs ULF 60µs ULF 80µs

Figure 6.52: Impact bar model M2 von Mises stresses (left side) and equivalent
plastic strain (right side).
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TLF 40µs TLF 60µs TLF 80µs

ULF 40µs ULF 60µs ULF 80µs

Figure 6.53: Impact bar model M3 von Mises stresses (left side) and equivalent
plastic strain (right side).
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(a) (b)

Figure 6.54: (a) Evolution of kinetic (K), internal (Ψ) plus plastic dissipation (Wp)
and total (E) energies for impact bar model M1. (b) Numerical dissipation for the
model M1.

(a) (b)

Figure 6.55: (a) Evolution of kinetic (K), internal (Ψ) plus plastic dissipation (Wp)
and total (E) energies for impact bar model M2. (b) Numerical dissipation for the
model M2.
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(a) (b)

Figure 6.56: (a) Evolution of kinetic (K), internal (Ψ) plus plastic dissipation (Wp)
and total (E) energies for impact bar model M3. (b) Numerical dissipation for the
model M3.

(a) (b)

Figure 6.57: (a) Pressure distribution after 8.0 × 10−5s for the model M1: TLF
on the left side and ULF on the right side. (b) Evolution of the radius of the bar
measured at the impact interface as a function of the top displacement.
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(a) (b)

Figure 6.58: (a) Pressure distribution after 8.0 × 10−5s for the model M2: TLF
on the left side and ULF on the right side. (b) Evolution of the radius of the bar
measured at the impact interface as a function of the top displacement.

(a) (b)

Figure 6.59: (a) Pressure distribution after 8.0 × 10−5s for the model M3: TLF
on the left side and ULF on the right side. (b) Evolution of the radius of the bar
measured at the impact interface as a function of the top displacement.
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Method Final radius (cm)

Standard 4-noded tetrahedra [104] 0.555

Under-integrated 8-noded hexahedra [104] 0.695

Average nodal pressure 4-noded tetrahedra [104] 0.699

Upwind-SPH Total Lagrangian [27] 0.689

Updated reference Lagrangian SPH M1 0.675

Updated reference Lagrangian SPH M2 0.684

Updated reference Lagrangian SPH M3 0.689

Figure 6.60: Time evolution of the radius of the bar measured at the impact inter-
face.

(a) (b)

Figure 6.61: (a) Pressure distribution after 8.0× 10−5s for the model M3 employing
a 3D cubic spline kernel function: TLF on the left side and ULF on the right side.
(b) Evolution of the radius of the bar measured at the impact interface as a function
of the top displacement.
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(a) (b)

Figure 6.62: Impact bar model M3 after 8.0 × 10−5s employing a 3D cubic spline
kernel function: (a) von Mises stresses, TLF on the left side and ULF on the right
side. (b) Equivalent plastic strain, TLF on the left side and ULF on the right side.
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6.3.2 Necking bar

This example illustrates the necking of a round tensile bar. The necking bar was pre-
viously studied by many authors, for example [105–109]. The model presented herein
consists of a cylindrical bar of radius R = 0.006413m and length L = 0.053334m,
the main characteristics of the model are illustrated in figure 6.63. Notice in figure
6.63b that a geometric imperfection (1% of reduction in the radius) is introduced to
induce necking in the central region of the bar. The model presents many possibili-
ties for making use of symmetry conditions, in this work, only a slice of π

16
rad of the

upper half of the cylinder was modelled. Therefore, in addition to the conditions
to provide an axisymmetric-like behaviour, a symmetry condition was also applied
in the longitudinal direction. Two different refinements were studied, the particle
distribution is non-uniform and the refinement is concentrated in the necking region.
Model M1 contains 1428 particles, while model M2 consists of 5535 particles (see
figure 6.64). For this specific example, a tributary volume distribution was used.

(a) (b)

Figure 6.63: (a) Necking bar overview. (b) Necking bar details.

The properties of the Hencky-based von Mises plasticity model, with nonlinear
hardening (equation 2.63), are: initial density ρ0 = 7850 kg

m3 , Young’s modulus E =
206.9 × 109 N

m2 , Poisson’s ratio ν = 0.29, yield stress τ 0
y = 450 × 106 N

m2 , residual

yield stress τ∞y = 715 × 106 N
m2 , linear hardening modulus H = 129.24 × 106 N

m2

and saturation exponent δ = 16.93. A quasi-static approach is aimed and the
top particles, i.e., particles with Z coordinates equal L/2, are subjected to a velocity
v = V [0, 0, 1]T , with V varying as follows: t0 = 0s, V0 = 0m

s
; t1 = 0.0007s, V1 = 10m

s

and t2 = 0.0014s, V2 = 0m
s
. The resulting total elongation of the bar is 14mm (7mm

observed in the half model). Note that the top particles are restricted in the radial
direction.

In order to avoid non-smooth imposed velocities, the amplitude between any two
consecutive data points (ti, Vi) and (ti+1, Vi+1) is smoothed as:

V = Vi + (Vi+1 − Vi) ξ3
(
10− 15ξ + 6ξ2

)
, for ti ≤ t ≤ ti+1 (6.3)
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Model M1 Model M2

Figure 6.64: Necking bar particle distribution

with ξ = t−ti
ti+1−ti . Graphical representation of this bell-shaped velocity profile (6.3)

is depicted in Figure 6.65.

Figure 6.65: Applied bell-shaped velocity profile (Equation 6.3).

A fixed αCFL = 0.9 was used for the simulations.
In this example, the anisotropic updated kernel and kernel gradient are obtained

as a push-forward of the corrected material kernel and corrected material gradient
(Option#1). A 3D quadratic smoothing function is employed with a factor fh = 0.6
for all the simulations.

In figures 6.66 and 6.67, the von Mises stress distribution and the equivalent
plastic strain are plotted at different instants of the simulation, for a Total La-
grangian Formulation and also for an updated reference Lagrangian formulation,
with updates performed at every time step, for the two models.

Figure 6.68 shows a sequence of deformed states of Model M2 of the necking bar
and the evolution of the von Mises stresses for this model.

Evolution of internal, kinetic and total energies is shown for both TLF and
ULF in figures 6.69a and 6.69c for models M1 and M2, respectively. In addition, the
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TLF 10mm TLF 12mm TLF 14mm

ULF 10mm ULF 12mm ULF 14mm

Figure 6.66: Necking bar model M1 von Mises stresses (left side) and equivalent
plastic strain (right side).

numerical dissipation in the correponding model is shown in figures 6.69b and 6.69d.
Note that the energies were computed considering only the represented geometry,
i.e., a slice of π

16
rad of the upper half of the cylinder.

In figure 6.70a, for the model M1, the pressure distribution is shown at the end
of the simulation. Total Lagrangian results are presented on the left half of the
bar, while the updated Lagrangian solution is shown on the right side. In addition,
figure 6.70b shows the evolution of the radius of the bar in the necking region, as a
function of the vertical top displacement, results are presented for total and updated
formulations. Similar figures are presented for model M2 in 6.71a and 6.71b.

Figure 6.72 shows the ratio between current and initial radius of the bar in the
necking region for the two models plotted as a function of the elongation. Exper-
imental and numerical results published by other authors are plotted together for
comparison.

In the results identified as “ULF” the updates were performed at every time
step. Even though this is not needed, performing this test ensures that the updates
are not activating any spurious mechanisms. In figure 6.73a, for the model M2, the
von Mises stress distribution and the equivalent plastic strain are plotted at the

134



6.3. ISOTHERMAL PLASTICITY 135

TLF 10mm TLF 12mm TLF 14mm

ULF 10mm ULF 12mm ULF 14mm

Figure 6.67: Necking bar model M2 von Mises stresses (left side) and equivalent
plastic strain (right side).

end of the simulation, for an updated reference Lagrangian formulation, with only
10 updates performed along the simulation. The radius reduction in the necking
section is shown in 6.73b.

The imperfection shown in figure 6.63b is a numerical artifice to trigger the
necking in the central region of the bar and it can be introduced in many other
different ways. An alternative to what was presented in figure 6.63b is, for example,
to decrease the radius linearly from the top of the bar to the center, as detailed in
figure 6.74a. Employing the same particle distribution as model M2, a new model
M2b was also studied considering this alternative way of inducing the necking. The
ratio between current and initial radius of the bar in the necking region for this
model is plotted as a function of the elongation in figure 6.74b. Figures 6.75a and
6.75b show the von Mises stresses and the equivalent plastic strain for model M2b,
Total lagrangian results are shown on the left half, while updated Lagrangian results
are shown on the right.

As the conclusions of the necking bar example, extremely high plastic strains de-
velop at the necking region and the proposed formulation was shown to be robust in
such a scenario. The results for the simulations evolved based on updated reference
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configurations are as good as the ones based on the initial geometry (TLF). More-
over, the proposed formulation offers the flexibility of performing updates at every
time step or only a few times along the simulation, without affecting the quality of
the results. The results are in agreement with those reported in the literature and
compare well with the experimental data. It was shown that different considera-
tions can be assumed for the geometric description of the model, and the results are
affected accordingly. The problem was solved in a quasi-static manner and presents
a plastic-dominated response, therefore, since the stabilisation scheme is physically
based, it plays a minimum role in the solution.
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Figure 6.68: Necking bar model M2. A sequence of deformed states showing von
Mises stress distribution when the total elongation of the bar is of {0.028, 0.054,
0.09, 0.124, 1.854, 5.864, 9.852, 10.956, 11.642, 12.342, 12.704, 14} mm (from left to
right and top to bottom). Results obtained with updates performed at every time
step.
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(a) (b)

(c) (d)

Figure 6.69: Evolution of kinetic (K), internal (Ψ) plus plastic dissipation (Wp)
and total (E) energies for necking bar (a) model M1 and (c) model M2. Numerical
dissipation for (b) model M1 and (d) model M2.
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(a) (b)

Figure 6.70: (a) Pressure distribution for 14mm elongation for model M1: TLF on
the left side and ULF on the right side. (b) Radius reduction in the necking section.

(a) (b)

Figure 6.71: (a) Pressure distribution for 14mm elongation for model M2: TLF on
the left side and ULF on the right side. (b) Radius reduction in the necking section.

139



6.3. ISOTHERMAL PLASTICITY 140

Figure 6.72: Radius reduction in the necking section (experimental results extracted
from [105]).

(a) (b)

Figure 6.73: (a) Necking bar model M2 considering only 10 updates along the sim-
ulation: von Mises stresses (left side) and equivalent plastic strain (right side). (b)
Radius reduction in the necking section.
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(a) (b)

Figure 6.74: (a) Alternative way of introducing the numerical imperfection: model
M2b. (b) Radius reduction in the necking section considering model M2b.

(a) (b)

Figure 6.75: Necking bar model M2b at 14mm elongation: (a) von Mises stresses,
TLF on the left side and ULF on the right side. (b) Equivalent plastic strain, TLF
on the left side and ULF on the right side.
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6.3.3 Strain localisation

This example illustrates the occurrence of shear bands during the stretching of a
rectangular bar. The example was previously studied by many authors, for example
[110] and [111]. The model presented herein consists of a rectangular bar of width
W = 0.012826m and length L = 0.053334m, the main characteristics of the model
are illustrated in figure 6.76. Notice in figure 6.76b that a geometric imperfection
(1.8% of reduction in the width) is introduced to induce necking in the central region
of the bar. Due to the symmetry of the problem, only one quarter of the geometry
is represented. An in-plane solution is obtained by restricting the movement of all
particles in the Y direction. Note that because of the three-dimensional nature of
the formulation, two layers of particles are created along the thickness. The distance
between particles in the Y direction is chosen to be proportional to that in the X
and Z directions. Two model refinements were analysed: model M1 with 2310
particles, and model M2 with 8938 particles. The distribution is non-uniform with
the refinement concentrated in the necking region, figure 6.77 shows both models.
For this specific example, a tributary volume distribution was used.

The properties of the Hencky-based von Mises plasticity model, with nonlinear
hardening (equation 2.63), are: initial density ρ0 = 7850 kg

m3 , Young’s modulus E =
206.9 × 109 N

m2 , Poisson’s ratio ν = 0.29, yield stress τ 0
y = 450 × 106 N

m2 , residual

yield stress τ∞y = 715 × 106 N
m2 , linear softening modulus H = −129.24 × 105 N

m2

and saturation exponent δ = 16.93. A quasi-static approach is aimed and the top
particles, i.e., particles with Z coordinates equal L/2 are subjected to a velocity in
the vertical (Z) direction, as illustrated in figure 6.76. The magnitude V varies as
follows: t0 = 0s, V0 = 0m

s
; t1 = 0.005s, V1 = 1m

s
and t2 = 0.010s, V2 = 0m

s
. The

resulting total elongation of the bar is 10mm (5mm observed in the half model).
Note that the top particles are free in the horizontal direction.

In order to avoid non-smooth imposed velocities, the amplitude between any two
consecutive data points (ti, Vi) and (ti+1, Vi+1) is smoothed as:

V = Vi + (Vi+1 − Vi) ξ3
(
10− 15ξ + 6ξ2

)
, for ti ≤ t ≤ ti+1 (6.4)

with ξ = t−ti
ti+1−ti .

A fixed αCFL = 0.9 was used for the simulations.
In this example, the anisotropic updated kernel and kernel gradient are obtained

as a push-forward of the material kernel and material gradient, with corrections
performed in the updated configuration (Option#2). A 3D cubic smoothing function
is employed with a factor fh = 0.8 for all the simulations.

For this example, results are benchmarked against a finite elements simulation
performed using Abaqus/Explicit. The set-up of the analysis as well as the geometric
characteristics of the finite elements model are exactly the same as the ones used in
SPH. The element type is an 8-nodes first-order, reduced integration brick (C3D8R).

In figure 6.78, the von Mises stress distribution and the equivalent plastic strain
are plotted at different instants of the simulation, for a Total Lagrangian Formulation
and also for an updated reference Lagrangian formulation, with updates performed
at every time step. Similar results are shown for model M2 in figure 6.79. In
addition, figure 6.80 shows a zoom of the necking region at the end of the simulation.
Notice that the particles located at the center of the bar move very far from each
other. However, the interaction between particles is never broken, i.e., the list of
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(a) (b)

Figure 6.76: (a) Localisation bar overview. (b) Localisation bar details.

Model M1 Model M2

Figure 6.77: Localisation bar particle distribution.

neighbouring particles remains unchanged throughout the simulation. The accuracy
of the results is not affected by this highly-distorted domain thanks to the use of
corrected anisotropic kernels. The results obtained in the finite elements simulation
are shown in figure 6.81 for comparison.

In figure 6.82a, the pressure distribution is shown for model M2 at the end of the
simulation. Total Lagrangian results are presented on the left half of the bar, while
the updated Lagrangian solution is shown on the right side. In addition, figure 6.82b
shows the evolution of the width of the bar in the necking region, as a function of
the vertical top displacement, results are presented for models M1 and M2 in total
and updated formulations, and compared with Abaqus/Explicit results.

As the conclusions of the strain localisation example, high plastic strains and the
formation of shear bands are observed in this example and the proposed formulation
was shown to be robust in such scenarios. The results for the simulations evolved
based on updated reference configurations are as good as the ones based on the
initial geometry (TLF). The results are in agreement with those obtained using
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TLF 6mm TLF 8mm TLF 10mm

ULF 6mm ULF 8mm ULF 10mm

Figure 6.78: Strain localisation model M1 von Mises stresses (left side) and equiva-
lent plastic strain (right side).

finite elements. The problem was solved in a quasi-static manner and also presents
a plastic-dominated response, therefore, the stabilisation scheme plays a minimum
role in the solution.
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TLF 6mm TLF 8mm TLF 10mm

ULF 6mm ULF 8mm ULF 10mm

Figure 6.79: Strain localisation model M2 von Mises stresses (left side) and equiva-
lent plastic strain (right side).
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TLF 10mm ULF 10mm

Figure 6.80: Strain localisation model M2 von Mises stresses (left side) and equiva-
lent plastic strain (right side).

Figure 6.81: Strain localisation Abaqus/Explicit model von Mises stresses (left side)
and equivalent plastic strain (right side) for 10mm displacement.
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(a) (b)

Figure 6.82: (a) Pressure distribution for 10mm displacement: TLF on the left side
and ULF on the right side. (b) Width reduction in the necking section.
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Chapter 7

Thermo-mechanics numerical
examples

7.1 Introduction

In this chapter, in continuation of the numerical examples presented so far, the
potential of the formulation for applications in thermo-mechanics is explored in
different test cases.

7.2 Thermal L-shaped block

This example was previously studied by many authors, e.g. [26, 76, 100–102], and the
characteristics of the model developed in this work follows [102]. The main objective
of this classical benchmark problem is to examine the capability of preserving both
the linear and angular momenta of a system. An L-shaped block with square cross-
section 3m x 3m is subjected to an external torque induced by a pair of time-varying
forces acting on two of its boundary faces, as illustrated in figure 7.1. The traction
forces F1(t) and F2(t) are given in N

m2 as

F1(t) = −F2(t) =


150

300

450

 f(t), f(t) =


t 0 ≤ t < 2.5s,

5− t 2.5 ≤ t < 5s,

0 t ≥ 5s.

(7.1)

Moreover, the initial distribution of the temperature profile on the structure is
not entirely homogeneous, and is given as

θ|t=0 =


300K Y = 10m,

250K X = 6m,

θR = 293.15K elsewhere.

(7.2)

A uniform distribution of particles was employed and a sequence of model refine-
ments were analysed: models M1 to M4 with 828, 5445, 13950 and 39249 particles,
respectively. For this specific example, a tributary volume distribution was em-
ployed. Initial density ρ0 = 1100 kg

m3 , Young’s modulus E = 50500 N
m2 , Poisson’s
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ratio ν = 0.3, specific heat capacity Cv = 1 J
kgK

, thermal conductivity k = 10 W
mK

and thermal expansion coefficient α = 2.223× 10−4 1
K

were adopted as the material
parameters for a nearly incompressible neo-Hookean constitutive model combined
with a Mie-Grüneisen equation of state. The Mie-Grüneisen coefficients are q = 1
and Γ0 = 0.0255. The material constants are given for a reference temperature
θR = 293.15K. A fixed αCFL = 0.9 was used for the simulations.

Figure 7.1: Thermal L-shaped block.

In this example, the anisotropic updated kernel and kernel gradient are obtained
as a push-forward of the corrected material kernel and corrected material gradient
(Option#1). A 3D quadratic smoothing function is employed with a factor fh = 0.6
for all the simulations.

In figures 7.2 and 7.3, the pressure and the temperature distributions for model
M1 are plotted at different instants of the simulation, for a Total Lagrangian For-
mulation and also for an updated reference Lagrangian formulation, with updates
performed at every time step. The same results are shown for model M4 in figures
7.4 and 7.5.

Evolution of internal, kinetic, thermal and total energies is shown for both TLF
and ULF for models M1 and M4 in figures 7.6a and 7.6b, respectively. Moreover, for
the ULF models M1 and M4, the evolution of global linear and angular momenta is
plotted in figures 7.7a, 7.7b, 7.7c, 7.7d.

For such challenging example, even though the coarse model captures the kine-
matics well, the total energy of the system, which is an unknown variable in the
proposed thermal-stress formulation, is poorly approximated for the coarser mod-
els. This is due to the non-smooth nature of the initial temperature field (sudden
change from 250K to 300K), which requires finer models. The evolution of total
energy comparing the different model refinements is shown for ULF in figure 7.8a.
In addition to models M1-M4, an extra model M5 with 93296 particles was included
in the study. The pressure distribution at time 7.2s and the temperature distribu-
tion at time 16.8s are also shown for the five models in figure 7.9 for an updated
reference Lagrangian formulation, with updates performed at every time step. As
can be observed from these figures, even though the mechanical behaviour was well
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TLF 0.0s TLF 20.0s TLF 40.0s TLF 60.0s

ULF 0.0s ULF 20.0s ULF 40.0s ULF 60.0s

Figure 7.2: Thermal L-shaped block M1 pressure distribution.

represented for all model refinements, the temperature field requires finer models in
order to provide the expected results. The evolution of the temperature measured at
points A = [0, 10, 0]T , B = [6, 0, 0]T and C = [3, 3, 3]T (see figure 7.1) is presented,
for models M1, M3 and M5, in figure 7.8b for ULF.

As mentioned before, the convergence of the total energy for this example is
affected by the non-smooth initial temperature field. For completeness, a variation
of the L-shaped block example, where the temperature is initiated smoothly, was
also performed. Models M1, M2 and M3 were analysed with the initial temperature
increasing linearly from θ1 to θR, and decreasing linearly from θ2 to θR, as illustrated
in figure 7.10a. The evolution of total energies considering this alternative initial
condition are compared for different model refinements for ULF in figure 7.10b.

As the conclusions of the thermal L-shaped block example, the proposed for-
mulation was shown to be robust and did not activate any spurious mechanisms in
this test case. The results for the simulations evolved based on updated reference
configurations are as good as the ones based on the initial geometry (TLF). The
example demonstrates the ability of the proposed algorithm in preserving both the
linear momentum and angular momentum of the system. Specifically, the total lin-
ear momentum is close to (and oscillates around) zero machine accuracy at all times,
whereas the total angular momentum is conserved after the loading phase. Due to
the non-smooth characteristics of the initial conditions, finer models are required in
order to capture the thermal effects accurately, the results drastically improve with
model refinement. Nevertheless, the kinematics of the problem is well computed
even for the very first coarse model.
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TLF 0.0s TLF 20.0s TLF 40.0s TLF 60.0s

ULF 0.0s ULF 20.0s ULF 40.0s ULF 60.0s

Figure 7.3: Thermal L-shaped block M1 temperature distribution.

TLF 0.0s TLF 20.0s TLF 40.0s TLF 60.0s

ULF 0.0s ULF 20.0s ULF 40.0s ULF 60.0s

Figure 7.4: Thermal L-shaped block M4 pressure distribution.
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TLF 0.0s TLF 20.0s TLF 40.0s TLF 60.0s

ULF 0.0s ULF 20.0s ULF 40.0s ULF 60.0s

Figure 7.5: Thermal L-shaped block M4 temperature distribution.

(a) (b)

Figure 7.6: Evolution of kinetic (K), internal (Ψ), thermal (εθ) and total (E) energies
for the thermal L-shaped block: (a) model M1. (b) model M4.
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(a) (b)

(c) (d)

Figure 7.7: Evolution of the components of the global linear and angular momenta
for the thermal L-shaped block: (a) and (b) model M1, (c) and (d) model M4.
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(a) (b)

Figure 7.8: (a) Evolution of total energy (E) for different model refinements for the
thermal L-shaped block. (b) Evolution of temperature at points A, B and C for
different model refinements for the thermal L-shaped block.

M1 M2 M3 M4 M5

M1 M2 M3 M4 M5

Figure 7.9: Thermal L-shaped block considering different model refinements in an
updated reference Lagrangian formulation, with updates performed at every time
step. First row shows the pressure distribution at time 7.2s, the second row shows
the temperature distribution at time 16.8s.
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(a)
(b)

Figure 7.10: (a) Thermal L-shaped block with a linear varying initial temperature.
(b) Evolution of total energy (E) for different model refinements for the thermal
L-shaped block with a linear varying initial temperature profile.
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7.3 Constrained punch block

This example was previously studied in an isothermal context in [74] and thermal
effects were recently considered in [102]. The model consists of a block 1m x 1m
x 0.5m, including nine holes with diameter equal to 0.2m each. The geometry is
detailed in figure 7.11a. An initial velocity v was defined for one quarter of the model
(all particles presenting X ≥ 0 and Y ≥ 0) as v = V [0, 0, Z/H]T , where V = −5m

s

and H = 0.5m, the initial velocity is illustrated in figure 7.11b. Moreover, the initial
temperature is defined across the structure as θ = θR + 10 (Z/H), as illustrated in
figure 7.11c. No further loading is applied to the block and apart from the top surface
(Z = 0.5), which is a free boundary, all the other boundaries have the movement in
the direction normal to the face restricted.

(a) (b) (c)

Figure 7.11: Constrained punch block. (a) Geometry. (b) Initial velocity profile.
(c) Initial temperature distribution.

Initially, 22420 particles were used for the discretisation and approximately the
same refinement is used for all regions of the block. Refined models with 49900 and
167536 particles were also studied, the three different models are illustrated in figure
7.12. For this specific example, a tributary volume distribution was employed.

Model M1 Model M2 Model M3

Figure 7.12: Constrained punch block particle distribution.

Initial density ρ0 = 1000 kg
m3 , Young’s modulus E = 50500 N

m2 , Poisson’s ratio
ν = 0.3, specific heat capacity Cv = 1 J

kgK
, thermal conductivity k = 10 W

mK
and

thermal expansion coefficient α = 2.223 × 10−4 1
K

were adopted as the material
parameters for a nearly incompressible neo-Hookean constitutive model combined
with a Mie-Grüneisen equation of state. The Mie-Grüneisen coefficients are q = 1
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and Γ0 = 0.0281. The material constants are given for a reference temperature
θR = 293.15K. A fixed αCFL = 0.9 was used for the simulations.

In this example, the anisotropic updated kernel and kernel gradient are obtained
as a push-forward of the corrected material kernel and corrected material gradient
(Option#1). A 3D quadratic smoothing function is employed with a factor fh = 0.6
for all the simulations.

In figures 7.13 and 7.14, the pressure and the temperature distributions for model
M1 are plotted at different instants of the simulation, for a Total Lagrangian For-
mulation and also for an updated reference Lagrangian formulation, with updates
performed at every time step. The same results are shown for model M3 in figures
7.15 and 7.16.

TLF 0.05s TLF 0.15s TLF 0.25s TLF 0.45s

ULF 0.05s ULF 0.15s ULF 0.25s ULF 0.45s

Figure 7.13: Constrained punch block M1 pressure distribution.

Evolution of internal, kinetic, thermal and total energies is shown for both TLF
and ULF for models M1 and M3 in figures 7.17a and 7.17b, respectively. A bottom
view of the pressure and temperature distribution at time 0.12s is shown for the
three models in figure 7.18 for an updated reference Lagrangian formulation, with
updates performed at every time step.

The results presented up to now employed a 3D quadratic kernel function, with
the updated kernel and gradient obtained as a push-forward of the corrected material
kernel and corrected material gradient (Option#1). The four different approaches
of obtaining updated anisotropic kernels are considered now. In figure 7.19, the
evolution of total energy and global entropy for model M3 is shown considering
the four options, updates are performed at every time step. In the same figure, the
pressure and temperature distributions at time 0.45s are shown for the same models.

As the conclusions of the constrained punch block example, the proposed for-
mulation was shown to be robust and did not activate any spurious mechanisms in
this test case. The results for the simulations evolved based on updated reference
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TLF 0.05s TLF 0.15s TLF 0.25s TLF 0.45s

ULF 0.05s ULF 0.15s ULF 0.25s ULF 0.45s

Figure 7.14: Constrained punch block M1 temperature distribution.

configurations are as good as the ones based on the initial geometry (TLF). The
example demonstrates the ability of the proposed algorithm in dealing with more
complex geometries involving a large number of particles and subjected to extreme
deformations in a thermal-stress context. Moreover, the example was also used
to compare different options of obtaining updated kernels and gradients, with all
approaches performing equally well.
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TLF 0.05s TLF 0.15s TLF 0.25s TLF 0.45s

ULF 0.05s ULF 0.15s ULF 0.25s ULF 0.45s

Figure 7.15: Constrained punch block M3 pressure distribution.

TLF 0.05s TLF 0.15s TLF 0.25s TLF 0.45s

ULF 0.05s ULF 0.15s ULF 0.25s ULF 0.45s

Figure 7.16: Constrained punch block M3 temperature distribution.
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(a) (b)

Figure 7.17: Evolution of kinetic (K), internal (Ψ), thermal (εθ) and total (E)
energies for the constrained punch block: (a) model M1. (b) model M3.

M1 M2 M3

M1 M2 M3

Figure 7.18: Constrained punch block (bottom view) considering different model re-
finements in an updated reference Lagrangian formulation, with updates performed
at every time step. First row shows the pressure distribution at time 0.12s, the
second row shows the temperature distribution at time 0.12s.

160



7.3. CONSTRAINED PUNCH BLOCK 161

Option 1 Option 2 Option 3 Option 4

Option 1 Option 2 Option 3 Option 4

Figure 7.19: Constrained punch block M3 employing different options of obtaining
updated kernels and gradients. The first row shows the evolution of total energy (E)
and global entropy (η), second and third rows show the pressure and temperature
distribution at time 0.45s.
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7.4 Impact bar with adiabatic heating effects

The Taylor bar benchmark presented in example 6.3.1 is considered again, but now
in an adiabatic thermal-stress analysis [112, 113]. Therefore, the mechanical de-
formation will cause heating, but the event is assumed to be so rapid that heat
has no time to diffuse through the material (no conduction). The main charac-
teristics of the model were presented in example 6.3.1, only model M3 with 7280
particles is considered now. In the present example a Hencky-based von Mises
plasticity model, with rate-dependent Johnson-Cook hardening is used with the fol-
lowing properties taken from [78]: initial density ρ0 = 8960 kg

m3 , Young’s modulus
E = 124× 109 N

m2 , Poisson’s ratio ν = 0.34, yield stress A = 90× 106 N
m2 , hardening

parameter b = 292 × 106 N
m2 , hardening exponent n′ = 0.31, strain rate coefficient

c = 0.025, reference strain rate ε̇0 = 11
s
, melting temperature θmelt = 1356.15K,

transition temperature θtransition = 298.15K, temperature exponent m = 1.09 and
specific heat capacity Cv = 383 J

kgK
. The temperature is initialized uniformly across

the bar with θ = 298.15K. The material constants are given for a reference temper-
ature θR = 298.15K. A fixed αCFL = 0.9 was used for the simulations.

Figure 7.20: Thermal Impact bar.

In this example, the anisotropic updated kernel and kernel gradient are obtained
as in Option#4. A 3D quadratic smoothing function is employed with a factor
fh = 0.6 for all the simulations.

Results are benchmarked against a finite elements simulation performed using
Abaqus/Explicit. The set-up of the analysis as well as the geometric characteristics
of the finite elements model are exactly the same as the ones used in SPH. The
element type is an 8-nodes first-order, reduced integration brick (C3D8R).

In figure 7.21, the von Mises stress distribution and the equivalent plastic strain
are plotted at different instants of the simulation, for a Total Lagrangian Formulation
and also for an updated reference Lagrangian formulation, with updates performed
at every time step.

Evolution of internal, kinetic and total energies is shown for both TLF and ULF
in figure 7.22a. In addition, the numerical dissipation in the same model is shown in
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TLF 40µs TLF 60µs TLF 80µs

ULF 40µs ULF 60µs ULF 80µs

Figure 7.21: Impact bar model M3 including adiabatic heating effects von Mises
stresses (left side) and equivalent plastic strain (right side).

figure 7.22b. Note that the energies were computed considering only the represented
geometry, i.e., one quarter of the cylinder.

In figure 7.23a, the temperature distribution is shown at the end of the sim-
ulation. Updated Lagrangian results are presented on the left half of bar, while
the reference solution using finite elements is shown on the right side. In addition,
figure 7.23b shows the time evolution of the radius of the bar in the impact region,
results are presented for total and updated formulations, considering different model
refinements.

As a final test for this example, conduction of heat was allowed in a fully
thermally-coupled analysis. In this case, the thermal expansion coefficient was taken
from [78] as α = 0.00005 1

K
and the thermal conductivity as h = 386 W

mK
. Figure

7.24a shows side-by-side the pressure distribution for the adiabatic simulation pre-
sented above and the thermally-coupled one. Figure 7.24b shows the temperature
distribution for the same simulations. Model M3 was used in an updated refer-
ence Lagrangian formulation, with updates performed at every time step. Figures
7.25a and 7.25b show the comparison of the energies and the numerical dissipation
between adiabatic and thermally-coupled models. The representativeness of these
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(a) (b)

Figure 7.22: (a) Evolution of kinetic (K), internal (Ψ) plus plastic dissipation (Wp)
and total (E) energies for impact bar model M3 including adiabatic heating effects.
(b) Numerical dissipation for the model M3.

results needs to be judged with care. Further investigations into this and other
thermally-coupled elasto-plastic examples are under preparation and will appear in
future author’s publications.

As the conclusions of this example, the proposed formulation was shown to be
applicable to scenarios where heating of the material caused by its deformation is
important because of the temperature-dependent material properties. The temper-
ature increase is calculated proportionally to the inelastic dissipation, in this study
it appears in full as heat flux (alternatively only a fraction of it could have been
used). Conduction of heat was not allowed in the main part of this study, i.e., it
was assumed that the process happens so rapid that there is no time for the heat
to propagate through the material. The results are comparable to the reference
simulation performed employing finite elements. As a final test, heat conduction
was allowed, the formulation did not face any particular issues in solving the fully-
coupled problem. However, the results obtained for this last case are to be further
investigated.
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(a) (b)

Figure 7.23: Impact bar model M3 including adiabatic heating effects: (a) Tempera-
ture distribution at time 8.0×10−5s. ULF-SPH results on the left, Abaqus/Explicit
(FEM) on the right. (b) Time evolution of the radius of the bar measured at the
impact interface.

(a) (b)

Figure 7.24: Impact bar model M3 ULF-SPH after 8.0× 10−5s: (a) Pressure distri-
bution, adiabatic heating effects on the left side and thermally-coupled on the right
side. (b) Temperature distribution, adiabatic heating effects on the left side and
thermally-coupled on the right side.
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(a) (b)

Figure 7.25: Impact bar model M3 ULF-SPH including adiabatic heating effects vs.
thermally-coupled.(a) Evolution of kinetic (K), internal (Ψ) plus plastic dissipation
(Wp) and total (E) energies. (b) Numerical dissipation.
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Dynamic Fracture
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Chapter 8

SPH method for dynamic fracture

8.1 Introduction

In this chapter the SPH framework developed in this work is extended to the con-
text of dynamic fracture. The post-fracture velocities and deformation gradient are
derived considering the satisfaction of conservation of linear momentum and energy.
The development of a methodology to obtain the new domains of influence once
fracture takes place is presented afterwards and is followed by the discussion of the
failure criteria employed.

8.2 Discrete fracture mechanics

The first assumption made in the proposed methodology is that a continuous crack
is represented as a set of contiguous cracked particles, as schematically illustrated
in figure 8.1. The fracture phenomenon is treated locally at each particle.

(a) (b)

Figure 8.1: (a) A possible crack path. (b) Discrete crack representation.

Before diving into the theory, it is important to clarify the procedure that will
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be followed once the fracture criterion is met at a particle. This is summarised in
algorithm 6. Notice that, apart from steps 5-7, algorithm 6 is identical to the update
steps in algorithm 5, i.e., an update of the reference configuration will be carried
out in the same manner as discussed in chapter 5. However, now this is performed
once fracture takes place and includes steps 5, 6 and 7, which deal with “breaking”
the particles, updating the list of neighbours and providing the algorithm with the
post-fracture velocities and the deformation state of the cracked particles.

Algorithm 6: Fracture update

if update at this step = TRUE (Fracture criterion met) then

(1) COMPUTE the velocity as va =
Jχ,apχ,a

ρ0

(2) ASSIGN Fχ,a ← faFχ,a, Hχ,a ← haHχ,a, Jχ,a ← jaJχ,a and χa ← xa

(3) UPDATE the linear momentum pχ,a = J−1
χ,aρ0va and all other relevant variables

(4) REINITIALISE fa, ha, ja

(5) SPLIT the cracked particles

(6) UPDATE the list of neighbouring particles in the cracked region

(7) COMPUTE post-fracture variables for the split particles, namely v±a , F±
a

(8) COMPUTE corrected kernel and gradient approximations at χa: W̃χ
ba and ∇̃χWχ

ba

end

In the present approach, a cracked particle is split into two particles once a
failure criterion is met, as illustrated in figure 8.2. The parent particle a, which has
a volume va and mass ma = ρava is split creating two daughter particles, a+ and a−.
Each daughter particle receives half of the mass of particle a, i.e., m+

a = m−a = ma
2

,
also implying that the volume v+

a = v−a = va
2

. Therefore, conservation of mass is
satisfied.

Figure 8.2: Particle splitting.

The post-fracture velocities for the daughter particles a+ and a− are assumed as
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v+
a = va + ∆v+

a , (8.1a)

v−a = va + ∆v−a , , (8.1b)

where, ∆v+
a = ∆v+

a na and ∆v−a = ∆v−a na, with na being the normal of the fracture
surface attached to particle a in the current configuration. Note that, as soon as the
fracture criterion is met for any particle, the reference configuration will be updated
(see algorithm 6). Therefore, at this stage, the reference configuration will match
the current configuration. The following derivations are performed taking this into
account, i.e., the post-fracture quantities are computed at step 7 of algortithm 6.

Imposing conservation of linear momentum, and expressing it in terms of the
material configuration

mava = ρ0,aVava = ρ0,aV
+
a v

+
a + ρ0,aV

−
a v
−
a , (8.2a)

Vava = V +
a v

+
a + V −a v

−
a , (8.2b)

=
1

2
Va
(
va + ∆v+

a

)
+

1

2
Va
(
va + ∆v−a

)
, (8.2c)

where ρ0,a is the material density of particle a, Va is the volume of particle a in the
material configuration (Va = J−1

χ,aV
χ
a = J−1

a va) and V ±a = Va
2

.
Note that equation 8.2c implies

1

2
Va
(
∆v+

a + ∆v−a
)

=
1

2
Va
(
∆v+

a + ∆v−a
)
na = 0, (8.3)

and therefore, ∆v+
a = −∆v−a := ∆va.

Imposing conservation of energy

(ka + Ψa)Va =
(
k+
a + Ψ+

a

)
V +
a +

(
k−a + Ψ−a

)
V −a , (8.4a)

=
(
k+
a + Ψ+

a + k−a + Ψ−a
) Va

2
, (8.4b)

where ka is the kinetic energy per unit of material volume, Ψa is the internal energy
density in terms of material configuration.

Rearranging the above equation, one can write

1

2

(
k+
a + k−a

)
− ka = Ψa −

1

2

(
Ψ+
a + Ψ−a

)
. (8.5)

By further developing the LHS of equation 8.5

1

2

(
k+
a + k−a

)
− ka =

1

4
ρ0,a

(
v+
a · v+

a + v−a · v−a − 2va · va
)
. (8.6)

Note that

v+
a · v+

a = (va + ∆vana) · (va + ∆vana) = va · va + (∆va)
2 + 2 (va · na) ∆va, (8.7)

and

v−a · v−a = (va −∆vana) · (va −∆vana) = va · va + (∆va)
2 − 2 (va · na) ∆va. (8.8)
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Replacing 8.7 and 8.8 in equation 8.6 leads to

1

2

(
k+
a + k−a

)
− ka =

1

2
ρ0,a (∆va)

2 , (8.9)

which can be used in equation 8.5 to allow ∆va to be computed as

∆va =

(
Ψa − 1

2
(Ψ+

a + Ψ−a )
ρ0,a

2

) 1
2

. (8.10)

Upon solution of ∆va, one can obtain v−a = va −∆vana and v+
a = va + ∆vana.

Recall that in a [p,F ] formulation, the internal energy density is given as Ψa =
Ψ (Fa), and therefore, Ψ±a = Ψ (F±a ). Moreover, P±a Na = 0 holds for a free bound-
ary, with P being the first Piola-Kirchhoff stress tensor and Na the outward normal
of the fracture surface in the material configuration (Na = H−1

a na
da
dA

). Thus, F±a
can be defined as

F±a = Fa + ∆F±a , satisfying P
(
Fa + ∆F±a

)
Na = 0. (8.11)

A rank-1 jump can be assumed for F , that is

F±a = Fa − β ⊗Na. (8.12)

An equation to solve for β emerges from the fact that

P±a Na = P±a
(
F±a
)
Na = P±a (Fa − β ⊗Na)Na = 0. (8.13)

Using an iterative Newton-Raphson technique

P
(
Fa − β(k) ⊗Na

)
Na︸ ︷︷ ︸

tkN,a

−CNN
(
Fa − β(k) ⊗Na

)︸ ︷︷ ︸
CNN,a

(
β(k+1) − β(k)

)
= 0, (8.14)

thus

β(k+1) = β(k) +
[
C(k)
NN ,a

]−1

t
(k)
N ,a, (8.15)

and, finally

F±a = Fa − β(k+1) ⊗Na. (8.16)

For linear elasticity, C(k)
NN ,a = Clin

NN ,a remains constant and therefore β = Clin
NN ,atN ,a,

and

F±a = Fa −
[
Clin
NN ,a

]−1
tN ,a ⊗Na, (8.17a)

= Fa (I −Na ⊗Na) +
(
FaNa −

[
Clin
NN ,a

]−1
tN ,a

)
⊗Na. (8.17b)

Considering linear elasticity

Clin
NN ,a = (λ+ µ)Na ⊗Na + µI, (8.18a)

= (λ+ 2µ)Na ⊗Na + µt1 ⊗ t1 + µt2 ⊗ t2, (8.18b)

171



8.3. PARTICLE SPLIT 172

and therefore [
Clin
NN ,a

]−1
=

1

λ+ 2µ
Na ⊗Na +

1

µ
(I −Na ⊗Na) . (8.19)

The above equations lead to

F+
a = F−a = Fa − β ⊗Na, with β =

[
Clin
NN ,a

]−1
tN ,a. (8.20)

Remark 9 Following the work of Belytschko et al. [69], a linear traction-displacement
(cohesive) law, as the one shown in figure 8.3, is imposed across the discontinuity.
The energy dissipation is chosen to match the fracture energy.

Figure 8.3: Linear cohesive model.

The displacement jump δN is defined as

δN = n · JuK = n ·
(
u+ − u−

)
. (8.21)

By considering a cohesive law involving only the normal component of the trac-
tion, the maximum normal traction τmax is defined as

τmax = n · tN = n · PN , (8.22)

while the critical crack opening δmax is given by

δmax =
2Gf

τmax

, (8.23)

with Gf being the fracture energy. Therefore, the area under the cohesive law shown
in figure 8.3 is the fracture energy.

8.3 Particle split

Once any single particle reaches a failure criterion, fracture takes place and the par-
ticle is split into two daughter particles, as presented in the previous section. When
new particles are introduced in the domain, and consequently new boundaries are
created (the fracture surface), a special treatment is required to correctly take into
account the contributions of the neighbouring particles in the SPH approximation.
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The approach adopted in this work is similar to what is done elsewhere (the
so-called visibility method [1, 61, 72]). Each of the two new particles formed after
fracture have its neighbouring list updated, respecting the main restriction that no
virtual-edge connecting a target particle to any of its neighbours can intersect the
fracture plane, the same also applies to the neighbours of the neighbouring particles
of the cracked particles. Figure 8.4 illustrates this concept. The orientation of
the cutting plane is obtained according to the failure criterion used, and it will be
discussed in the next section.

(a) (b)

(c) (d)

Figure 8.4: (a) Neighbouring particles of the cracked particle in the pre-fracture.
(b) Neighbouring particles of the cracked particle in the post-fracture. (c) and (d)
Neighbours of arbitrary particles in the vicinity of the cracked particle.

In figure 8.4a, Λb
a represents the set of neighbouring particles b belonging to the

domain of influence of the target particle a in the pre-fracture configuration. If
particle a reaches a failure threshold, it is split into two new particles a+ and a−, as
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represented in figure 8.4b. The neighbouring lists of the two new particles, as well
as of the other particles lying within the set Λb

a, need to be redefined. For example,
in figure 8.4b the target particle a+ can only receive contributions of neighbouring
particles b+, i.e., neighbouring particles lying on the + side of the crack. The same
concept applies to the target particle a−, which can only take into account the
neighbouring particles b−. Moreover, a particle b+ cannot have a particle b− as a
neighbour as this would imply the intersection of the virtual-edge connecting the
two particles with the fracture plane. Consider each of the particles B highlighted
in figures 8.4c and 8.4d, they need to be prevented of interacting with particles b∗

and vice-versa, i.e., the virtual-edge Bb∗ needs to be eliminated. Notice however
that the pair Bc∗ is not removed, because particle c∗ lies outside of the domain of
influence of the cracked particle a, i.e., particle c∗ was not a neighbour of particle a
and, in the present approach, the fracture region is limited to the cracked particle
and its immediate neighbours.

Once fracture takes place, in order to define the neighbouring particles of a+

and a− one can compute the dot product (xb − xa) ·n and classify in which side of
the surface particle b lies. On the other hand, to check if any two specific particles,
say particle b1 and particle b2, fall on opposite sides of a crack surface centred at a,
a possible approach is to find the intersection between the virtual-edge connecting
the two particles and the cutting plane. This verification is done as soon as a new
fracture surface is introduced, for all particles within the compact support of the
cracked particle.

The intersection point is given as

xint (sint) = xb1 + sint (xb2 − xb1) , (8.24)

where the intersection parameter sint is computed as

sint =
−na · (xb1 − xa)
na · (xb2 − xb1)

. (8.25)

If 0 ≤ sint ≤ 1 the virtual-edge intersects the fracture plane. Notice that, in
this approach the fracture plane cuts through the entire domain of influence of
particle a. However, if desired, the fracture plane can be delimited by introducing
an additional intersection criterion ‖xint − xa‖ ≤ αra. In this case, ra is the radius
of a circle delimiting the fracture plane, computed as ra = maxb∈Λba

(‖xb − xa‖), and
α is a scale factor.

Notice that once a particle has its list of neighbouring particles modified, a new
smoothing length needs to be computed before corrected kernels and gradients are
recomputed. The procedure is the same as the one performed for any (non-cracked)
particle in the initial configuration, i.e., the distance between the target particle and
its most distant neighbour, together with the smoothing factor fh, will determine the
new smoothing length (see equations 4.20 and 4.28 in chapter 4). The particle split
discussed in this section is driven by the physics of the fracture phenomenon. The
only purpose of splitting a particle in this formulation is to represent the fracture
resorting to as few abstractions as possible (in contrast to enriched formulations
[57, 59] or phase-field approaches[114]). The particle is split into two new particles.
Conservation of mass, linear momentum and total energy are imposed. Even though
not explored in this work, particle splits (refinements) such as those performed in
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[115] or [61], could be performed prior to fracture, aiming at an increased accuracy
at the crack front.

In order to illustrated a practical case, consider the schematic crack evolving in
two steps, as illustrated in figure 8.5. In Step 1 particles A and B are cracked and
need to be split. The pre-fracture and the post-fracture neighbouring particles for A
and B are shown in figure 8.6. In Step 2, another two particles (C and D) are also
cracked, their neighbouring particles are highlighted in the pre and post-fracture
in figure 8.7. Notice that once a particle is cracked, it is split into two daughter
particles and each of these two new particles have their list of neighbours updated
such that no virtual-edge intersects the fracture surface.

Step 1 Step 2

Figure 8.5: Sequence of time steps with cracked particles.

8.4 Failure criteria

8.4.1 Maximum principal stress criterion

For brittle fracture problems, the maximum principal stress criterion is considered
to be valid [116]. This criterion can be represented as

f =
〈σmax〉
σ0

max

, (8.26)

where σ0
max is a material parameter that defines the maximum allowable principal

stress and the Macaulay bracket is used to imply that a purely compressive stress
state does not initiate the fracture, i.e., 〈σmax〉 = 0 if σmax < 0 and 〈σmax〉 = σmax,
where σmax = max (σ1, σ2, σ3), with σ1,2,3 being the principal stresses. Fracture is
assumed to initiate when f ≥ 1.

When the maximum principal stress criterion is used, the newly formed crack
is always orthogonal to the maximum principal stress direction when the fracture
criterion is satisfied.

A single particle is assumed to have a spherical shape, and therefore its volume
satisfies V = 4

3
πr3. With this assumption, the area of the fracture surface of a
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particle is given as Af = 3V
4r

, where the radius r =
(

3V
4π

) 1
3 delimits the local fracture

surface.

8.5 Conclusion

This chapter presented a new dynamic fracture formulation that further extends the
capabilities of the SPH framework developed in this work. A crack was represented
as a set of contiguous cracked particles. A particle that achieved a failure criterion
was split into two particles and the post-fracture velocities and deformation gradients
were derived satisfying conservation of mass, linear momentum and total energy.
An algorithm based on visibility methods was developed to split the SPH compact
support without incurring in new particle searches. A standard cohesive law was
imposed across the discontinuity in such a way that the dissipation matched the
fracture energy.
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Pre-fracture A Post-fracture A+ Post-fracture A−

Pre-fracture B Post-fracture B+ Post-fracture B−

Figure 8.6: Domain of influence of cracked particles in step 1. First and second rows
show different views of particle A and its neighbours in the pre and post-fracture.
Third and fourth rows show the same for particle B.
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Pre-fracture C Post-fracture C+ Post-fracture C−

Pre-fracture D Post-fracture D+ Post-fracture D−

Figure 8.7: Domain of influence of cracked particles in step 2. First and second rows
show different views of particle C and its neighbours in the pre and post-fracture.
Third and fourth rows show the same for particle D.
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Chapter 9

Fracture mechanics numerical
examples

9.1 Introduction

In this chapter, in continuation of the numerical examples presented so far, the po-
tential of the formulation for applications in dynamic fracture is explored in classic
2D test cases. The obtained results are only briefly assessed aiming at checking the
global behaviour of the formulation in dynamic fracture scenarios. Further investi-
gations involving comparisons against experimental data (necessary for validation)
were not carried out at this stage.

9.2 Mode-I dynamic fracture

This example illustrates the prediction of dynamic crack propagation in a plate, with
an initiated crack, subjected to a tensile load. The objective is to test the particle
splitting capability in a simple scenario and verify the behaviour of the algorithm
with respect to the evolution of stresses and pressures as the crack propagates. The
model presented herein consists of a two-dimensional (plane strain) rectangular plate
with a length of L = 0.2286m and width W = 0.3048m, the main characteristics
of the model are illustrated in figure 9.1. Only half the domain is represented and
appropriate symmetry conditions are applied. Notice in figure 9.1 that an initial
crack with length 0.038m is introduced at the middle of the plate (half crack length
appears in the figure). The tensile symmetric loading induces a mode I fracture in
the specimen. Equal and opposite velocity boundary conditions were imposed in
the horizontal (X) direction of the particles located at both ends of the plate:

V (t) =

 V0t
tramp

tramp ≥ t,

V0 otherwise.
(9.1)

with V0 = ±0.06m
s

and tramp = 1.96 × 10−4s. A fixed αCFL = 0.9 was used for the
simulations.

The particle distribution is uniform and a tributary volume distribution was used.
One model (M1), containing 5741 particles, was studied. Notice that in the initial
crack region (red line highlighted in figure 9.1) two particles occupy the same position
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Figure 9.1: Mode I Crack propagation: tensile plate.

and do not interact with each other, representing a pre-existing discontinuity in the
domain.

Initial density ρ0 = 2400 kg
m3 , Young’s modulus E = 31.37× 109 N

m2 and Poisson’s
ratio ν = 0.2 were adopted as the material parameters for a nearly incompressible
neo-Hookean constitutive model. The maximum principal stress failure criterion is
used and the maximum allowable principal stress is σmax

0 = 10.45×106 N
m2 . Once the

failure criterion is met, fracture takes place and triggers an update of the reference
configuration. Dissipation across the discontinuity (fracture energy) is not taken
into account in this example. A 2D cubic smoothing function is employed with a
factor fh = 0.8 for all the simulations.

Figure 9.2 shows results for the early stage of crack propagation and towards
the end of the simulation. For different time-steps, the maximum principal stress is
shown on the left and the corresponding fracture status (red for cracked particles
and blue for non-cracked particles) is shown on the right. Figure 9.3 shows the
magnitude of the velocity at different stages of the simulation. Finally, figures 9.4a
and 9.4b show the evolution of the Y position and the magnitude of the velocity at
the crack tip. Notice that the crack tip is identified as the non-cracked particle that
interacts with the two sides of the crack, i.e., with the two sides of the last cracked
particle.
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0.262ms

0.284ms

0.319ms

0.346ms

Figure 9.2: Mode I fracture: Maximum principal stresses on the left column and
fracture status (cracked particles in red, non-cracked in blue) on the rigth.
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Figure 9.3: Mode I fracture: Magnitude of velocity at times {0.280, 0.298, 0.306,
0.316, 0.326, 0.330, 0.338, 0.346} ms (from top to bottom and left to right).
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(a) (b)

Figure 9.4: Mode I crack propagation. (a) Y position of the crack tip. (b) Velocity
magnitude of the crack tip.
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9.3 Dynamic shear failure

This example illustrates the prediction of dynamic crack propagation in a plate,
with an edge crack, subjected to a high rate shear impact load. Two versions of this
experiment are widely studied in the literature and are known either as the Kalthoff-
Winkler experiment (double notched plate) or the Zhou–Rosakis–Ravichandran ex-
periment (single notched plate) [117]. Many authors have studied the problem in a
variety of computational fracture mechanics approaches [1, 69, 114, 117–126]. The
model presented herein consists of a double notched plate and follows the character-
istics presented in [69, 114], i.e., a two-dimensional (plane strain) rectangular plate
with a length of L = 0.200m, and width W = 0.100m, the main characteristics of
the model are illustrated in figure 9.5. Notice in figure 9.5 that an initial crack with
length 0.050m is introduced at the left edge of the plate. Only half the domain
is represented with the particles located at the bottom face subjected to symmet-
ric boundary conditions (movement constrained in the Y direction) and the lower
left part of the specimen receiving an impulse load in the horizontal (X) direction,
modelled as a prescribed velocity as:

V (t) =

 V0t
tramp

tramp ≥ t,

V0 otherwise.
(9.2)

with V0 = 16.5m
s

and tramp = 1.0 × 10−7s. A fixed αCFL = 0.9 was used for the
simulations.

Figure 9.5: Dynamic shear failure.

The particle distribution is uniform and a tributary volume distribution was
used. Two models (M1 containing 451 particles and M2 containing 1701 particles),
were studied. Notice that in the initial crack region (red line highlighted in figure
9.5) two particles occupy the same position and do not interact with each other,
representing a pre-existing discontinuity in the domain.

Initial density ρ0 = 8000 kg
m3 , Young’s modulus E = 190 × 109 N

m2 and Poisson’s
ratio ν = 0.3 were adopted as the material parameters for a nearly incompressible
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neo-Hookean constitutive model. The maximum principal stress failure criterion is
used and the maximum allowable principal stress is σmax

0 = 1.07× 109 N
m2 . Once the

failure criterion is met, fracture takes place and triggers an update of the reference
configuration. A fracture energy of 2.213 × 104 N

m
was taken into account. The

energy dissipation across the discontinuity is chosen to match the fracture energy
via a standard implementation of a cohesive law, as proposed in [69]. A 2D cubic
smoothing function is employed with a factor fh = 0.8 for all the simulations.

Figure 9.6 shows results for the simulation at the early stage of crack propaga-
tion and towards the end of the simulation. The maximum principal stress is shown
on the left and the corresponding fracture status (red for cracked particles and blue
for non-cracked particles) is shown on the right. The average crack propagation
angle is 65◦ measured with respect to the X axis, which is in perfect agreement with
the results reported in [69] and [114]. Only the pre-existing crack was allowed to
propagate in this model, and crack branching was not permitted. Further investiga-
tions into this and other dynamic fracture examples are under preparation and will
appear in future author’s publications.
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30.0µs

36.3µs

48.0µs

85.2µs

Figure 9.6: Dynamic shear failure Model M1: Maximum principal stresses on the
left column and fracture status (cracked particles in red, non-cracked in blue) on
the rigth.
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26.7µs

36.0µs

46.5µs

76.5µs

Figure 9.7: Dynamic shear failure Model M2: Maximum principal stresses on the
left column and fracture status (cracked particles in red, non-cracked in blue) on
the rigth.
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9.4 Mixed-mode dynamic fracture

This example illustrates the prediction of dynamic crack propagation in a beam
with an offset edge crack subjected to an impact load. Experimental data for this
classic benchmark problem is available in [127], many authors have studied the same
problem in computational mechanics ([1, 119, 122, 124, 125, 128–130]). The model
presented herein consists of a two-dimensional (plane strain) rectangular beam with
a length of L = 0.2286m and width W = 0.0762m, the main characteristics of
the model are illustrated in figure 9.8. The distance between supports is 0.2032m.
Regarding the boundary conditions, a particle located at 0.0127m from the left
edge had its X and Y movements restricted (pinned) throughout the simulation.
From the other side, i.e., the particle located at 0.0127m from the right edge of the
beam, had its movement in the Y direction restricted (roller). Notice in figure 9.8
that an initial crack with length 0.019m is introduced with an offset of 0.06604m
measured from the midspan of the beam. This induces a mixed mode fracture in the
specimen. To simulate the impact load, a velocity boundary condition was imposed
in the vertical (Y ) direction of the top particles located at the midspan:

V (t) =

 V0t
tramp

tramp ≥ t,

V0 otherwise.
(9.3)

with V0 = 0.06m
s

and tramp = 1.96× 10−4s. A fixed αCFL = 0.9 was used for the
simulations.

Figure 9.8: Crack propagation: Beam under impact load.

The particle distribution is non-uniform and a tributary volume distribution
was used. The regions surrounding the initial crack, as well as the region of crack
propagation, is refined. Only one model refinement (M1) containing 9465 particles
was studied. Notice that in the initial crack region (red line highlighted in figure
9.8) two particles occupy the same position and do not interact with each other,
representing a pre-existing discontinuity in the domain.
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Initial density ρ0 = 2400 kg
m3 , Young’s modulus E = 31.37× 109 N

m2 and Poisson’s
ratio ν = 0.2 were adopted as the material parameters for a nearly incompressible
neo-Hookean constitutive model. The maximum principal stress failure criterion is
used and the maximum allowable principal stress is σmax

0 = 10.45 × 106 N
m2 . Once

the failure criterion is met, fracture takes place and triggers an update of the ref-
erence configuration. A fracture energy of 19.58 N

m
was taken into account. The

energy dissipation across the discontinuity is chosen to match the fracture energy
via a standard implementation of a cohesive law, as proposed in [69]. A 2D cubic
smoothing function is employed with a factor fh = 0.8 for all the simulations.

Figure 9.9 shows results for the simulation at the early stage of crack propagation
and towards the end of the simulation. The maximum principal stress is shown on
the left and the corresponding fracture status (red for cracked particles and blue for
non-cracked particles) is shown on the right. The crack propagates (initially) at an
angle of 63◦ measured with respect to the X axis. Figure 9.10 shows similar results,
but with a zoom in the crack tip region and with the colour legend set to half of
the maximum allowable principal stress, so that it is easier to visualise the stress
distribution around the crack tip.

0.6ms

0.63ms

0.66ms

1.0ms

Figure 9.9: Mixed-mode dynamic fracture: Maximum principal stresses on the left
column and fracture status (cracked particles in red, non-cracked in blue) on the
rigth.
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0.6ms 0.63ms

0.66ms 1.0ms

Figure 9.10: Mixed-mode dynamic fracture: Maximum principal stresses around the
crack tip. Colour legend set to half of maximum allowable principal stress σmax

0 to
ease visualisation.

These preliminary results show that the framework is suitable for mixed-mode
dynamic fracture scenarios. The crack pattern, as well as the initial propagation
angle of 63◦ are in good agreement with results available in the literature.
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Conclusions
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Chapter 10

Concluding Remarks

10.1 Conclusions

In this work, a new updated reference Lagrangian Smooth Particle Hydrodynamics
algorithm for the analysis of large deformation elasticity and elasto-plasticity has
been presented. Isothermal and thermally-coupled cases were considered. The new
stabilised updated reference Lagrangian SPH framework is aimed to be a robust
alternative tool for computer simulations in fast solid dynamics problems, prepared
for the endeavour of handling problems with topological changes such as dynamic
fracture. The Smooth Particle Hydrodynamics method is not new. Even the first
applications to the context of solids and structures, which came much later, are
no less than thirty years old. Therefore, an enormous amount of enhancements to
the original technique have already been made. Some of these contributions were
cited in this work, but by no means in an exhaustive manner. The purpose of the
following paragraphs is to put together several observations about the main features
that make the formulation proposed in this work unique and advantageous.

To start with, the motivation for developing an updated Lagrangian formula-
tion came from the interest in realistic simulation of problems involving topological
changes, namely dynamic fracture. The initial undeformed configuration of a body
does not know anything about the new boundaries that will be formed when a
crack propagates. The most natural and realistic manner to take this into account,
is to look at the current configuration, where the crack actually exists. Updated
Lagrangian formulations serve to this purpose, i.e., to use the information of the
current configuration in the computations.

However, to work on the current configuration all the time (purely updated
Lagrangian formulation) is computationally expensive. The possibility of updating
the reference configuration only when required is appealing and was proposed for a
displacement-based formulation in [24]. In the context of SPH, an update would be
required, for example, when fracture or self contact or adaptive particle refinements
take place. That is, any physically or numerically motivated event that requires a
modification in the SPH compact support (by adding/subtracting particles to/from
it) implies in the need of an update. An appropriate multiplicative decomposition of
the conservation variables made in this work has resulted into an amenable mixed set
of conservation equations which can be degenerated into a total Lagrangian system
or into a purely updated Lagrangian system. This means that, in the proposed
method, updates can be performed only when desired and this can be, for example,
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when a particle in the model is split (fracture). This feature was explored in several
examples, including all test cases from chapter 9, where updates were triggered by
fracture (particle split), but also in the bending column (6.2.2) and necking bar
(6.3.2) examples, where the frequency of the updates was arbitrarily chosen.

In this work, the motion of a solid body was described by a mixed-based set
of first order conservation laws. Namely, the equation of conservation of linear
momentum and three geometric conservation laws (for the deformation gradient, its
cofactor and its determinant). In a thermal context, the system is supplemented
with the conservation equation of the total energy. This system of equations was
explored before [27, 76], but never in an updated reference Lagrangian context.
Out of the three geometric conservation laws, only the conservation law for the
deformation gradient is strictly necessary, ensuring that strains and displacements
converge with the same accuracy. The other two geometric conservation laws are
optional and add flexibility to the scheme, allowing for example applications in the
nearly incompressible regime. In the twisting column example (6.2.2) the Poisson’s
ratio was increased up to 0.4995 and no pressure instabilities were observed. Even
though incompressibility is also present in the elasto-plastic numerical examples, the
extra conservation laws are not necessary since the physical plastic dissipation by
itself avoids the development of pressure instabilities.

The structure of the system of first-order conservation laws allowed the devel-
opment of one of the most remarkable features of the framework: the upwinding
Riemann-based stabilisation algorithm. This stabilisation technique was actually al-
ready used in the Total Lagrangian formulation of [27] and their outstanding results
motivated the present work. Here, consistent and locally conservative stabilisation
was derived in terms of the newly introduced incremental conservation variables and
their work conjugates. The stabilisation tensors were derived in terms of physical
pressure and shear wave speeds, requiring no artificial stabilisation parameters. A
kernel-based linear reconstruction of the neighbouring states of the Riemann values
was proposed to guarantee second order accuracy in space. With no exceptions, all
the numerical examples presented in this work demonstrated the robustness of the
stabilisation technique. From the simple bending column (6.2.2) with few or sev-
eral updates of the reference configuration, through the challenging extremely large
deformation of the twisting column (6.2.2) and punch tests (6.2.3,7.3), to the com-
plex formation of shear bands in elasto-plasticity (6.3.3), the numerical dissipation
was shown to be consistently added to the system in the correct amount to avoid
instabilities, without adversely affecting the solution.

The higher accuracy resulting from the mixed-based formulation, combined with
the fact that kernels and gradients of kernels were corrected to satisfy constant and
linear completeness, permitted the use of coarser particle distributions, still main-
taining good resolution of the results. Moreover, only a small number of particles
per compact support were needed. In general, a particle in a standard 3D model will
have between 8 (corner particle) and 27 (centre particle) neighbours. Since the SPH
approximation requires looping over neighbouring particles, the less neighbours, the
faster the algorithm will be. Another aspect of this work, is that in the simulation of
solids, even for a truly updated Lagrangian formulation, there is no need to perform
new searches of neighbouring particles unless a topological change took place. That
is, the fact that the computational domain is deformed, does not imply that the list
of neighbouring particles needs to be changed.
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There should be no impediment for performing updates, and therefore recom-
puting kernels and gradients, in the deformed configuration while keeping the same
original list of neighbours. Actually, performing new searches using standard spher-
ical compact supports in deformed solids discretised with coarse particle distribu-
tions would potentially lead to inaccuracies. In particular, in the case of anisotropic
changes in volume, a large number of particles could be present in one direction,
while few or none particles would be found in other directions, leading to poor ap-
proximations. Keeping the original neighbours fixed in such scenario would result in
a similar problem, i.e., the particles could be very far from each other in one direc-
tion, and very close in other, leading to potential discrepancies in the computation
of gradients. To be able to keep the list of neighbours unchanged and still recompute
kernels and gradients in deformed configurations maintaining good resolution, four
different ways of combining anisotropic compact supports with SPH corrections were
proposed in this work. The four options were shown to perform equally well across
the variety of test cases performed. However, it is worth noticing that only two of
these proposals are capable of handling topological changes, if they take place.

In this work a variety of constitutive models well-known from the literature were
applied in both isothermal and thermal contexts. In elasticity a nearly-incompressible
neo-Hookean model was considered. For elasto-plasticity a classic implementation
of a Hencky-based von Mises model was chosen and applied with linear, nonlinear
and also with the Johnson-Cook hardening laws. In the thermal context, the models
were enhanced with the Mie-Grüneisen equation of state, allowing the coupling be-
tween pressure and temperature. It is worth noticing that the temperature update
was possible thanks to the introduction of the conservation law for the total energy.
Even though no special adaptations were made in the stabilisation algorithm for
thermal scenarios, it is worth pointing out that the thermal examples were solved
extremely well. When thermal shock was involved, such as in the thermal L-shaped
block (7.2) it was observed that even though the pressure was well computed for
coarse models, they did not perform so well from a thermal perspective. However,
successive model refinements showed that the formulation can handle such problems
if proper particle distributions are used. Moreover, the same problem when set-up
without the thermal shock faced no difficulties even with the coarsest model (figure
7.10b).

Time integration is a vast research field and it was far from the scope of this
project to go in such direction. Therefore, a well established [94] three-stage Runge-
Kutta time integration method was implemented, resulting in values of the CFL
stability restriction close to one. The use of such time integrator represents an im-
provement for this type of mixed-based SPH formulation. Previous works [27, 76]
based on the same set of first order conservation laws employed a two-stage Runge-
Kutta time integrator, having their CFL number restricted to 0.3. Moreover, the
implementation of the new time integrator also implied in developing a new compat-
ible angular momentum preserving algorithm, a capability that was demonstrated in
the L-shaped block example, in both isothermal (6.2.4) and thermal (7.2) contexts.
The computation of stable time increments as implemented in this work relies on the
current deformed configuration (equation 5.40), a fact that may lead to very small
time increments in advanced stages of the deformation process if the particle spacing
gets very small. The proposed formulation also has the capability of working with
non-uniform initial particle distributions, such as the ones used for the necking bar
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(6.3.2) and strain localisation (6.3.3) examples. However, it must be noticed that
this local refinement will also affect the size of the stable time increment.

Dynamic fracture is a complex not well understood phenomenon and computa-
tional dynamic fracture is relatively new. The formulation proposed in this work
has a minimum level of abstractions and is established upon simple concepts. The
objectives were to gain an initial understanding of this phenomenon and to evaluate
the applicability of the proposed formulation to this context. The spark for fracture
was chosen to be based on the maximum principal stresses, i.e., once the tensile
maximum principal stress at a particle achieves a material dependent threshold,
fracture takes place. This verification was performed locally per particle, meaning
that the maximum principal stress of each particle was verified against the failure
criterion. If a particle violated the criterion, it was split into two particles and
the orientation of the fracture surface was given by the corresponding maximum
principal direction. This is a very natural way of thinking about fracture, once the
material cannot resist the applied stresses, it physically breaks.

With two new particles being created in the model, post-fracture velocities and
deformation gradients had to be computed locally, and this was done ensuring satis-
faction of conservation of mass, linear momentum and total energy. It was assumed
that the fracture surface cuts through the entire compact support of the split par-
ticle. Therefore, a special treatment based on visibility methods was needed to
take this into account. However, even for this case no new searches of neighbouring
particles were needed, the approach taken in this work consisted of eliminating the
interaction between particles that violated the visibility criterion. This process is
purely geometric and independent of the formulation. Given a cloud of particles
that interact with each other within a compact support and a surface of arbitrary
orientation that cuts this compact support in two parts, the task was to find the
pairs of particles that, if connected, would cross the surface. These particles must be
prevented of interacting, i.e., they must be removed from each other’s lists of neigh-
bours. However, this is by no means of trivial implementation when 3D non-uniform
particle distributions are considered in scenarios of complex dynamic fracture with
fracture surfaces appearing anywhere in any orientation. The methodology pro-
posed in this work was well suited to handle the 2D examples performed herein and
can potentially be expanded for 3D applications. However, this was beyond the
objectives of this work.

The entire framework presented in this thesis was implemented in MATLAB
R2018b. All the examples presented were simulated using such implementation.
Evidently, a MATLAB code created during PhD studies has no intentions of com-
peting in computational performance. However, it is worth pointing out that the
formulation imposes no limitations in terms of the size of the model (number of par-
ticles) or complexity of the simulated geometries. A fairly large model (around 170k
particles) of the punch block was simulated (7.3) and its geometry is notably more
complex than that of the other benchmarks studied. All examples were extensively
detailed with the purpose of demonstrating the potential of the framework and also
allowing reproduction by future readers. Great attention was given in reporting
energies and strictly monitoring the numerical dissipation on each model. Many
other quantities such as stresses, strains, pressure, etc. were reported too. This is
of fundamental importance in order to demonstrate the consistency of the scheme.
All the results obtained with this framework were very robust, correlated well with
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previously published results when available and were physically sound according to
the hypothesis assumed for each case.

10.2 Recommendations for further research

As suggestions of continuation of this work, the following topics are strongly encour-
aged:

• Exploring the framework further in thermo-mechanical applications, in par-
ticular in the context of elasto-plastic and visco-plastic constitutive models.
This topic was only briefly explored in this work. Nevertheless, due to its out-
standing stability properties, the formulation is expected to perform extremely
well in the case of thermally-coupled problems, from both the continuum and
numerical standpoints. Applications in manufacturing processes such as hot
forming, hot machining and friction welding would potentially benefit of the
advantages of a meshless method, due to the extremely large level of defor-
mations involved in these processes. Moreover, complex phenomena such as
material removal (separation) and melting are involved in the later two. There-
fore, an updated Lagrangian formulation would be required. The fundamental
ingredients for moving in such direction were developed in this work, i.e., the
updated Lagrangian formulation with thermal and fracture capabilities. The
Johnson-Cook model included in the framework would be adequate for such
applications. However, computational contact mechanics was not approached
in this work and would be necessary for those applications.

• Developing the framework further for more complex applications in dynamic
fracture. Firstly, from the point of view of the particle splitting algorithm,
which may be extended to the context of 3D applications and also include
adaptive local particle refinement for the fracture region. This would open-up
a broader range of possible applications, including fragmentation, and also
enhance the robustness of the method by ensuring that a sufficient number of
neighbouring particles is always available for the cracked particles. A ground-
breaking research topic would be one involving the developments made in
this work and Fluid Structure Interaction (FSI). A vast spectrum of applica-
tions would be available, with shock-wave induced fracture and fragmentation
probably being one of great interest. Evidently military applications would be
interesting, but medical sciences is also appealing, the problem of comminu-
tion of kidney stones in extracorporeal shock-wave lithotripsy could be better
understood via such numerical simulations. The essential ingredients from the
solid standpoint were developed in this work, but the topic of fluids and a
possible interaction was not considered.

• Implementing the formulation in an optimised SPH environment, such as
SPHysics [92, 131] or DualSPHysics [132]. This would certainly open-up a
wider range of applications taking advantage of the latest technology in multi-
threading, parallel computing and possibly graphics processing units (GPU)
acceleration.
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Appendix A

Mathematical foundations

A.1 Introduction

This appendix summarises the mathematical concepts used throughout this work.
For general purposes, let u, v and x denote arbitrary vectors in the three di-

mensional Euclidean space

u =


u1

u2

u3

 , v =


v1

v2

v3

 , x =


x1

x2

x3

 . (A.1)

In addition, let P and S be second-order tensors, which can be arranged in the
form of 3× 3 matrices as

P =


P11 P12 P13

P21 P22 P23

P31 P32 P33

 , S =


S11 S12 S13

S21 S22 S23

S31 S32 S33

 . (A.2)

The same for the second-order tensors A, B and C.

A.2 Scalar, cross and tensor products

The geometric definition of the scalar (or inner) product of two vectors in the three
dimensional Euclidean space is

u · v = ‖u‖‖v‖ cos θ, (A.3)

where θ is the angle between u and v. The inner product can be expressed using
index notation as

u · v = uivi. (A.4)

A geometric definition can also be provided for the cross (or vector) product of
two vectors as

u× v = ‖u‖‖v‖ sin θn, (A.5)
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where θ is the angle between u and v and n is a unit vector perpendicular to the
plane containing u and v. Alternatively, the cross product can be expressed as the
following determinant

u× v =

∣∣∣∣∣∣∣∣∣
e1 e2 e3

u1 u2 u3

v1 v2 v3

∣∣∣∣∣∣∣∣∣ , (A.6)

where e1, e2 and e3 denote three unit base vectors.
The components of the cross product can be expressed using index notation as

(u× v)i = εijkujvk, (A.7)

where εijk is the permutation tensor, defined as

εijk =


1 i,j,k = 1,2,3; 2,3,1 or 3,1,2

-1 i,j,k = 3,2,1; 2,1,3 or 1,3,2

0 otherwise (any repeated index)

(A.8)

Note that the permutation tensor applied to a vector u gives the skew-symmetric
of u as

Ũ = skew (u) =


0 −u3 u2

u3 0 −u1

−u2 u1 0

 . (A.9)

Therefore, the cross product can be rewritten using the skew-symmetric operator
as

u× v = Ũv = −Ṽ u, (A.10)

where Ũ = skew (u) and Ṽ = skew (v).
The tensor product of two vectors u and v is defined as

u⊗ v = uvT . (A.11)

The components of the tensor product can be expressed using index notation as

(u⊗ v)ij = uivj. (A.12)

Analogous to the scalar product of two vectors, the double contraction ( : ) of
two second order tensors is defined as

A : B = AijBij. (A.13)

The trace of a second order tensor is well defined by

trS = Sii, (A.14)
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and satisfies:
tr(u⊗ v) = u · v. (A.15)

In this work, the tensor cross product is also used. This operation was first
introduced in the context of continuum mechanics by Bonet et al. [48] and further
explained in [49]. The tensor cross product between a vector v and a second order
tensor S is defined, in components, as

(v S)ij = εiklvkSlj. (A.16)

This operation replaces each column of S by the cross product between v and
each original column of S.

On the other hand, the tensor cross product between a second order tensor S
and a vector v is defined, in components, as

(S v)ij = εjklSikvl. (A.17)

This operation replaces each row of S by the cross product between each original
row of S and v.

Finally, the tensor cross product between two second order tensors S and P is
defined, in components, as

(S P )ij = εiklεjmnSkmPln. (A.18)

A.3 Gradient, divergence and curl operators

Consider a scalar function f (x), the change in f in the direction of an arbitrary
incremental vector u at a point x0 is called the gradient of f at x0 and is defined as

∇f (x0) · u = Df (x0) [u] , (A.19)

where Df (x0) [u] is the directional derivative of f (x) at x0 in the direction of u,
which is defined as

Df (x0) [u] =
d

dε

∣∣∣∣
ε=0

(f (x0 + εu)). (A.20)

Note that ε in equation A.20 is an artificial parameter used to perform the deriva-
tive. The components of the gradient of f are the partial derivatives of function f
in each spatial direction, i.e., they are given by

(gradf)i = (∇f)i =
∂f

∂xi
. (A.21)

For a vector field f , the gradient at a point x0 can be defined in terms of the
directional derivative as

∇f (x0)u = Df (x0) [u] . (A.22)

The components of the gradient of f are simply the partial derivatives of the
vector components, given by

(gradf)ij = (∇f)ij =
∂fi
∂xj

. (A.23)
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Similarly, the gradient can be defined for a second order tensor S as

∇S (x0)u = DS (x0) [u] , (A.24)

with the components of the third-order tensor ∇S (x0) given by

(∇S)ijk =
∂Sij
∂xk

. (A.25)

The divergence of a vector field f is defined as the scalar given by the trace of
the gradient of that vector field

divf = tr∇f =
∂fi
∂xi

. (A.26)

The divergence of a second order tensor S is given by

(divS)i = (∇S : I)i =
∂Sij
∂xj

. (A.27)

The curl of a vector field f is defined as

(curlf)i = εijk
∂fk
∂xj

. (A.28)

Finally, the curl of a second order tensor S is given by

(curlS)ij = εjkl
∂Sil
∂xk

. (A.29)

A.4 Further useful properties and definitions

Some properties of the scalar product are

u · v = v · u, (A.30a)

u · (v + x) = u · v + u · x, (A.30b)

u · v = uTv = vTu. (A.30c)

Some properties of the cross product are

u× v = −v × u, (A.31a)

x× (u+ v) = x× u+ x× v, (A.31b)

x× (u× v) = u (x · v)− v (x · u) . (A.31c)

The combination of a cross product and a dot product is called scalar triple
product and has the following property

x · (u× v) = u · (v × x) = v · (x× u). (A.32)
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Some properties of the tensor product are

(u⊗ v)x = (x · v)u, (A.33a)

(u⊗ v)T = (v ⊗ u) , (A.33b)

(S ⊗ v)u = (u · v)S, (A.33c)

(u⊗ v)S =
(
u⊗ STv

)
, (A.33d)

(v ⊗ S)u = v ⊗ (Su). (A.33e)

Some properties of the double contraction are

A : B = tr
(
ATB

)
= tr

(
BAT

)
= tr

(
BTA

)
= tr

(
ABT

)
, (A.34a)

S : (u⊗ v) = u · Sv. (A.34b)

The transpose of a tensor S is defined as the tensor ST , which for any two vectors
u and v satisfies

u · Sv = v · STu. (A.35)

Therefore, it follows that

(S + P )T = ST + P T , (A.36a)

(SP )T = P TST , (A.36b)(
ST
)T

= S. (A.36c)

A tensor is symmetric if S = ST and skew-symmetric if S = −ST . An orthog-
onal tensor is a tensor that presents the following properties

QT = Q−1, (A.37a)

QTQ = I, (A.37b)

where I is the identity tensor.
Some properties of the tensor cross product are

(v S)x = v × (Sx), (A.38a)

(S v)x = S (v × x) , (A.38b)

v · (S P )x = (v S) : (P x), (A.38c)

(A B : C) = (B C : A) = (A C : B) , (A.38d)

(A1B) (A2B) = (A1 A2) cofB. (A.38e)

Note that cofB in equation A.38e is the cofactor matrix of B, usually defined as

(cofB)ij = (−1)i+jMij, (A.39)

where Mij is the reduced determinant formed by omitting ith row and jth column
of B.
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Some properties of the gradient and divergence are

∇ (fv) = f∇v + v ⊗∇f, (A.40a)

div (fv) = f (divv) + v ·∇f, (A.40b)

div
(
STv

)
= S : ∇v + v · (divS), (A.40c)

div(u⊗ v) = u (divv) + (∇u)v. (A.40d)

A.5 Divergence theorem

Also known as Gauss’s theorem, the divergence theorem states that∫
ΩV

(divS) dV =

∫
∂ΩV

(SN) dA, (A.41)

where the left side is a volume integral over the volume V and the right side is the
surface integral over the boundary of V . N is the outward pointing unit normal
vector of the boundary ∂ΩV .
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Appendix B

Fundamentals of nonlinear solid
mechanics

B.1 Introduction

This appendix summarises the fundamental concepts of nonlinear solid mechanics
used throughout this work. For a more comprehensive view of this topic, the works
by Gurtin [133] and Bonet et al. [88] are particularly recommended.

B.2 Kinematics

In figure B.1, the general motion of a three-dimensional deformable body is illus-
trated. A generic point P representing a single particle is located at its original
or initial configuration (Time = 0) by the position vector X. This particle can be
mapped into the current configuration (Time = t) by the evolution operator φ.

Figure B.1: General motion of a deformable body.

The motion is mathematically expressed by

x = φ (X, t) , (B.1)
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where the position vector x provides the current position of the particle. Therefore,
the velocity of the particle is a spatial vector, given by the time derivative of φ

v (X, t) =
∂φ (X, t)

∂t
=
∂x

∂t
. (B.2)

The velocity can be alternatively expressed as a function of x and t as

v (x, t) = v
(
φ−1 (x, t) , t

)
. (B.3)

For a fixed value of t equation B.1 represents the mapping between undeformed
and deformed bodies. Relevant quantities can be described in terms of the config-
uration before the deformation (material description) or the configuration during
deformation (spatial description).

By construction, from figure B.1 the displacement vectors u (X, t) and u (X + dX, t)
are given by

u (X, t) = x−X = φ (X, t)−X, (B.4)

and

u (X + dX, t) = (x+ dx)− (X + dX) = φ (X + dX, t)− (X + dX) . (B.5)

Keeping t fixed and taking the constant and linear terms from the Taylor’s series1

of φ (X + dX, t), in a neighbourhood of (X, t), one can show that φ (X + dX, t) ≈
φ (X, t) + ∂φ(X,t)

∂X
dX. Therefore, it is possible to rewrite B.5 as

u (X + dX, t) = φ (X, t) +
∂φ (X, t)

∂X
dX −X − dX. (B.6)

In finite deformation analysis it is possible to describe the relative spatial position
of two particles after deformation in terms of the relative material position before
deformation. For example, the single elemental spatial vector dx in figure B.1, is
written in terms of material vector dX as follows

dx = dX + u (X + dX, t)− u (X, t) . (B.7)

1Letting x = x0 +∆x and y = y0 +∆y, the multi variable Taylor series of a real function f(x, y)
is given by

f(x, y) = f(x0 + ∆x, y0 + ∆y)

= f(x0, y0) + fx(x0, y0)(x− x0) + fy(x0, y0)(y − y0)

+
1

2!
[fxx(x0, y0)(x− x0)2 + 2fxy(x0, y0)(x− x0)(y − y0) + fyy(x0, y0)(y − y0)2] + · · ·

= f(x0, y0) + fx(x0, y0)(∆x) + fy(x0, y0)(∆y)

+
1

2!
[fxx(x0, y0)(∆x)2 + 2fxy(x0, y0)(∆x)(∆y) + fyy(x0, y0)(∆y)2] + · · · .

where findex denote the partial derivatives of f with respect to index.
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Substituting B.4 and B.6 in equation B.7 gives

dx = dX + φ (X, t) +
∂φ (X, t)

∂X
dX −X − dX − φ (X, t) +X, (B.8a)

=
∂φ (X, t)

∂X
dX, (B.8b)

= F dX. (B.8c)

The definition of the deformation gradient tensor F emerges from B.8b as

F =
∂φ (X, t)

∂X
= ∇Xφ (X, t) = ∇Xφ, (B.9)

where ∇X is the gradient with respect to the initial configuration.
Equation B.9 is usually more conveniently written as

F =
∂x

∂X
=


∂x1

∂X1

∂x1

∂X2

∂x1

∂X3

∂x2

∂X1

∂x2

∂X2

∂x2

∂X3

∂x3

∂X1

∂x3

∂X2

∂x3

∂X3

 . (B.10)

Components of the deformation gradient tensor can be expressed using index
notation as

FiI =
∂xi
∂XI

; i, I = 1, 2, 3. (B.11)

The inverse of F is:

F−1 =
∂X

∂x
= ∇φ−1, (B.12)

noticing that ∇ is the gradient with respect to the current configuration.
The time derivative of the deformation gradient tensor is

Ḟ =
d

dt

(
∂φ

∂X

)
=

∂

∂X

(
∂φ

∂t

)
=

∂v

∂X
= ∇Xv, (B.13)

The velocity was defined as a spatial vector and expressed in equation B.3 as a
function of current coordinates. The derivative of v (x, t) with respect to x defines
the velocity gradient tensor l as

l = ∇v =
∂v (x, t)

∂x
=

∂v

∂X

∂X

∂x
. (B.14)

Using the relationship between the velocity vector and the time derivative of the
deformation gradient tensor allows equation B.14 to be rewritten as

l = Ḟ F−1. (B.15)

The determinant of F is denoted by Jacobian J and relates differential volumes
in initial and current configurations as

dv = JdV, (B.16)
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since a body is not allowed to penetrate itself, the only physically acceptable values
of J are J > 0.

Consider the initial and current volume elements given as

dV = dL · dA, (B.17)

dv = dl · da, (B.18)

where dL is an arbitrary vector, which after deformation changes to dl, dA = dAN
is an element of area in the initial configuration with normal N , and da = dan is
the deformed element of area, with normal n. Using B.17 and B.18 in equation B.16
and noticing that dl = F dL gives

(F dL) · da = JdL · dA. (B.19)

Multiplying both sides of equation B.19 by F−1 and using the identity A.35 gives

dL · da = F−1JdL · dA, (B.20a)

dL · da = dL · JF−TdA, (B.20b)

da = JF−TdA, (B.20c)

nda = JF−TNdA. (B.20d)

Equation B.20d is also known as Nanson’s formula and JF−T is often referred
to as the co-factor or adjoint tensor H . Since a change in the scalar product of two
elemental vectors involves a change in the length of each vector and a change in the
angle between them (see the geometric definition of the scalar product in section
A.1 of Appendix A), it can be used as a general measure of deformation. Let us
write the scalar product of dx1 and dx2 in the deformed configuration in terms of
the the material vectors dX1 and dX2 as

dx1 · dx2 = F dX1 · F dX2 = F dX2 · F dX1, (B.21a)

= dX1 · F TF dX2, (B.21b)

= dX1 ·CdX2, (B.21c)

where C is the right Cauchy-Green deformation tensor, given by

C = F TF . (B.22)

In an alternative way, dX1 and dX2 can be obtained in terms of the spatial
vectors dx1 and dx2 as

dX1 · dX2 = F−1dx1 · F−1dx2 = F−1dx2 · F−1dx1, (B.23a)

= dx1 · F−TF−1dx2, (B.23b)

= dx1 · b−1dx2, (B.23c)

where b is the left Cauchy-Green or Finger tensor, given by
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b = FF T . (B.24)

The Lagrangian or Green strain tensor E can now be defined as the change in
scalar product in terms of material vectors

1

2
(dx1 · dx2 − dX1 · dX2) =

1

2
(dX1 ·CdX2 − dX1 · IdX2) , (B.25a)

=
1

2
(dX1 · (C − I) dX2) , (B.25b)

= dX1 ·EdX2, (B.25c)

with

E =
1

2
(C − I) . (B.26)

Alternatively, the Eulerian or Almansi strain tensor e is given in terms of spatial
vectors by

1

2
(dx1 · dx2 − dX1 · dX2) =

1

2

(
dx1 · Idx2 − dx1 · b−1dx2

)
, (B.27a)

=
1

2

(
dx1 ·

(
I − b−1

)
dx2

)
, (B.27b)

= dx1 · edx2, (B.27c)

with

e =
1

2

(
I − b−1

)
. (B.28)

Therefore, one can see that

e = F−TEF−1, (B.29)

E = F TeF . (B.30)

The current rate of change of the scalar product in terms of initial elemental
vectors can be obtained computing the time derivative of E, which is known as
Green-Lagrange strain rate tensor and is expressed in terms of F as

Ė =
1

2
Ċ =

1

2

(
Ḟ TF + F T Ḟ

)
. (B.31)

Another important quantity is the rate of deformation tensor d, given by

d = F−T ĖF−1, (B.32)

which can also be written in terms of the velocity gradient as

d =
1

2

(
l + lT

)
. (B.33)

Because detF = J > 0, it can be shown that there exist two positive-definite
symmetric tensors U and V and an orthogonal tensor R, such that
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F = RU = V R, (B.34)

U and V are known, respectively, as the material and the spatial stretch tensors
and R is a rotation tensor. The products in equation B.34 represent the polar
decomposition of F .

By using B.34 in B.8c, the current elemental vector dx can be written as

dx = RUdX, (B.35)

or

dx = V RdX. (B.36)

Expressions B.35 and B.36 allow us to think about the deformation process in two
stages, the stretching followed by a rotation or a rotation followed by the stretching.

The stretch tensor U can be defined in terms of the right Cauchy-Green tensor
C using the fact that R is orthogonal (see property A.37b in Appendix A) as

F = RU , (B.37a)

F T = UTRT , (B.37b)

F TF = UTRTRU , (B.37c)

C = UTU . (B.37d)

Following the same approach, V can be written in terms of the left Cauchy-Green
or Finger tensor b as

F = V R, (B.38a)

F T = RTV T , (B.38b)

FF T = V RRTV T , (B.38c)

b = V V T . (B.38d)

The right Cauchy-Green tensor has the following spectral decomposition

C =
3∑
i=1

λ2
iNi ⊗Ni, (B.39)

where λ2
1, λ2

2 and λ2
3 are the eigenvalues of C and N1, N2 and N3 are the cor-

responding eigenvectors, representing the principal directions of C. Substituting
B.37d in B.39 and choosing U to be a symmetric tensor, results in

U =
3∑
i=1

λiNi ⊗Ni. (B.40)

In a similar manner, the principal directions of b are given by the eigenvalues

λ
2

1, λ
2

2 and λ
2

3 and the corresponding eigenvectors n1, n2 and n3, which allows V to
be written as
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V =
3∑
i=1

λini ⊗ ni. (B.41)

From equation B.34 it is possible to write

V = RURT , (B.42)

and by substituting equation B.40 for U in this expression gives

V = R

(
3∑
i=1

λiNi ⊗Ni

)
RT , (B.43a)

=
3∑
i=1

λi(RNi)⊗ (RNi). (B.43b)

Comparing B.43b with B.41 shows that

λi = λi, (B.44)

ni = RNi. (B.45)

Finally, substituting equation B.40 for U in B.34 and using B.44 and B.45 gives
the deformation gradient in terms of the principal stretches and principal directions
as

F = RU , (B.46a)

= R

(
3∑
i=1

λiNi ⊗Ni

)
, (B.46b)

=
3∑
i=1

λi(RNi)⊗Ni, (B.46c)

=
3∑
i=1

λini ⊗Ni. (B.46d)

B.3 Stress and equilibrium

Consider a general deformable body subjected to forces acting on its surface and
suppose the body is cut by a fictitious plane Q, as shown in figure B.2. In addition,
consider the element of area da normal to n and the resultant force dp acting on
this area.

The concept of stress at a point is obtained by letting da become infinitesimal.
The limiting ratio of dp/da as da goes to zero defines the traction (or stress) vector t
corresponding to the normal n as

t (n) = lim
da→0

dp

da
, (B.47)
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Figure B.2: The traction vector.

where the relationship between t and n must satisfy the principle of action and
reaction, which is expressed in this case as

t (−n) = −t (n) . (B.48)

Similarly, the limiting ratios of dpn/da and dps/da, as da goes to zero, define the
normal stress vector σn and the shear stress vector σs at a point as

σn = lim
da→0

dpn
da

, (B.49)

σs = lim
da→0

dps
da

. (B.50)

Therefore, the following relationships can be written

t = σn + σs, (B.51)

σn = (t · n)n, (B.52)

σs = t− σn. (B.53)

Let us define a stress tensor σ as

σ =
3∑

i,j=1

σijei ⊗ ej, (B.54)

σ is known as the Cauchy stress tensor, which relates the normal vector n to the
traction vector t as

t (n) = σn =
3∑

i,j=1

σij (ej · n) ei =
3∑

i,j=1

σij (ei ⊗ ej)n. (B.55)

In an alternative form, σ can be written as
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Figure B.3: Stress components at a point.

σ =
3∑
i=1

t (ei)⊗ ei, (B.56)

giving a physical interpretation for the columns of σ. They are formed by the
components of the traction vectors acting on the planes normal to the Cartesian
directions e1, e2 and e3 (see figure B.3). Summation of moments in figure B.3 leads
to the symmetry of the Cauchy stress tensor. Due to its symmetry

(
σ = σT

)
, σ has

three eigenvalues σi, i = 1, 2, 3 denominated principal stresses, which are normal
stresses acting on planes normal to êi, i = 1, 2, 3, i.e., normal to the eigenvectors of
σ.

In general terms, the Cauchy stresses give the current force per unit of current
(deformed) area, that is why it is often called “true-stress”. However, it can be of
practical interest to develop alternative stress representations, for example, the so
called Kirchhoff stress tensors, as follows.

Note that a relationship between the resultant force dp, the traction force per
unit of current area t and the traction force per unit of initial area t0 can be estab-
lished as

dp = tda = t0dA. (B.57)

Then, the Nanson’s formula introduced in equation B.20d, together with the
definition of t in equation B.55, can be applied in order to rewrite B.57 as

σnda = t0dA, (B.58a)

σJF−TNdA = t0dA, (B.58b)

JσF−TN = t0. (B.58c)

Therefore, a tensor P can be defined such that

t0 = PN , (B.59)
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where P is named as the first Piola-Kirchhoff stress tensor, given by

P = JσF−T . (B.60)

The first Piola-Kirchhoff can be physically interpreted as the current force per
unit of initial (undeformed) area. Note that P is unsymmetric and is not completely
related to the initial configuration. Combining equations B.59 and B.57 leads to

t = t0
dA

da
= PN

dA

da
. (B.61)

Nevertheless, a second Piola-Kirchhoff stress tensor S, which is a truly material
symmetric stress tensor, can be defined as

S = F−1P = JF−1σF−T . (B.62)

A summary of the relations between different stress measures presented in this
section is provided in table B.1.

Conversion between stress measures

σ τ P S

σ = σ J−1τ J−1PF T J−1FSF T

τ = Jσ τ PF T FSF T

P = JσF−T τF−T P FS

S = JF−1σF−T F−1τF−T F−1P S

with J = detF

Table B.1: Relationship between stress measures.
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Appendix C

Conservation laws

C.1 Introduction

This appendix summarises the principles of mechanics of deformable solids used
throughout this work. For a comprehensive view of this topic, the works by Bonet
et al. [88, 134] are particularly recommended.

C.2 Basic definitions

Deformable solids are continuous medium in which the material points move in a
three dimensional Euclidean space and the concepts related to time are absolute,
i.e., are independent of the observer. For sake of simplicity, let us assume that the
external forces that influence the movement of a deformable solid are restricted to
body forces per unit of volume, distributed over the volume of the solid, and traction
forces per unit of area, distributed over the external surface of the solid. Consider b
as the vector of body forces and t as the traction vector, both acting in the current
configuration. Thus, the following relations can be established

bdv = b0dV, (C.1a)

b =
dV

dv
b0 = J−1b0, (C.1b)

and,

tda = t0dA, (C.2a)

t = t0
dA

da
, (C.2b)

where b0 is the body force per unit of initial volume, t0 is the traction vector per
unit of initial area and J is the Jacobian defined in B.16.

The resultant of external forces fext and momentsmext in the initial configuration
can then be written as
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fext =

∫
ΩV

b0 dV +

∫
∂ΩV

t0 dA, (C.3)

mext =

∫
ΩV

x× b0 dV +

∫
∂ΩV

x× t0 dA. (C.4)

The inertia principle applies, i.e., for a fixed reference frame all points within
the solid body are at rest or in uniform rectilinear movement. Moreover, at each
instant, for each single point there is a scalar function ρ > 0, named specific mass,
such that the mass of the point is computed as

dm = ρdv. (C.5)

If ρ0 is used to denote the specific mass of the material in the initial configuration,
the principle of conservation of mass states that

ρdv = ρ0dV, (C.6a)

ρ =
dV

dv
ρ0 = J−1ρ0. (C.6b)

The linear momentum and the angular momentum about mass center are defined
in the initial configuration as

L =

∫
ΩV

ρ0v dV, (C.7)

AG =

∫
ΩV

x× ρ0v dV, (C.8)

where v is the velocity vector.
The power of the body and traction forces in the initial configuration can be

written as

Π̇b0 =

∫
ΩV

b0 · v dV, (C.9)

Π̇t0 =

∫
∂ΩV

t0 · v dA. (C.10)

Π̇ext = Π̇b0 + Π̇t0 . (C.11)

In the current configuration, the power of internal forces is written in terms of
the Cauchy stress tensor and the rate of deformation tensor (see Appendix B for
more details) as

Π̇intσ =

∫
Ωv

σ : d dv. (C.12)

In the initial configuration, the power of internal forces is written in terms of the
first Piola-Kirchhoff stress tensor (see Appendix B for more details) as
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Π̇intP =

∫
ΩV

P : Ḟ dV, (C.13)

or alternatively, in terms of the second Piola-Kirchhoff stress tensor as

Π̇intS =

∫
ΩV

S : Ė dV. (C.14)

Finally, the kinetic energy of a deformable solid is defined in the initial configu-
ration as

K =

∫
ΩV

1

2
ρ0v · v dV. (C.15)

C.3 Linear momentum balance principle

The mathematical expression of the linear momentum balance principle, in terms of
the initial configuration, is

d

dt

∫
ΩV

ρ0v dV =

∫
ΩV

b0 dV +

∫
∂ΩV

t0 dA. (C.16)

Equation C.16 states that L̇ = fext and can be rewritten using t0 = PN together
with the divergence theorem (see section A.5 of Appendix A)

d

dt

∫
ΩV

ρ0v dV =

∫
ΩV

b0 dV +

∫
∂ΩV

PN dA, (C.17a)

=

∫
ΩV

b0 dV +

∫
ΩV

DIVP dV, (C.17b)

where P = P (X, t) is the first Piola-Kirchhoff stress tensor defined in section B.3
of Appendix B, N is the outward pointing unit normal in the initial configuration
and DIV denotes the material divergence with respect to the material configuration.

Because the integral over initial volume is constant in time, equation C.17b can
be rewritten leading to a local differential linear momentum conservation law

∂p

∂t
−DIVP = b0, (C.18)

with p = p (X, t) = ρ0v being the linear momentum per unit of initial volume.

C.4 Angular momentum balance principle

The mathematical expression of the angular momentum balance principle, in terms
of the initial configuration, is

d

dt

∫
ΩV

x× ρ0v dV =

∫
ΩV

x× b0 dV +

∫
∂ΩV

x× t0 dA. (C.19)
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Equation C.19 states that ȦG = mext and can be rewritten using t0 = PN
together with the divergence theorem (see section A.5 of Appendix A)

d

dt

∫
ΩV

x× ρ0v dV =

∫
ΩV

x× b0 dV +

∫
∂ΩV

x× PN dA, (C.20a)

=

∫
ΩV

x× b0 dV +

∫
ΩV

DIV (x P ) dV. (C.20b)

Because the integral over initial volume is constant in time, equation C.20b can
be rewritten leading to a local differential angular momentum conservation law

∂

∂t
(x× p)−DIV(x P ) = x× b0, (C.21)

with p = p (X, t) = ρ0v being the linear momentum per unit of initial volume.
It is convenient to study the last term on the right side of equation C.20a in a

component-wise form, as follows

∫
∂ΩV

εijkxjPkLNL dA =

∫
ΩV

∂

∂XL

(εijkxjPkL) dV, (C.22a)

=

∫
ΩV

(
εijk

∂xj
∂XL

PkL + εijkxj
∂PkL
∂XL

)
dV, (C.22b)

=

∫
ΩV

εijkFjLPkL dV +

∫
ΩV

εijkxj
∂PkL
∂XL

dV, (C.22c)

=

∫
ΩV

(
ε : FP T

)
i
dV +

∫
ΩV

(x×DIVP )i dV, (C.22d)

where ε is the permutation tensor, introduced here to represent the tensor cross
product, as defined in equation A.16 in section A.2 of Appendix A.

Using the definition provided for the velocity vector v in equation B.2 and the
definition of the linear momentum per unit of initial volume p = ρ0v, one can write

∂x

∂t
=
p

ρ0

. (C.23)

Using C.23 and noticing from equation C.18 that

∂p

∂t
= b0 + DIVP , (C.24)

allows equation C.21 to be rewritten as

∂x

∂t
× p+ x× ∂p

∂t
−DIV (x P ) = x× b0, (C.25a)

p

ρ0

× p+ x× (b0 + DIVP )−DIV (x P ) = x× b0, (C.25b)

x× (DIVP ) = DIV (x P ) . (C.25c)

Equation C.25c implies that the term ε : FP T in equation C.22d must vanish.
Indeed, back to section B.3 of Appendix B, one can see that FP T = JσT = Jσ
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(see table B.1) and as a consequence of symmetry of the Cauchy stress tensor, it
can be verified that

ε : FP T = ε : JσT = J


σ32 − σ23

σ13 − σ31

σ21 − σ12

 = 0. (C.26)

C.5 Energy balance principle

An energy equation can be derived by multiplying equation C.18 by the velocity
vector v, resulting in

∂p

∂t
· v − (DIVP ) · v = b0 · v. (C.27)

With the aid of the divergence theorem and the properties presented in equations
A.35 and A.40c, integrating C.27 over the initial domain gives

∫
ΩV

∂ (ρ0v)

∂t
· v dV +

∫
ΩV

P : ∇Xv dV −
∫

ΩV

DIV
(
P Tv

)
dV =

∫
ΩV

b0 · v dV,

(C.28a)∫
ΩV

∂ (ρ0v)

∂t
· v dV +

∫
ΩV

P :
∂v

∂X
dV −

∫
∂ΩV

(
P Tv

)
·N dA =

∫
ΩV

b0 · v dV,

(C.28b)

d

dt

∫
ΩV

1

2
ρ0v · v dV +

∫
ΩV

P :
∂v

∂X
dV −

∫
∂ΩV

(PN) · v dA =

∫
ΩV

b0 · v dV,

(C.28c)

d

dt

∫
ΩV

1

2
ρ0v · v dV +

∫
ΩV

P :
∂v

∂X
dV =

∫
ΩV

b0 · v dV +

∫
∂ΩV

t0 · v dA. (C.28d)

Noticing that the time derivative of F (X, t) is related to the velocity vector v
as

∂F

∂t
=

∂v

∂X
= ∇Xv. (C.29)

C.28d can be rewritten as

d

dt

∫
ΩV

1

2
ρ0v · v dV +

∫
ΩV

P : Ḟ dV =

∫
ΩV

b0 · v dV +

∫
∂ΩV

t0 · v dA. (C.30)

C.6 Conservation laws for geometric quantities

Conservation of mass, linear and angular momentum are classic in mechanics. Fol-
lowing [44–47], conservation laws of geometric quantities such as the deformation
gradient, the volume map (Jacobian of F ) and the area map (co-factor of F ) are
now introduced aiming at the establishment of a mixed set of conservation laws.
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The first presentation of this formulation in fast solid dynamics by Lee et al. [44,
45] had as unknowns the linear momentum, the deformation gradient and the total
energy. With both the linear momentum and the deformation gradient tensor being
primary variables of the problem, stresses converge at the same rate as the velocities
and displacements. Moreover, the new formulation is shown to be efficient in nearly
incompressible and bending dominated scenarios. However, in case of extreme de-
formations in the incompressible limit, the p − F formulation lacks robustness. In
[46], Gil et al. enhanced the formulation for nearly and truly incompressible defor-
mations with the novelty of introducing a new conservation law for the Jacobian
J of the deformation gradient, providing extra flexibility to the scheme. In [47],
a new geometric conservation law for the co-factor H of the deformation gradient
was added to the framework leading to an enhanced mixed-formulation. The de-
velopment of this new conservation equation was possible due to the simplification
introduced by the use of a tensor cross product operation, presented for the first
time in the context of solid mechanics in [48] and further explained in [49]. The
evolution of works mentioned above resulted in a mixed methodology in the form
of a system of first order conservation laws, where the equation of the conservation
of the linear momentum p is supplemented with three geometric conservation laws,
i.e., conservation of the deformation gradient F , of the volume map J (Jacobian)
and of the area map H (co-factor).

As presented before, the volume map J can be computed as

J = detF , (C.31)

and the time derivative of J coincides with the directional derivative of J in the
direction of the velocity v (see [88]), that is,

J̇ = DJ [v] = D(detF ) [DF [v]] , (C.32)

note that

DF [v] = ∇Xv = ∇X
(
p

ρ0

)
. (C.33)

The tensor cross product introduced by Bonet et al. in [48, 49] (see Appendix A)
plays a fundamental role in rewriting the area map H = JF−T defined in equation
B.20d, which can now be written as

H = cofF =
1

2
F F . (C.34)

In addition, as presented in [25–27], a set of involutions needs to be satisfied by
the conservation variables F and H , they are: CURLF = 0 and DIVH = 0.

C.6.1 Deformation gradient conservation principle

In order to derive the conservation of deformation gradient tensor, expression C.29
is alternatively written as (see the identity defined in equation A.40d)

∂F

∂t
−DIV(v ⊗ I) = 0, (C.35)

where I is the identity tensor.
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Integrating C.35 over the initial volume and with the aid of the divergence the-
orem and property A.33e, gives

∫
ΩV

∂F

∂t
dV =

∫
ΩV

DIV(v ⊗ I) dV, (C.36a)

d

dt

∫
ΩV

F dV =

∫
∂ΩV

(v ⊗ I)N dA, (C.36b)

d

dt

∫
ΩV

F dV =

∫
∂ΩV

v ⊗N dA. (C.36c)

C.6.2 Area map conservation principle

The rate of change of H can be obtained by computing the directional derivative of
H in the direction of velocity v. The use of expression C.34 makes this operation
easier, avoiding the need of computing derivatives of the inverse of the deformation
gradient, as follows

Ḣ = DH [v] = D

(
1

2
F F

)
[v] , (C.37a)

= F DF [v], (C.37b)

= F ∇Xv. (C.37c)

Alternatively, H can be defined as

1

2
F F =

1

2
CURL (x F ) . (C.38)

In order to show the validity of the identity in C.38 it is convenient to express its
terms in a component-wise form. The definition of the tensor cross product between
two tensors (see equation A.18) can be particularised to the deformation gradient
tensor, which is a second order two-point tensor, as

(F F )iI = εijkεIJKFjJFkK . (C.39)

Writing the components of CURL(x F ) and using the fact that CURLF = 0
shows the validity of the identity

(CURL (x F ))iI = εIJK
∂ (x F )iK

∂XJ

= εIJK
∂

∂XJ

(εijkxjFkK), (C.40a)

= εijkεIJK
∂

∂XJ

(xjFkK), (C.40b)

= εijkεIJK

(
∂xj
∂XJ

FkK + xj
∂FkK
∂XJ

)
, (C.40c)

= εijkεIJKFjJFkK . (C.40d)

Substituting C.38 in C.37a, leads to the following result

∂H

∂t
− CURL (v F ) = 0. (C.41)
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Integrating C.41 over the initial volume and with the aid of the divergence the-
orem gives

∫
ΩV

∂H

∂t
dV =

∫
ΩV

CURL (v F ) dV, (C.42a)

d

dt

∫
ΩV

H dV = −
∫
∂ΩV

v F N dA. (C.42b)

Noticing that the minus sign in this equation comes from the permutation tensor

∫
ΩV

CURL (v F ) dV =

∫
ΩV

εIJK
∂

∂XJ

(εijkvjFkK) dV, (C.43a)

=

∫
ΩV

εIJKεijk

(
∂

∂XJ

(vjFkK)

)
dV, (C.43b)

=

∫
∂ΩV

εIJKεijkvjFkKNJ dA, (C.43c)

=

∫
∂ΩV

εIJK (v F )iK NJ dA, (C.43d)

= −
∫
∂ΩV

εIKJ (v F )iK NJ dA. (C.43e)

C.6.3 Volume map conservation principle

The mathematical expression of the conservation of the volume map, i.e., the Jaco-
bian, can be easily obtained noticing that J can be redefined as J = 1

3
H : F (see

[49]), this avoids computing the directional derivative of detF in equation C.32, and
therefore

J̇ = DJ [v] = D

(
1

3
H : F

)
[v] , (C.44a)

=
1

3
[DH [v] : F +H : DF [v]] , (C.44b)

=
1

3
[(F ∇Xv) : F +H : ∇Xv] , (C.44c)

=
1

3
[(F F ) : ∇Xv +H : ∇Xv] , (C.44d)

=
1

3
[2H : ∇Xv +H : ∇Xv] , (C.44e)

= H : ∇X
(
p

ρ0

)
, (C.44f)

with p = ρ0v.
Using the fact that DIVH = 0 together with the identity A.40c, equation C.44f

can be rewritten leading to the expression for the conservation of J

∂J

∂t
−DIV

(
HTv

)
= 0. (C.45)
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Integrating C.45 over the initial volume and with the aid of the divergence the-
orem gives

∫
ΩV

∂J

∂t
dV =

∫
ΩV

DIV
(
HTv

)
dV, (C.46a)

d

dt

∫
ΩV

J dV =

∫
∂ΩV

(
HTv

)
·N dA. (C.46b)

C.7 Lagrangian formulations

Let us consider a mixed-based formulation [p,F ,H , J ]. The expressions for the con-
servation of linear momentum (equation C.18), deformation gradient tensor (equa-
tion C.35), area map (equation C.41) and volume map (equation C.45) were pre-
sented in terms of the initial configuration, in a Total Lagrangian Formulation
(TLF). In order to write these equations in terms of the current configuration (see
figure 2.1), in an Updated Lagrangian Formulation (ULF), one can push forward
the TLF equations. Moreover, one may want to write the same equations in terms
of the intermediate configuration ΩV χ , in this work this approach is called updated
reference Lagrangian formulation.

The total Lagrangian local form of the conservation law of linear momentum can
be integrated over the initial volume in order to obtain its global form. By applying
the divergence theorem and using J and H , the updated Lagrangian conservation
law of linear momentum is obtained as follows

∂p

∂t
−DIVP = b0, (C.47)

where p = ρ0v.
Integrating over the initial volume and applying the divergence theorem

∫
ΩV

∂ (ρ0v)

∂t
dV =

∫
ΩV

b0 dV +

∫
ΩV

DIVP dV, (C.48a)

=

∫
ΩV

b0 dV +

∫
∂ΩV

PN dA. (C.48b)

Using J and H in this expression we have

∫
Ωv

∂ (ρ0v)

∂t
J−1 dv =

∫
Ωv

b0J
−1 dv +

∫
∂Ωv

PH−1n da, (C.49a)

=

∫
Ωv

b dv +

∫
∂Ωv

σn da, (C.49b)

=

∫
Ωv

b dv +

∫
Ωv

divσ dv. (C.49c)

The local form is then given as

J−1∂p

∂t
− divσ = b. (C.50)
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A similar procedure can be performed for the conservation law of the deformation
gradient tensor. Starting from equation C.36b and using J and H to change the
domain gives

∫
Ωv

∂F

∂t
J−1 dv =

∫
∂Ωv

(v ⊗ I)H−1n da, (C.51a)

=

∫
Ωv

div
(
v ⊗H−1

)
dv. (C.51b)

The local form is then given as

J−1∂F

∂t
− div

(
v ⊗H−1

)
= 0. (C.52)

The same procedure can also be applied for the conservation law of the area
map, i.e., the co-factor of the deformation gradient tensor. Starting from equation
C.42b and using J and H gives

∫
Ωv

∂H

∂t
J−1 dv = −

∫
∂Ωv

v F H−1n da, (C.53a)

= −
∫

Ωv

div
(
v F H−1

)
dv. (C.53b)

The local form is then given as

J−1∂H

∂t
+ div

(
v F H−1

)
= 0, (C.54)

or after further manipulations as

J−1∂H

∂t
− div

(
F

(
v ⊗H−1

))
= 0. (C.55)

Finally, for the conservation law of the volume map, i.e., the Jacobian of the
deformation gradient tensor, starting from equation C.46b and using J and H gives

∫
Ωv

∂J

∂t
J−1 dv =

∫
∂Ωv

(
HTv

)
·H−1n da, (C.56a)

=

∫
∂Ωv

v ·HH−1n da, (C.56b)

=

∫
Ωv

divv dv. (C.56c)

The local form is then given as

J−1∂J

∂t
− divv = 0. (C.57)

A summary of the equations in both formulation is presented in table C.1.
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Total Lagrangian vs. Updated Lagrangian

TLF ULF

∂p
∂t −DIVP = b0 J−1 ∂p

∂t − divσ = b∫
ΩV

∂(ρ0v)
∂t dV =

∫
ΩV
b0 dV +

∫
∂ΩV

PN dA
∫

Ωv
J−1 ∂(Jρv)

∂t dv =
∫

Ωv
b dv +

∫
∂Ωv

σn da

∂F
∂t −DIV(v ⊗ I) = 0 J−1 ∂F

∂t − div
(
v ⊗H−1

)
= 0∫

ΩV

∂F
∂t dV =

∫
∂ΩV

(v ⊗ I)N dA
∫

Ωv
J−1 ∂F

∂t dv =
∫
∂Ωv

(
v ⊗H−1

)
n da

∂H
∂t − CURL (v F ) = 0 J−1 ∂H

∂t + div
(
v F H−1

)
= 0∫

ΩV

∂H
∂t dV = −

∫
∂ΩV

v F N dA
∫

Ωv
J−1 ∂H

∂t dv = −
∫
∂Ωv

v F H−1n da

∂J
∂t −DIV

(
HTv

)
= 0 J−1 ∂J

∂t − divv = 0∫
ΩV

∂J
∂t dV =

∫
∂ΩV

(
HTv

)
·N dA

∫
Ωv
J−1 ∂J

∂t dv =
∫
∂Ωv

v · n da

with p = ρ0v, ρ0 = Jρ

Table C.1: Summary of the conservation laws of [p,F ,H , J ].

Following the same procedures, the TLF equations can be pushed forward to
the intermediate configuration. For this purpose, instead of using F , H and J , one
should use Fχ, Hχ and Jχ, resulting in

J−1
χ

∂p

∂t
− divχ

(
J−1
χ PF

T
χ

)
= J−1

χ b0, (C.58)

J−1
χ

∂F

∂t
− divχ

(
v ⊗H−1

χ

)
= 0, (C.59)

J−1
χ

∂H

∂t
− divχ

(
F

(
v ⊗H−1

χ

))
= 0 (C.60)

J−1
χ

∂J

∂t
− divχ

(
H−Tχ HTv

)
= 0. (C.61)

By noticing that F := fFχ, H := hHχ, J := jJχ and with the use of appro-
priate involutions (curlχ

(
FF−1

χ

)
= 0; divχ

(
HH−1

χ

)
= 0), these equations can be

rewritten in a much simpler way, in terms of the incremental quantities f , h and j

∂pχ
∂t

= divχσχ + bχ (C.62)

∂f

∂t
= ∇χv, (C.63)

∂h

∂t
= f ∇χv, (C.64)

∂j

∂t
= h : ∇χv, (C.65)

where bχ = J−1
χ b0 = jb; pχ = J−1

χ p = J−1
χ ρ0v = ρχv = jρv and the stress tensor

σχ = J−1
χ PF

T
χ can alternatively be seen as σχ = PH−1

χ = PH−1h = σh.
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It is interesting to notice the following algebraic manipulations performed in
order to obtain these equations. Starting from C.29 and using F := fFχ results in

Ḟ = ḟFχ + fḞχ = ḟFχ = ∇Xv,
ḟ = (∇Xv)F−1

χ = ∇χv, (C.66)

which is equal to C.63.
The curl free nature of F allowed equation C.37c to be rewritten as C.41, using

H := hHχ and the property A.38e of the tensor cross product in C.37c results in

Ḣ = ḣHχ + hḢχ = ḣHχ = F ∇Xv, (C.67a)

ḣ = (F ∇Xv)H−1
χ , (C.67b)

ḣ = (fFχ (∇χv)Fχ)H−1
χ , (C.67c)

ḣ = f ∇χv, (C.67d)

which is equal to C.64.
The divergence free nature of H allowed equation C.44f to be rewritten as C.45,

using J := jJχ and the property A.34a of the double contraction in C.44f results in

J̇ = j̇Jχ + jJ̇χ = j̇Jχ = H : ∇Xv, (C.68a)

j̇ = (H : ∇Xv) J−1
χ , (C.68b)

j̇ = (hHχ : (∇χv)Fχ) J−1
χ , (C.68c)

j̇ =
(
hHχF

T
χ : (∇χv)

)
J−1
χ , (C.68d)

j̇ = (hJχ : (∇χv)) J−1
χ , (C.68e)

j̇ = h : ∇χv, (C.68f)

which is equal to C.65.

C.8 First law of thermodynamics

In a standard Total Lagrangian Formulation the first law of thermodynamics is
written in terms of the total energy of the system E as

∂E

∂t
−DIV

(
P Tv −Q

)
= b0 · v + s0, (C.69)

where E is the total energy per unit of undeformed volume, P represents the first
Piola-Kirchhoff stress tensor, Q represents the Lagrangian heat flux vector, s0 de-
notes a possible heat source term, b0 is the body force per unit of initial volume and
v = ρ−1

0 p is the velocity.
Equation C.69, in its integral form, is given as

d

dt

∫
ΩV

E dV =

∫
∂ΩV

(
P Tv −Q

)
·N dA+

∫
ΩV

(b0 · v + s0) dV. (C.70)

225



C.8. FIRST LAW OF THERMODYNAMICS 226

The left hand side of equation C.70, as well as the second term on the right
hand side can be rewritten in terms of the intermediate configuration by using Jχ,
as follows

d

dt

∫
ΩV

E dV =
d

dt

∫
ΩχV

J−1
χ E dV χ =

d

dt

∫
ΩχV

Eχ dV
χ, (C.71)

and

∫
ΩV

(b0 · v + s0) dV =

∫
ΩχV

J−1
χ (b0 · v + s0) dV χ =

∫
ΩχV

(bχ · v + sχ) dV χ. (C.72)

The first term on the right hand side of equation C.70, on the other hand, can be
obtained in terms of the intermediate configuration by making use of the Nanson’s
rule, i.e., using HχNdA = NχdAχ

∫
∂ΩV

(
P Tv −Q

)
·N dA =

∫
∂ΩχV

(
P Tv −Q

)
·H−1

χ N
χ dAχ, (C.73a)

=

∫
∂ΩχV

(v ⊗Nχ) :
(
PH−1

χ

)
dAχ −

∫
∂ΩχV

(
H−Tχ Q

)
·Nχ dAχ,

(C.73b)

=

∫
∂ΩχV

(
σTχv

)
·Nχ dAχ −

∫
∂ΩχV

Qχ ·Nχ dAχ, (C.73c)

with

Qχ = −Kχ∇χθ, (C.74)

and
Kχ = j−1khTh. (C.75)

Recalling that in TLF, Q = −K∇Xθ and K = J−1kHTH , equations C.74 and
C.75 can be demonstrated taking into account that

∇Xθ = F T
χ∇χθ, J = jJχ, and H = hHχ. (C.76)

Therefore, the term H−Tχ Q becomes

H−Tχ Q = −H−Tχ (K∇Xθ) , (C.77a)

= −
(
H−Tχ KF T

χ

)
∇χθ, (C.77b)

= −
(
H−Tχ J−1kHTHF T

χ

)
∇χθ, (C.77c)

= −
(
H−Tχ j−1J−1

χ kHT
χh

ThHχF
T
χ

)
∇χθ, (C.77d)

= −
(
j−1khTh

)
∇χθ, (C.77e)

= −Kχ∇χθ = Qχ. (C.77f)

Combining the derivations presented above gives
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d

dt

∫
ΩχV

Eχ dV
χ =

∫
∂ΩχV

(
σTχv −Qχ

)
·Nχ dAχ +

∫
ΩχV

(bχ · v + sχ) dV χ, (C.78)

with the corresponding local form given as

∂Eχ
∂t
− divχ

(
σTχv −Qχ

)
= bχ · v + sχ. (C.79)
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Appendix D

Conservation of angular
momentum

D.1 Introduction

In this appendix the monolithic discrete angular momentum projection algorithm
presented in section 5.5 is further detailed.

D.2 Angular momentum projection algorithm

Specifically, the local internal nodal force Tab is modified (in a least-square sense)
in order to preserve the total angular momentum, whilst still ensuring the global
conservation of linear momentum.

Firstly, equations 5.38 can be combined as:

Un+1
a =

1

3
Un
a +

2

3

(
U??
a + ∆t U̇

??

a

)
, (D.1a)

=
1

3
Un
a +

2

3

[
3

4
Un
a +

1

4

(
U?
a + ∆t U̇

?

a

)
+ ∆t U̇

??

a

]
, (D.1b)

=
5

6
Un
a +

1

6
U?
a +

∆t

6

(
U̇?

a + 4 U̇??

a

)
, (D.1c)

=
5

6
Un
a +

1

6

(
Un
a + ∆t U̇

n

a

)
+

∆t

6

(
U̇?

a + 4 U̇??

a

)
, (D.1d)

= Un
a +

∆t

6

(
U̇n

a + U̇?

a + 4 U̇??

a

)
. (D.1e)

Hence, the geometry update is given as

xn+1
a − xna =

∆t

6
(vna + v?a + 4v??a ) . (D.2)

Sufficient conditions for the global preservation of the discrete linear and angular
momentum within a time step are enforced at each stage of the three-stage Runge
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Kutta time integrator, as follows

0 =
∑
a

V χa x
n+1
a × pn+1

a −
∑
a

V χa x
n
a × pna , (D.3a)

=
∑
a

V χa

[
xna +

∆t

6ρχ,a
(pna + p?a + 4p??a )

]
× pn+1

a −
∑
a

V χa x
n
a × pna . (D.3b)

Defining

x
n+ 1

6
a = xna +

∆t

6ρχ,a
pna , (D.4)

then

0 =
∑
a

V χa

[
x
n+ 1

6
a +

∆t

6ρχ,a
(p?a + 4p??a )

]
× pn+1

a −
∑
a

V χa x
n
a × pna (D.5a)

−
∑
a

V χa
∆t

6ρχ,a
pna × pna ,

=
∑
a

V χa x
n+ 1

6
a ×

(
pn+1
a − pna

)
+

∆t

6ρχ,a

∑
a

V χa (p?a + 4p??a )× pn+1
a , (D.5b)

=
∑
a

V χa

[
x
n+ 1

6
a +

∆t

6ρχ,a
(p?a + 4p??a )

]
×
(
pn+1
a − pna

)
(D.5c)

−
∑
a

V χa
∆t

6ρχ,a
p?a × (p?a − pna)

−
∑
a

V χa
∆t

6ρχ,a
4p??a × (p??a − pna).

Notice that

pn+1
a − pna =

∆t

6
(ṗna + ṗ?a + 4ṗ??a ) , (D.6a)

p?a − pna = ∆tṗ
n
a , (D.6b)

p??a − pna =
∆t

4
(ṗna + ṗ?a) . (D.6c)
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Using this, equation D.5c can be rewritten as

0 =
∑
a

V χa

[
x
n+ 1

6
a +

∆t

6ρχ,a
(p?a + 4p??a )

]
× ∆t

6
(ṗna + ṗ?a + 4ṗ??a ) (D.7a)

−
∑
a

V χa
∆t

6ρχ,a
p?a ×∆tṗ

n
a −

∑
a

V χa
∆t

6ρχ,a
4p??a ×

∆t

4
(ṗna + ṗ?a),

=
∆t

6

∑
a

V χa

[
x
n+ 1

6
a +

∆t

6ρχ,a
(p?a + 4p??a )− ∆t

ρχ,a
p?a −

∆t

ρχ,a
p??a

]
︸ ︷︷ ︸

“A”

× ṗna (D.7b)

+
∆t

6

∑
a

V χa

[
x
n+ 1

6
a +

∆t

6ρχ,a
(p?a + 4p??a )− ∆t

ρχ,a
p??a

]
︸ ︷︷ ︸

“B”

× ṗ?a

+
∆t

6

∑
a

V χa

[
x
n+ 1

6
a +

∆t

6ρχ,a
(p?a + 4p??a )

]
× 4ṗ??a .

Further manipulations in the first term (“A”) highlighted in equation D.7b leads
to

“A” = xna +
∆t

6ρχ,a
pna −

5∆t

6ρχ,a
p?a −

∆t

3ρχ,a
p??a , (D.8a)

= xna +
∆t

6ρχ,a
pna −

5∆t

6ρχ,a
p?a −

∆t

4ρχ,a
pna −

∆t

12ρχ,a
(p?a + ∆tṗ

?
a) , (D.8b)

= xna −
∆t

12ρχ,a
pna −

11∆t

12ρχ,a
p?a −

∆2
t

12ρχ,a
ṗ?a, (D.8c)

= xna −
∆t

ρχ,a
pna −

11∆2
t

12ρχ,a
ṗna −

∆2
t

12ρχ,a
ṗ?a. (D.8d)

As for the second term (“B”) highlighted in equation D.7b

“B” = xna +
∆t

6ρχ,a
pna +

∆t

6ρχ,a
p?a −

∆t

3ρχ,a
p??a , (D.9a)

= xna +
∆t

3ρχ,a
pna +

∆2
t

6ρχ,a
ṗna −

∆t

12ρχ,a
(4pna + ∆tṗ

n
a + ∆tṗ

?
a) , (D.9b)

= xna +
∆2
t

12ρχ,a
ṗna −

∆2
t

12ρχ,a
ṗ?a. (D.9c)

(D.9d)

Finally

0 =
∑
a

V χa

(
xna −

∆t

ρχ,a
pna −

∆2
t

12ρχ,a
ṗ?a

)
× ṗna +

∑
a

V χa

(
xna +

∆2
t

12ρχ,a
ṗna

)
× ṗ?a

+
∑
a

V χa 4

[
x
n+ 1

6
a +

∆t

6ρχ,a
(p?a + 4p??a )

]
× ṗ??a .

(D.10)
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Therefore

∑
a

V χa x
n−1
a × ṗna = 0, (D.11a)

∑
a

V χa

(
xna +

∆2
t

6ρχ,a
ṗna

)
× ṗ?a = 0, (D.11b)

∑
a

4V χa

[
xna +

∆t

6ρχ,a
(pna + p?a + 4p??a )

]
× ṗ??a = 0, (D.11c)

∑
a

V χa

(
xna +

∆t

6ρχ,a
(p?a − pna)

)
× ṗ?a = 0. (D.11d)

In summary, the constrains are as follows∑
a

V χa ξa × ṗαa = 0, (D.12)

with

ξa = xna −
∆t

ρχ,a
pna , for α = n, (D.13a)

ξa = xna +
∆t

6ρχ,a
(p?a − pna) , for α = ?, (D.13b)

ξa = xna +
∆t

6ρχ,a
(pna + p?a + 4p??a ) , for α = ? ? . (D.13c)

With the objective of illustrating the capability of the framework to globally
preserve the linear and angular momentum, a cube of unit side length is left free
rotating in space. A uniform distribution of (10 x 10 x 10) particles was used and all
sides are free. A tributary volume distribution was employed. The cube is subjected
to an initial constant angular velocity ω relative to its centroid, with ω = Ω [0, 0, 1]T ,
where Ω = 105 rad

s
. Initial density ρ0 = 1100 kg

m3 , Young’s modulus E = 1.7 × 107 N
m2

and Poisson’s ratio ν = 0.3 were adopted as the material parameters for a nearly
incompressible neo-Hookean constitutive model. A fixed αCFL = 0.9 was used for
the simulation.

The time evolution of the components of the total linear and angular momenta
are shown in figures D.1a and D.1b, respectively. As it should be expected, the block
exhibits no change in angular momentum when activating the discrete momentum
projection algorithm. The global linear momentum is zero to machine precision.
For illustration purposes, the time evolution of the deformation of the block with
its pressure distribution is shown in figure D.2.
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(a) (b)

Figure D.1: Spinning cube in an updated reference Lagrangian formulation, with
updates performed at every time step, considering the angular momentum projection
algorithm: (a) Evolution of the components of linear momentum. (b) Evolution of
the components of angular momentum.

ULF 0.050447s ULF 0.100137s ULF 0.250156s ULF 0.50s

Figure D.2: Spinning cube pressure distribution.
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[106] A. Rodŕıgues-Ferran, F. Casadei, and A. Huerta. “ALE stress update for tran-
sient and quasistatic processes”. In: Int. J. Numer. Meth. Engng 43.1 (1998),
pp. 241–262. doi: 10.1002/(SICI)1097-0207(19980930)43:2<241::AID-
NME389>3.0.CO;2-D.
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