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Abstract

Molecular beam techniques contribute crucial knowledge for a wide
range of research fields and applications[1, 2]. The goal of this PhD
thesis is to contribute to the development of the new magnetic molec-
ular interferometry technique and use it to study fundamentally im-
portant molecule-surface systems in their ground state. The thesis
describes both surface scattering experiments and the development
of new instrumentation and experimental methods which make this
technique more powerful and insightful. The development, character-
isation and testing of a new direct beam line, capable of magnetically
analysing the molecular beam without scattering from a surface, is
presented. This new addition to the instrument enables gathering
important information about the composition and properties of the
molecular beam and its response to magnetic fields. This type of infor-
mation will be particularly crucial when extending the interferometry
technique to molecules where the magnetic Hamiltonian is not well
known. Scattering experiments of hydrogen beams from graphene,
copper and salt surfaces were performed, gaining unique quantum in-
formation about the scattering process. Using magnetic manipulation,
we can characterise the different quantum rotational projection states
of the molecules before and after scattering from a surface and detect
subtle changes in the quantum state during the scattering event.

Both the scattering and the direct beam experiments presented in
the thesis, were analysed by solving the magnetic evolution quantum
mechanically. The results show that the scattering of hydrogen from
a lithium-fluoride (001) surface into different diffraction channels, is
highly dependent on the rotational projection states, i.e. the orien-
tation of the molecular rotation of the incident molecules. In con-
trast, the specular scattering of flat copper, Cu(111), and graphene
surfaces shows no obvious change in the rotational state populations
upon scattering. Further helium and deuterium beams experiments
are presented, enhancing our understanding of the molecular magnetic
interferometer and validating our analysis methods.
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Introduction

The interaction between molecules and surfaces is of major importance in many

research fields and applications, from star formation in the inter-stellar medium

to production of fertilisers [1, 2]. For those fields and applications to develop, it

is crucial to know how to calculate the forces between a molecule and a surface,

forces which reflect the molecule-surface interaction potential. For example, hav-

ing such capabilities would allow us to predict the outcome of a surface reaction,

search for an ideal catalyst for a surface based reaction or provide useful insights

into the mechanism of the reaction and how it can be controlled.

The complexity of gas-surface reactions makes the interaction potential im-

possible to calculate using accurate quantum mechanical methods, instead calcu-

lations are made by using some approximation method technique, usually density

functional theory (DFT) [4]. These approximations result in major uncertainties,

making it difficult to interpret experimental observations and produce reliable

predictions. New, more accurate, theoretical methods are constantly being de-

veloped, however this development requires experimental data to compare with

and benchmark the accuracy of the theoretical method.

One type of measurement which has been used to benchmark our understand-

ing of surfaces in general, and the interactions of atom and molecules with surfaces

in particular, is scattering experiments. A wide range of surface-scattering ex-

periments have been performed over the years, providing insight into both the

interaction of the atoms / molecules of the beam with the surface and the surface

properties [5, 6]. The knowledge extracted from performing such experiments

1



1. INTRODUCTION

depends on what type of scattering experiment is performed. For example, elas-

tic helium scattering measurements can use the diffraction intensities to resolve

the surface structure [7], whereas time of flight measurements have the ability to

resolve the beam velocity and consequently the time of flight before and after the

scattering event, making it possible to study inelastic scattering and characterise

the surface phonons [8, 9]. Another scattering technique which is closely related

to the methods technique presented in this thesis is helium spin-echo (HSE).

[10, 11, 12]. HSE uses magnetic manipulation to measure small changes in the

energy of the 3He beam particles due to the collision with the surface. Measur-

ing these energy changes makes it possible to detect ultra-fast motion of atoms

and molecules adsorbed on a surface, motion which in turn tells us about forces

adsorbed molecules experience.

A sub-category of scattering experiments are those which isolate specific molec-

ular quantum states before and after a collision. These experiments, also known

as state-to-state measurements, provide a particularly useful comparison between

experiments and theory, as they reduce the number of unknowns and free param-

eters and the uncertainty they introduce. Typically, molecular states are selected

by sophisticated photo-excitation schemes, making them inapplicable to ground

state molecules. In this thesis we present the instrumental development and first

experimental results of a new scientific instrument called the magnetic molecu-

lar interferometer (MMI). The MMI is capable of performing state-to-state ex-

periments of ground state molecules scattering from a surface. The molecular

quantum states which are controlled and measured are the nuclear spin states

and the rotational projection states, mJ which are the quantum analogue of the

orientation of the rotational motion of the molecule.

Fig. 1.1 shows a schematic of the setup, a detailed description of the in-

strument and the different elements along the beam line is provided in the next

chapter. In this setup, a molecular beam is formed and passed through a state

selector (magnetic hexapole lens) which creates an initial bias in the populations

of the different quantum states of the beam. The beam continues through an

electromagnet, B1, which forms a homogeneous magnetic field in the beam path

and allows continuous coherent control over the molecular quantum states, and

in particular allows us to change the rotational orientation of the molecules which

2



Figure 1.1: Schematic of the machine setup - a representation of the different
elements in the machine.

will reach the scattering chamber. Here the beam can either scatter from a sur-

face of a sample or in the absence of a sample, continue along the x axis. In the

case of scattering from a surface, the beam enters a second electromagnet (B2)

and a second state selection stage before it arrives in the detection region, this

combinations of elements allows us to change and measure the quantum states

of the scattered molecules. The scattering configuration of the MMI setup al-

lows us to both control and measure the rotational projection states and through

this to study how this changes the scattering event. State-to-state scattering

experiments performed in this configuration produce interference patterns which

provide insight into the molecule-surface interaction potential.

In a non-scattering experiment, the beam exits the scattering chamber in a

straight line and enters a second state selector through which it continuous into

the detection region. This straight through configuration, which is described in

detail in chapter 3, avoids the surface scattering event and the uncertainties this

gives rise to, and allows us to measure the behavior of the selected states of the

beam while controlling the magnetic field in the first electromagnet. These type

3



1. INTRODUCTION

of experiments verify our understanding of the magnetic manipulation techniques

and assess the magnetic beam profiles along the beam line. This verification is

important for our signal analysis techniques described in chapter 2 and applied

in chapter 4 and 5. Furthermore, the ability to perform direct analysis will be

important for future studies of molecules where the magnetic Hamiltonian is not

yet determined.

The potential of our experimental technique to generate unique benchmarks is

demonstrated by the experimental results presented in chapter 4. In this case, the

MMI is used to study the collision of a ground state H2 molecule with a lithium

fluoride (LiF) surface. From the results, the scattering matrix in various diffrac-

tion channels is extracted. The scattering matrix we are referring to, describes

the change of the rotational projection quantum states of the beam molecules

(both in terms of magnitude and in terms of phase) during the scattering event.

These changes are sensitive to both the long and short term interaction potential

between the approaching particle and the surface. While theoretical calculations

of scattering matrices exist [13, 14] the ability to check the validity of such calcula-

tions, did not exist before the work presented here. The empirical determination

of scattering matrix elements is made possible by coherent control over the rota-

tional projection (mJ) quantum states of the beam particle (molecular hydrogen

in this case) before and after the collision with the surface. Our results provide

an experimental benchmark for any future calculations of the interaction of H2

with a LiF surface.

The primary gas used in our molecular beam experiments is molecular hy-

drogen, the most abundant molecule in the universe, which plays an important

role in numerous existing and futuristic industrial processes. H2 also has the

advantage that it is a simple molecule, this allows us to simulate its propagation

through magnetic fields and also mean that existing theoretical methods have

more of a chance to calculate its interaction with surfaces.

1.1 Ground-state hydrogen molecule

Hydrogen molecules are composed of two hydrogen atoms, each one consisting

of a proton and electron. The total electronic spin of the ground state is zero,

4



1.1 Ground-state hydrogen molecule

however the nuclear spin state is more complex and is the result of adding two

spin ½ particles. A natural basis to describe the four possible nuclear spin states

of the two nuclei would be by the different possible spin ½ projection combinations

where ↑ and ↓ marks the spin up and down projection states of each proton i.e,

|↑↑⟩ |↑↓⟩ |↓↑⟩ and |↑↑⟩. However, it is convenient to change to a different basis

which can be expressed as a superposition of these states:

� combinations which have a total spin, I=1, and the following spin projec-

tions:
mI = 1 |↑↑⟩ ,

mI = 0 1√
2
[|↑↓⟩+ |↓↑⟩ ,

mI = −1 |↓↓⟩ ,

(1.1)

� and combinations which have a total spin, I=0, and just one spin projection

mI = 0 1√
2
[|↑↓⟩ − |↓↑⟩ . (1.2)

The first three states, form one type of spin isomer, a triplet, which has a total

spin I=1 (can be seen by applying the total spin operator to the linear combina-

tions) are referred to as ortho-hydrogen (o−H2). The second spin isomer is the

singlet I=0, with a projection of mI = 0, referred to as para-hydrogen (p−H2).

The advantage of this alternative basis is that it separates the states into two

groups with well-defined symmetries which has implications for the rotational

states. The three I=1 states are symmetric with respect to proton interchange.

Since the protons themself are fermions, the total wavefunction of H2 should

be antisymmetric with respect to particle exchange. This forces the I=1 states

to have antisymmetric rotational wavefunction corresponding to odd J, where

J marks the total rotational quantum number. Similar arguments lead to the

fact that the single I=0 state has to have symmetric rotational wavefunctions

corresponding to even J.

A ground state molecular ensemble is made of mixture of o−H2 and p−H2

molecules with rotational quantum numbers J=1 and J=0 respectively and a

relative population weight of 3:1 due to the different number of spin projection

5



1. INTRODUCTION

states. In our molecular beam experiments, due to the cold temperature of the

expansion, the additional cooling in the jet expansion and the relatively large

spacing between rotational states in hydrogen, we are not expecting any other

rotational state to be populated significantly.

1.1.1 Rotational states

Molecules with J=0 do not rotate and have no angular momentum. Molecules in

the J=1 states have 3 different projections of their angular momentum on some

axis (the quantisation axis) , mJ = −1, 0, 1 . These projections represent how the

molecules are rotating in space. Let us look at an example where the molecules

approach a surface and we choose a quantisation axis which is perpendicular

to that surface. Fig. 1.2 illustrates the orientation and the different rotations

with respect to the surface environment. Molecules with mJ = 0 will rotate as

Figure 1.2: Rotational state projection of J=1 - with respect to the surface
normal

cartwheel, a rotation around an axis parallel to the surface. Molecules with mJ =

±1 will rotate as clockwise helicopter or anti-clockwise helicopter, a rotation

around an axis perpendicular to the surface.
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1.2 Stereodynamic studies of molecule-surface

interaction.

As we briefly mentioned above, the ability to control the quantum states of atoms

and molecules is particularly beneficial if we want to study some interaction pro-

cess in detail, and its dependence on the initial state. While it is quite common

to control and measure electronic, vibrational and rotational states of a molecule,

the rotation projection states of a molecule, which are nearly degenerate, are par-

ticularly difficult to control and measure. Both the orientation and the rotational

orientation of a molecule can affect the outcome of a molecule-surface collision.

The field studying these effects is often called stereodynamics.

There are two main approaches to control or observe rotational projection

states which can be used (or used in combination). One is through specific

photo-excitation schemes of molecules which alters the quantum state popula-

tion distribution and the other is deflection of molecules within inhomogeneous

fields (magnetic and electric), separating the quantum states in space. One se-

vere restriction of these techniques is that they are typically applicable only to

a rather small sub-set of systems (photo-excited states, polar molecules and/or

paramagnetic molecules). A second restriction is that even when it is possible

to prepare molecules with a particular rotation projection state, the coupling be-

tween the different internal degrees of freedom can lead to a rather quick mixing

of these states [15], making it either difficult or impossible to incorporate these

techniques in many molecule-surface scattering experiments. While these restric-

tion have limited the amount of systems which could have been studied in the

past, quite a few systems have been measured successfully and provided us with

important insight into how the stereodynamics affects the probability for scat-

tering, rotationally inelastic scattering, trapping and dissociation of molecules

colliding with surfaces. Below are examples for a few of these studies, mentioning

the techniques which were used and a very brief summary of the results of these

studies.

Kurahashi et al.[16] measured the sticking probability of molecular oxygen on

a Ni(111) surface and found that changing the orientation of the spin state with

respect to the surface changed the sticking. The experimental method makes

7
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use of the paramagnetic properties of O2 to perform selective focusing of states.

The same technique was also used to study rotational state dependence in the

scattering of O2 from highly oriented pyrolytic graphite and LiF(001) surfaces

[17]. They discovered that the rotational alignment of the molecules is strongly

related to the angular distribution of the scattered molecules, energy losses from

the collision and the trapping probability. This group also combined a time-

of-flight analysis with their state selection method in order to characterize the

velocities and quantum states of paramagnetic atomic/molecular beams without

scattering[18]. They used beams of ground state O2 and metastable helium, and

were able to measure the velocity distribution of the different quantum states.

Auerbach et al.[19] demonstrated that in the case of the dissociative adsorp-

tion of D2 on a Cu(111) surface there is a preference for molecules with rotational

orientation parallel to the surface rather than perpendicular, due to a lower acti-

vation barrier in broadside collision. The D2 which was measured was formed by

exposing one side of a thin Cu single crystal to D2, the D atoms diffuse through

the crystal to the other side where they meet on the surface and react to form aD2

molecule which then desorbs from the Cu(111) surface. They used a resonance-

enhanced multiphoton ionization (REMPI) scheme to ionize specific (ν, J) states

of the desorbing molecules, then by changing the polarisation of the probe light

to be either parallel or perpendicular to the surface normal, they were able to

determine the degree of alignment of the desorbing D2 as a function of velocity,

using a time-of-flight (TOF) technique by measuring the scattered D2 molecules

as a function of the arrival time and internal state. Finally, using detailed balance

arguments they related the rotational projection populations of the desorbing D2

molecules on one side of the Cu crystal to the rotational projection dependency

of the dissociative adsorption which created the D atoms on the other side of the

crystal.

Yoder et al.[20] studied the stereodynamics of the chemisorption on Ni(100) of

vibrationally excited methane. State selection was achieved using a linearly polar-

ized infrared excitation, and the results showed an increase in methane reactivity

when the laser polarisation is parallel to the surface, which was related to the

alignment of the vibrationally excited rotational state of the incident molecules .

8
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Bartels et al.[21] observed orientation dependence of NO molecules upon scat-

tering with a Au(111) surface. They prepared the NO(ν = 3) excited state by

means of a high-resolution infrared laser system and used a high voltage electrode

to control the orientation of the molecule between N-end collision and O-end col-

lision. They showed that the vibrational relaxation of the molecule is enhanced

when the molecule approaches the surface with the N atom toward the surface

by measuring the REMPI signal of the scattered molecules.

1.3 Thesis overview

Chapter 2 provides a detailed overview of the elements of the scientific instru-

ment from Fig. 1.1 along with some of the theoretical background necessary for

understanding how these elements function and combine together to form the

complete experimental setup.

Chapter 3 describes a major development of the instrument which allows us to

measure molecular beams travelling through magnetic hexapoles and a tuneable

homogeneous magnetic field without scattering from a surface. The principles

underlying the design are explained and both theoretical and experimental results

are presented for beams of 3He,4He,D2 and H2.

In chapter 4, the magnetic molecular interferometer (MMI) is used to extract

the scattering matrix from a molecular beam surface scattering experiment. A

demonstration for the case of H2/LiF(001) experiments is presented, along with

a detailed explanation on the method.

Chapter 5 shows the work from scattering experiments of 4He and H2 from

a graphene surface that was grown on a copper film. The results presented in

this chapter show an example of a molecule-surface system which appears to not

modify the quantum rotational state of hydrogen molecules during the collision.

The last chapter presents an overview and briefly discusses possible future

work.

9
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2

Basic elements and principles of

the experimental and analysis

methods

In this chapter the elements of the basic magnetic molecular interferometer setup

will be described and the role they play in performing the magnetic manipulation

experiments will be introduced. The basic principles underlying our modelling

methods will be explained, and the magnetic field profile measurements, which

are an essential ingredient for accurately modelling and analysing the results will

be presented.

2.1 Introduction to the system

We now describe the different elements of the machine. Fig. 2.1 shows a 3-D

model of the entire system. Starting from the source chamber (a in Fig. 2.1) we

expand an atomic / molecular beam into the chamber through a small temper-

ature controlled aperture (nozzle). During the supersonic expansion the beam

cools down resulting in a reduction of both the kinetic energy spread and the

population of higher rotational states (rotational cooling). The cooling process

continues until a specific point away from the nozzle, where we skim the beam

centre with a special shaped conical aperture called a skimmer, which allows only

the central part of the beam to pass and continue through the machine. After
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Figure 2.1: Dimensional drawing of the system - (a) source chamber, (b)
magnetic lens, (c) dipole region, (d) first electromagnet, (e) scattering chamber,
(f) dipole region, (g) magnetic lens, (h) 2-D profile stage (i) detection region, (j)
second electromagnet, (k) dipole region, (l) magnetic lens, (m,n) detection regions.

exiting the skimmer and passing through two more apertures which are used for

differential pumping (reducing the pressure), the beam enters the first magnetic

lens (b in Fig. 2.1). The magnetic lens consists of a series of magnetic hexapole

fields which deflect the trajectories of beam particles as a function of their mag-

netic moment (a detailed description can be found later in the text). The next

element is the dipole field (c in Fig. 2.1), a combination of electromagnets and

mu-metal plates are used to create dipolar magnetic field in the z direction, so

that is the defined quantization axis of the particles. Exiting the dipole region,

the beam travels through a zero magnetic field region into the first electromagnet

(d in Fig. 2.1, referred to as B1 further in the text). The electromagnet produces

a homogenous magnetic field in the direction of the beam axis, controllable by

the current which passes through it. The beam then continues into the scattering

chamber (e in Fig. 2.1). Here there are two modes, one for performing direct

beam analysis experiments described in detail in chapter 3 and the other is for

surface scattering experiments such as those presented in chapter 4 and 5.

For direct beam analysis, the sample is moved out of the beam path and the

12
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beam continues directly out of the scattering chamber and into another dipole

region (f in Fig. 2.1), this field defines the quantisation axis along which we will

analyse the beam. The dipole field connects into a second magnetic lens (g in Fig.

2.1), which deflects the particle trajectories as function of their magnetic moments

and acts as a state selector. The next element in the beam line after the second

magnetic lens is the 2-D scanner stage (h in Fig. 2.1) which allows measuring a

2-D intensity profile of the beam. Finally, the beam enters a detection stage (i

in Fig. 2.1) where we have a mass spectrometer to monitor the partial pressure

increase in the chamber due to our beam particles. The above setup (elements a

to i in Fig. 2.1) will be referred to later on in the text as direct beam setup and

is used to profile the atomic / molecular beam, characterise the magnetic fields

along the beam line and study our modelling of the propagation of the quantum

states in our setup.

For surface scattering experiments we position a sample in the beam path

and measure a fraction of the beam which scattered from the surface of the

sample into a second arm of the machine (j to n in Fig. 2.1). The elements

along the scattering arm of the machine are similar but not identical to those of

the direct beam setup. The scattered beam exits the scattering chamber into a

second electromagnet (j in Fig. 2.1, referred to as B2 further in the text). As

with B1, B2 allows manipulation of the quantum states, however, in this case

the manipulation is of the scattered particles. The beam then exits B2 into a

zero magnetic field region and later into a dipole region (k in Fig. 2.1) which

defines the quantisation axis which will be used to analyse the scattered beam.

The dipole field connects into a magnetic lens (l in Fig. 2.1) which performs the

state selection of the particles which continue towards the first detection region

(m in Fig. 2.1, mass spectrometer). After the first detection region we assembled

a second detection stage (n in Fig. 2.1) which is far more sensitive than the first

but is restricted to measuring low mass particle beams. With this setup (elements

a-e, j-n in Fig. 2.1) we can investigate various gas-surface systems by characterise

the beam intensity while changing the magnetic field in the solenoids, before and

after scattering. The v-shaped system is referred to in the text as the magnetic

molecular interferometer (MMI).
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2.2 Atomic / molecular beams

There are several reasons and motivations for using atomic or molecular beam

techniques to study different phenomena that are hard if not impossible to study

otherwise. In particular, after the supersonic expansion collisions between the

beam particles become negligible, allowing us to obtain well defined particle

properties (e.g. direction and velocity). Also, by introducing customised and

controlled surroundings to the beam, such as magnetic field gradients or constant

magnetic fields, the effect of those perturbations upon the beam can be measured

and state selection can be performed.

2.2.1 Applications in surface studies

Atomic and molecular beams have been particularly useful in studying the inter-

action between the beam particles and crystal surfaces as well as the properties of

the surfaces themselves. Examples include determining the structure of surfaces

and adsorbate overlayers, measuring phonon dispersion, measuring surface diffu-

sion and studying elastic, inelastic and reactive scattering of the beam particles

[22, 23, 24, 25].

A key feature of the molecular beam technique is the ability to create a well-

defined internal state population that is limited to a small number of energy

states. This provides experimental benchmarks for studying the behaviour of

matter[6, 24].

2.2.2 Creating a supersonic beam

The process of creating a supersonic beam involves an expansion of a gas through

an aperture (nozzle). The gas is expanded from a reservoir at high pressure into a

vacuum chamber, the ratio between the pressures in the reservoir and the vacuum

chamber, will determine the behaviour of the beam in terms of its flow velocity

and other state variables [26]. To describe our experiments, we start with a

pressure of P0 (reservoir) behind a nozzle of diameter d and let the gas expand

into a chamber with base pressure of Pb (vacuum chamber). For a supersonic

expansion, the beam velocity will grow as the flow area increases (further away
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from the nozzle) up to a point called the Mach disk. The location of the Mach

disk can be derived from the ratio P0/Pb [26]

XM

d
= 0.67

√
P0

Pb

, (2.1)

where d is the nozzle diameter and XM is the location of the Mach disk on the

expansion axis. Fig. 2.2 shows the location of the Mach disk as a function of

the pressure ratio. The flow velocity increases as the flow area increases and

Figure 2.2: Location of the Mach disk - plot of Eq. 2.1

the beam adjusts to the low pressure in the chamber. This results in the beam

travelling faster than the speed of sound, and because the boundary condition

information is travelling at the speed of sound, the beam is essentially unaware of

the boundary conditions. This ends with a shock wave (barrel shock, having its

source at the Mach disk), a region with large density, temperature, pressure and

velocity gradients. The shock wave provides the mechanism to reduce the flow

speed to less than the speed of sound. The region of supersonic speed is referred

to as the zone of silence and we use this region for the extraction of the centreline

beam by introducing a skimmer in the beam path inside the supersonic region.
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Fig. 2.3 shows a schematic of the expansion up to its jet boundaries.

Figure 2.3: Beam expansion - schematic of the different expansion regions
mentioned in the text.

The terminal velocity of the expansion is given by

v∞ =

√
(
2kB
m

(
γ

γ − 1
)T ), (2.2)

where kB is the Boltzmann constant, T is the nozzle temperature and γ is the

heat capacity ratio which for monatomic beam -

γ =
CP

CV

=
5/2kB
3/2kB

= 5/3, (2.3)

where CP , CV are the heat capacities at constant pressure and volume. The

kinetic energy for a monoatomic beam can be written as

1

2
mv2∞ =

5

2
kBT. (2.4)

For an ideal supersonic expansion, the beam will move precisely at the termi-

nal velocity (as the beam has no spread in temperature / energy therefore only

a single velocity is expected), but in fact, for a realistic setup, there will al-
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ways be a distribution of velocities around the terminal velocity. For the case

of molecules like hydrogen which have a large spacing between the ground and

excited rotational energy levels, the terms for the velocity and energy written

above (for a monatomic beam) are still valid as long as our nozzle temperature

remains cold enough and the beam is in its rotational ground states (J=0,J=1),

leaving only energy exchange between translation degrees of freedom. From the

skimmer onwards, our beam is an ensemble of particles with a distribution of ve-

locities that can be determined from the analysis of experimental measurements.

The conditions we typically use for hydrogen are a nozzle temperature of 100K,

P0 = 500mbar, Pb = 1 × 10−4mbar, this results in a mean beam velocity of

1450m/s and a velocity distribution with a full width at half maximum of about

5% of the mean velocity.

2.3 State selection

As first verified experientially from the Stern-Gerlach experiments[27], introduc-

ing a magnetic field gradient in the path of a spin 1/2 particle beam will spilt

the trajectories of the two quantum states corresponding to the two possible spin

projections, mI = ±1
2
. This discovery led to the development of various types

of experiments where the different states within a beam, that have a magnetic

moment (either electronic spin, nuclear spin or rotational magnetic moment), are

deflected [28].

2.3.1 Magnetic focusing

The beam which exits the skimmer, passes through two differential pumping

stages and then passes through a magnetic lens which is created by a hexapole

magnetic field[29]. To understand the function of the hexapole field, we will

focus on molecular hydrogen, in its lowest energy rotating state, with nuclear and

rotational numbers equal to 1 (I=1,J=1). For each projection state of I (mI =

−1, 0, 1) we have 3 rotational projection states leading to 9 states. The beam

which enters the hexapole field consists of all possible state configurations – the 9

pure states, i.e. (mI = 1,mJ = 1), (mI = 1,mJ = 0), (mI = 1,mJ = −1), (mI =

17



2. BASIC ELEMENTS AND PRINCIPLES OF THE
EXPERIMENTAL AND ANALYSIS METHODS

0,mJ = 1), (mI = 0,mJ = 0), (mI = 0,mJ = −1), (mI = −1,mJ = 1), (mI =

−1,mJ = 0), (mI = −1,mJ = −1) and all the possible super position states.

While the superposition states enter the hexapole, we can assume that they are

dephased at the end of the hexapole and the beam can be treated as an ensemble of

pure states, by pure state we mean a definedmI ,mJ state and not a superposition

of different mI ,mJ states. This follows the calculations of Utz et al [30] who

simulated the original Stern and Gerlach experiment and showed that the strong

magnetic field gradients cause the Ag molecules to exit the field in a pure state

regardless of how they entered the field (in any superposition of spin states).

We assume that as long as the energy difference between the states and the field

gradient of our magnetic lens is large enough, we can treat the hydrogen molecules

exiting the hexapole as pure states. Within this picture, where the beam is an

ensemble of all possible pure quantum states, we can now understand how the

hexapole magnetic field works as a polariser. To do this we need to evaluate

the different forces experienced by different quantum states, depending on their

magnetic moment, the value of which is different for all 9 states.

We know that the force on a magnetic moment subjected to a magnetic po-

tential is

F = −∇Up, (2.5)

and our potential is

Up = −µ ·B, (2.6)

where µ and B are the magnetic moment and magnetic field respectively. From

Eq. 2.6 it is clear that the energy is higher when the spin is anti-aligned with the

magnetic field. Inserting the potential into Eq. 2.5 will yield an expression for

the force-

F = −∇Up = µ∇|B| = (mJµJ +mIµI)∇|B|, (2.7)

where µJ and µI are the rotational and nuclear magnetic moment. The equation

for a hexapole field, in polar coordinates is

BHEX = 3C3r
2(cos3θr̂− sin3θθ̂). (2.8)

Our magnetic field magnitude is |BHEX | = 3C3r
2 and the gradient is proportional
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to the radial distance from the hexapole centre,

∇|BHEX | ∝ rr̂. (2.9)

Returning to the example of hydrogen, the magnetic moment is a combination of

the nuclear magnetic moment (I) and the rotational magnetic moment (J) which

is about 5 times smaller than the nuclear one [3], hence the nuclear magnetic

moment will be the dominant contribution to the focusing of the molecules.

Molecules with a negative magnetic moment will experience a negative force

(i.e. pulling them towards the centre of the beam axis), a positive force (away

from the beam centre) acts on molecules with positive magnetic moment, while

on molecules with approximately zero magnetic moment (even for mI=0, mJ=0

it is not identically zero due to the spin-rotation coupling), the force is negligible

in comparison with the other two and the trajectories of the molecules are not

affected by the hexapole field (resulting in essentially straight trajectories).

As a result, the molecules with mI = −1 (including mJ = −1, 0, 1) get fo-

cused while moving through the hexapole and molecules with mI = 1 (including

mJ = −1, 0, 1) get deflected out of the beam and eventually are extracted from

the chamber by the vacuum pumps. Also molecules withmI=0 will be slightly de-

flected or focussed depending on their rotational projection state (mJ = −1, 0, 1).

The overall effect of the magnetic focusing stage, is to introduce a difference in the

transmission probabilities throughout the machine of the different initial states,

a difference which is later manipulated in the solenoid, B1.

An important element which is positioned between the magnetic lens and

solenoid is a hexapole to dipole transition element. The role of this element is

to adiabatically rotate the magnetic moments which are initially aligned with

respect to the local field directions within the hexapole (which vary according to

the hexapole field equation written above), towards a common direction defined

by a dipolar magnetic field. This allows us to use a well defined quantisation

axis to describe the rotational projection and spin states, before they enter B1

and are coherently manipulated. Fig. 2.4 illustrates a schematic of the scattering

experiment with the different axis representation.
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Figure 2.4: Schematic of surface scattering experiment - with marks to the
different elements described in the text
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2.4 Magnetic field coherent control

As the beam propagates through the magnetic field solenoid, the quantum state

(nuclear and rotational) and its projection onto the different base states (the

“population”) can be altered as a function of the applied magnetic field strength

and we can coherently control the wavefunction, i.e., alter the complex amplitude

of the superposition quantum state (magnitude and phase). In order to under-

stand the control over the different states, we will look at the relatively simple

example of a beam of spin 1/2 particles.

2.4.1 Spin 1/2 in a magnetic field

The wave function of the beam particles changes as function of field and time of

flight, and if we know the Hamiltonian we can coherently control the wavefunc-

tion. Our starting point will be particles exiting the magnetic hexapole with a

pure wave function with respect to the ẑ quantisation axis, i.e. their spin projec-

tion is either along the +ẑ or the −ẑ direction. Since the particles enter a solenoid
field pointing in the −x̂ direction it is convenient to re-express the wavefunctions

in x̂ frame, which can be done using a π/2 rotation around the ŷ axis (For a full

derivation see [31]).

|xn⟩ = R†(π/2) |zn⟩ , (2.10)

where R is the rotation matrix, |xn⟩ and |zn⟩ are the eigenvectors of the Hamil-

tonian for magnetic fields along the x̂ and ẑ directions. The evolution of the

particle in time obtained by solving the Schrödinger equation is simply

|ψ(t)⟩ =
∑
n

Ane
−iωn(B)t |xn⟩. (2.11)

Here An (n=1,2) are the expansion coefficients determined from the initial condi-

tion, ℏωn(B) = En are the eigenenergies of the system in the presence of B field,

n = 1, 2 for the case of spin 1/2 system. These two energies are

E1 = −ℏγ
2
B , E2 =

ℏγ
2
B (2.12)
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where γ is the gyromagnetic ratio. The expansion coefficients can be easily ex-

pressed by the initial state-

An = ⟨zn|R(π/2)|ψ(t = 0)⟩ , (2.13)

And the evolution of the initial state can be expressed as

|ψ(t)⟩ = R†(π/2)

[∑
n

|zn⟩ e−iωn(B)t ⟨zn|

]
R(π/2) |ψ(t = 0)⟩ . (2.14)

The probability for measuring a particle with respect to its initial and final state

is

Pfi = | ⟨zfinal|R†(π/2)

[∑
n

|zn⟩ e−iωn(B)t ⟨zn|

]
R(π/2) |zinitial⟩ |2. (2.15)

Choosing a proper basis |z1⟩ = ( 1
0 ) |z2⟩ = ( 0

1 ) and the energies from Eq. 2.12,

the state to state probabilities can be expressed as

Pfi = | ⟨zfinal|
(
cos

(
γ
2
Bt

)
i sin

(
γ
2
Bt

)
i sin

(
γ
2
Bt

)
cos

(
γ
2
Bt

) ) |zinitial⟩ |2, (2.16)

P11 = P22 = cos2
(γ
2
Bt

)
, (2.17)

P21 = P12 = sin2
(γ
2
Bt

)
(2.18)

the above equations show the probability of finding a particle in a particular

state.

2.4.2 Simulating the molecular beam signal

The initial molecular beam expansion is assumed to have an equal population

in each of its rotational and nuclear quantum states. Trajectory calculations are

performed in order to extract the transmission probabilities of each state through

the first and second hexapoles. pn denotes the probability for any of the beam

initial states through the first hexapole and pf , denotes the probability for any

of the beam final states through the second hexapole.
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The region between the two hexapoles is simulated using a mixed quantum and

classical approach where the centre of mass is treated classically and the magnetic

part of the Hamiltonian, containing the interactions of the nuclear spins and the

rotational magnetic moments with the magnetic field and with each other, is

treated quantum mechanically. This approach has been shown to lead to identical

results to a fully quantum mechanical calculation as long as the magnetic fields

are not extremely large [32]. Starting with the Hamiltonian

Ĥ(B) =
ℏ2k2

2m
+HR(B), (2.19)

where ℏk and m are the momentum and mass of the particle and HR(B) is the

Hamiltonian by Ramsey[3]-

HR(B)

h
= −aI ·B

B
− b

J ·B
B

− cI · J+ d

(
3 (I · J)2 + 3

2
I · J− I2 · J2

)
. (2.20)

The first two terms which depend on the external magnetic field (B) are the

Zeeman energies of the nuclear spin (I) and rotational magnetic moment which

is related to the angular momentum (J). The third term represents the cou-

pling interaction between the nuclear spin and the rotational magnetic moment,

whereas the fourth term combines the spin-spin magnetic interaction of the two

nuclei with the interaction of quadrupole moment. The parameters a, b, c and d,

determine the strength of each contribution and were quantified by Ramsey et

al. [3] for the case of H2 and D2. For the much simpler case of particles with

only nuclear spin like 3He, b = c = d = 0 and a = γB where γ is the particle

gyromagnetic ratio. The propagation of the quantum states of the beam particles

as function of their flight time is calculated in the first arm, using the z direction

as the quantisation axis (see Fig. 2.4). The evolution of the initial wave function

Ψ0 to the wave function Ψ1, which represents the wavefunction before scattering,

is calculated by applying the Hamiltonian in Eq. 2.19 through the measured

magnetic field profile. The coherent propagation starts from a position within

the z dipole (marked as Ψ0 in Fig. 2.4), where the field is sufficiently strong to

keep the quantum states as pure states (there is no mixing between the 9 initial

states). The propagation continues through a weaker section of the dipole into a
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zero field region which leads to the first solenoid with its magnetic field pointing

along the -x direction. After passing through the solenoid there is a second zero

field region up to the surface of the sample, where we denote the wavefunction

there as Ψ1, which we represent in the z basis set. The complete propagation of

the initial state through the magnetic field profile can be expressed as an operator

Û(B1) and Ψ1 can be written as

|Ψ1(B1, n)⟩ = Û(B1) |Ψ0⟩ = Û(B1)
√
pn |n⟩ . (2.21)

BecausemI ,mJ are not good quantum numbers for the Ramsey Hamiltonian (due

to the field independent terms), our basis set |n⟩ is a coherent superposition of the

nine mI ,mJ states which we acquire by diagonalising the Ramsey Hamiltonian

at every time step to get its eigenfunction. To get from Ψ1 to Ψ2 we need

to introduce the scattering matrix which governs the scattering process. The

quantisation axis of the scattering matrix is chosen to be aligned with the surface

normal following an existing convention [33]. In order to use the scattering matrix

with the surface normal quantisation axis, Ψ1 has to be rotated so its quantisation

axis is matched with zN before applying the scattering matrix. After applying the

scattering matrix, another rotation has to take place to change the quantisation

axis from the surface normal to z’, which is chosen to coincide with the dipole

field of the spin analyser. The two rotations are around the y axis and the angles

can be expressed as

θ1 =
π

2
− θ , θ2 =

π

2
− θT + θ, (2.22)

where θ is the angle from the x axis to zN and θT is the total scattering angle of

the machine as illustrated in Fig. 2.4. Implementing the above to calculate Ψ2

yields

|Ψ2(B1, n)⟩ = R(θ2)ŜR(θ1)

|Ψ1(B1,n)⟩︷ ︸︸ ︷
Û(B1)

√
pn |n⟩ . (2.23)

The equation above tells us how to evolve an initial state through a magnetic

field. First the state is assigned a probability weight, using results from trajec-

tory bending simulations of the first hexapole lens. The quantum state is then

evolved by the propagator Û(B1) and the quantisation axis is rotated with the
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2.4 Magnetic field coherent control

rotation matrix R(θ1) so the scattering matrix can act on the state. After that the

quantisation axis is rotated with the rotation matrix R(θ2), the state is ready to

be propagated through the second arm up to the entrance of the second hexapole

and can be expressed as

|Ψ3(B2, B1, n)⟩ = Û(B2) |Ψ2(B1, n)⟩ , (2.24)

with Û(B2) being the propagator through the second arm magnetic field profile

composed out of a zero field region from the sample up to the second solenoid

which creates a field along the -x’ direction followed by a zero field and dipole

field in the -z’ direction until the magnetic field value is high enough to stop

mixing of the different mI , mJ states of the beam. Finally, we need to apply

the probabilities of passing through the analyser hexapole into the detector with

respect to the final state. The signal is given by

S =
∑
f

∑
n

⟨Ψ3(f,B2, B1, n)|Ψ3(f,B2, B1, n)⟩ , (2.25)

with

|Ψ3(f,B2, B1, n)⟩ =
√
pf Û(B2)R(θ2)ŜR(θ1)Û(B1)

√
pn |n⟩ , (2.26)

where f,n denote the final and initial states and
√
pf is the probability of that

final state passing the second magnetic lens and being detected.

In the explanation above, we have not considered the velocity spread of the

beam, i.e. the fact that our beam is not monochromatic. In fact, the particles

of the beam have a velocity distribution which is affected by the properties of

the beam particles and the conditions of the supersonic expansion [34]. The

dependence on the particle velocity is embedded in the propagator Û because

particles with different velocities will spend different times within the magnetic

fields, which in turn will change the evolution of the quantum state. In order

to get the detected signal we must calculate S in equation 2.25 for a reasonable

range of velocities and sum the contributions to the signal using weights which

correspond to the velocity distribution. The detected signal then can be expressed
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as

DS =
∑
v

pv
∑
f

∑
n

⟨Ψ3(f, v, B2, B1, n)|Ψ3(f, v, B2, B1, n)⟩ , (2.27)

where v denotes the velocity and pv the probability of that velocity to occur in

the beam.

2.5 Magnetic field profile

Measuring the first and second arm profiles

As mentioned in the previous section, the exact magnetic field profile is necessary

for the propagation of the wave function to be correct. The accuracy of the mea-

surement should be on the order of 0.01Gm in terms of magnetic field integral.

The magnetic field along the first and second arms was measured in different sec-

tions for each arm of the interferometer, the first section being the strong part of

the dipole region which was measured with a Gauss-meter capable of measuring

a magnetic field up to 1000G (Lakeshore instruments model 410) in an axial or

perpendicular orientation. After mapping the strong part of the dipole field, the

weaker parts of the dipole field were measured with a 3-axis probe Gauss-meter

(Alphalab inc.VGM model), capable of measuring the magnetic field in 3 axis

simultaneously up to 200 gauss. The same 3-axis probe was used to measure the

rest of the first arm with no current in the solenoid to detect any residual mag-

netic fields within the magnetic shielding of the solenoid. Similar measurement

were performed by myself inside the scattering chamber up to the position of the

surface. The magnetic field inside the solenoid was measured again while passing

a current of 0.75A through the solenoid to assess the current dependent compo-

nent of the magnetic field. By the end of this process we obtained a magnetic

profile, along the axis and with spacing of points varying from 0.1mm to 10mm,

composed of x and z components that are current independent and an x field that

is current dependent (no y components were detected). The same process was

repeated for the second arm, measuring both the current dependent and current

independent parts of the magnetic field profile. Fig. 2.5 presents the measured

magnetic fields in the first (panel (a)) and second (panel (b)) arms of the ma-

chine. The text in the figure relates the different elements of the apparatus to
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2.5 Magnetic field profile

the position coordinate. The red and blue curves shows the current independent

magnetic fields in the z and x direction and the yellow curve show the current

dependent magnetic field. Note that to plot all the different components on the

same graph, different scales were used with the current independent Bx field mul-

tiplied by 5 and the current dependent Bx field and the Bz field attenuated by a

factor of 5 and 10 respectively.

Figure 2.5: Measured magnetic field profile - along the first (a) and second
(b) arms. For the weak and strong magnetic fields to be visible we scaled them
differently as shown in the legend. The upper panel was measured from the strong
dipole in the first arm up to the surface position and the lower panel was measured
from the surface position up to the strong dipole in the second arm.
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Detailed description of the measuring process

Dipole regions

To enable magnetic field measurements in this region, the vacuum components

(marked as c,f and k in Fig. 2.1) had to be removed so that the magnetic probe

could pass in the beam line. To measure the dipole region with enough spatial

sensitivity, the magnetic probe of the gauss-meter (Lakeshore, model 410) was

mounted on a mechanical holder, capable of moving the probe with a resolution

of 10 micrometer. The magnetic field profile of the strong dipole (at the exit

of the hexapole, see Fig. 2.6) was measured every millimetre so that the exact

shape of the field’s decay can be noticed. Far enough from the strong dipole,

Figure 2.6: Hexapole chamber - with the magnetic probe used in measuring the
strong dipole part. Note that this picture is for visualisation of the measurement
region, and that during the measurements themselves the probe was held on a
mechanical manipulator rather than by hand.

the magnetic field becomes relatively constant on the scale of centimetres. At
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2.5 Magnetic field profile

this point the magnetic probe was switched to the 3-axis gauss-meter (AlphaLab

inc.VGM model) to allow smooth transition into the solenoid tube and measure-

ment of much smaller magnetic fields. The measured field was solely in the z

(first hexapole) and -z’ (second hexapole) direction with the exception of a small

axial field in the beginning of the magnetic shielding regions (mentioned below

as well). Fig. 2.7 shows the measured profile in a semi-log plot.

Figure 2.7: Dipole regions magnetic profiles - upper panel shows the first
arm dipoles (Bz field) and the lower shows the second arm dipoles (-Bz’ field).

Fields within the solenoid coils

The mapping of the solenoids was first performed without any current passing

through them, meaning that with the magnetic shielding surrounding them no ob-

vious magnetic field is expected. However, it was found that a residual magnetic
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field integral is presence at both ends of the magnetic shielding regions creating

non-negligible fields along the beam line directions (x and x’). The magnetic

field was measured with the 3-axis gauss-meter, which was mounted on a custom

probe mount (built by the Swansea university workshop). The mount allows us

to insert the Gauss-meter along the vacuum tube of the solenoids while main-

taining a fixed orientation of the gauss-meter. Fig. 2.8 shows the Gauss-meter

probe with the mechanical mounting. Once the current independent field was

mapped, the current in the coils was set to 0.75A and the magnetic field profile

was re-measured up to the gasket aperture that connects the scattering chamber

with the incoming and scattered beam lines. Fig. 2.9 presents the mentioned

Figure 2.8: 3-axis gauss-meter - with the mount used for measuring

magnetic profiles within the two solenoids with and without applying a current.
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2.5 Magnetic field profile

Figure 2.9: Solenoids magnetic field - The magnetic fields within the first
(a) and second (b) solenoid coils. Each panel is further divided into two figures
showing the current independent (lower figure) and current dependent (upper fig-
ure) magnetic fields. The horizontal axis shows the distance from the entrance of
the solenoids vacuum tube (the entrance of the beam path in the first and the exit
of the beam path in the second) up to the connection with the scattering chamber

Scattering chamber

First, we needed to examine whether the manipulator itself can be considered as

a non-magnetic object. Due to mechanical constrains the only way to measure

the field near the manipulator was to rotate the manipulator so that we can

measure the field by inserting the probe from a different port in the scattering

chamber. We measured the magnetic field by rotating the manipulator so that

the gauss-meter probe approached the surface in a way which mimicked the way

the beam would approach the surface from the first solenoid port and scatter

from the surface into the second solenoid port. We used a PVC holder which

included a flange connection to the port and a bored through cylinder. The

magnetic probe was then fixed to the edge of a tube which was inserted into the

bore of the PVC cylinder and could be driven along the centre of the port while
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measuring the magnetic field up to the position of the sample surface (illustrated

in Fig. 2.10) . These magnetic scans towards the sample surface, were performed

Figure 2.10: Equipment used in measuring the sample magnetic field -
with markers to the different parts

at two angles corresponding to the angles through which the particles approach

and fly away from the surface, before and after scattering. The measurements

revealed a residual magnetic field that cannot be considered negligible (see red

curves in Fig. 2.11). As the manipulator was built with non-magnetic materials,

the explanation for the measured field was assumed to be the connectors for the

K-type thermocouple used to measure the temperature and/or the in-vacuum

motor used to control the azimuth angle of the surface. To tackle these aspects, I
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2.5 Magnetic field profile

replaced the K-type thermocouple with a non-magnetic T-type thermocouple and

covered the in-vacuum motor with a mu-shield enclosure that should significantly

reduce the magnetic field it creates. After the modification, the residual magnetic

field disappeared, allowing us to consider the surroundings of the manipulator as

a zero field region (see blue points in Fig. 2.11). The last step was to measure

the magnetic field in the absence of the manipulator. The manipulator was taken

out of the chamber and the magnetic field was measured from the solenoid gasket

aperture up to the nominal surface position. Small residual fields along the beam

line were discovered in the connection areas between the scattering chamber and

the two solenoids. These fields had noticeable components only along the beam

line directions (x and x’ directions, see Fig. 2.12), and seem to be a continuation

of the residual fields measured on the other side of the aperture gasket, i.e. from

the solenoids towards the scattering chamber.

Figure 2.11: The magnetic field near the sample - 3-axis magnetic field
profiles before (red) and after (blue) the changes made in the scattering chamber
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Figure 2.12: Magnetic field profile - the field inside the scattering chamber
for the incoming beam (left) and outgoing beam (right). The sample is located at
about 200mm.

2.5.1 Measurement errors and restrictions of the sensors

used.

Both Gauss-meters used to map the magnetic field profile have a nominal error of

2 percent of the reading. Another cause for a more systematic error is the actual

position and size of the sensors. The probe used in the strong dipole (Lakeshore

model 410) has a sensor with a relatively large sensitive area of 2 mm2. The

magnetic field behaviour in the region of the strong dipole part is very sensitive

to the position of the sensor and a deviation of 1 mm from the centre axis results

in noticeably different magnetic profile in magnitude and orientation. This means

that using a probe which measures just one field direction leads to an unavoidable

inaccuracy. The level of uncertainty that correspond to the orientation angle is

proportional to 1−cos(θ) where θ is the angle of misalignment, this resulting from

the magnetic flux being proportional to B⃗ · n̂ = Bcos(θ) where B⃗ is the magnetic

field vector and n̂ is the sensor surface normal. The nominal error in the sensor

angle was estimated to be approximately 5 ◦ which translates to a deviation of 0.4

percent of the measured reading from the actual field value. The second sensor

we used, has a 3-axis sensor (Alphalab inc.), which means all three components

are measured simultaneously. However, this sensor is also limited in accuracy in

regions where the field changes on a small length scale. All three sensors have
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a sensitive are of 0.2mm x 0.2mm, which is relatively small, however they are

displaced with respect to each other. The axial sensor is located 0.9 mm above

the plane of the horizontal sensors and is shifted by 2.7 mm and 3.6 mm from the

sides of the horizontal sensors. These small changes in sensor positions do not

lead to significant errors as long as the magnetic field gradients are small enough

to not change the field significantly on this scale.

2.6 Detection

In the detection area of the scattering machine there are 2 sets of detectors.

The first is a commercial residual gas analysis (RGA , Extrel CMS) capable of

measuring a wide range of masses (1-100 amu) with ionization efficiency crudely

estimated to be between 1 to 10 counts for every million helium atoms passing

through the detector. The second detector is an ultra-high efficiency particle

detector (considered to be at least 100 times more efficient than the Extrel),

capable of measuring small range of masses (2-4 amu) and is located at the

end of the beam line. The detector ionizes the beam’s particles using electron

bombardment in a magnetic trap, followed by magnetic-sector separation of mass

to charge ratio, and finally an electron multiplier that measures the current.

The detector is an improved version of a previous magnetic trap detector [35]

and was designed by the SMF group at the Cavendish Laboratory, University of

Cambridge[36]. The second detector is an extension of the system and is there

to allow more sensitivity at a price of less mass selection and long stabilization

time while the first is stable and less sensitive.
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Direct beam analysis

3.1 Introduction

In this chapter I will describe a major modification to the setup which allows it

to also investigate the beam without scattering. The modified setup (elements

a-i in Fig. 2.1), which can perform quantum state analysis of both the scattered

and unscattered beam (although not simultaneously), significantly enhances the

type of information which can be resolved from surface scattering experiments.

Having a straight through system allows us to study the magnetic field depen-

dency of atomic/molecular beams that have never been investigated and extract

the coefficients of the magnetic Hamiltonian for the gas molecules, or verify ex-

isting values for systems which have either been measured in a different way in

the past or derived theoretically. Another important aspect of a direct beam

analysis is the ability to characterize the parameters of the beam itself (energy

distribution and rotational state populations) without any interference resulting

from surface scattering. These values can then be used with confidence during the

analysis of the scattered beam experiments, leaving the changes due to scattering

as the only unknown quantities which we want to characterise. Finally, straight

through experiments allow us to double check both our characterisation of the

magnetic profile and the accuracy of our simulations and gain confidence in our

understanding of the experiment itself.
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3.2 Key-aspects in the design

To guide the design and check the performance of a direct beam experiment, we

chose the case of a ground state molecular hydrogen beam. The dominant I=1,

J=1 component of this beam gives rise to 9 different states (3 rotational states

corresponding to J = 1 and 3 nuclear states corresponding to I = 1). Tracking

the 9 states through the beam line is complicated enough and will imply that the

system is capable of dealing with more than a simple two state system.

3.2.1 Sensitivity

An important criteria for assessing the ability to observe magnetic interference

within the measured beam is the absolute difference between the flux of the

different states that are being detected. As the beam has 9 different states in

total, creating a sufficiently large difference between the probabilities of those

states, ensures our ability to measure. The 9 different states mix into a super-

position during the flight time of the beam in the solenoid until they reach the

analyser magnetic lens. Having a population difference even between just 2 states

after passing through the polarising hexapole field will force differences in the

populations of all 9 states at the end of the beam and could be easily detected.

When designing the direct beam setup, we can control the transition probabilities

and consequently the population differences of the beam by choosing the position

of the magnetic lenses, their length, where the detector position will be and the

size of the apertures along the beam line.

3.2.2 Geometrical constrains

As the lab has a fixed size, there is a limit to the actual length that can be given

to certain elements. The size of the lab restricts the total length of the direct arm

extension and cannot be more than 3.5 meters, as that will need the lab walls to

be removed.
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3.2.3 Vacuum considerations

The pressures throughout the beam line (with the exception of within the molec-

ular beam source itself) are low enough to be described as a molecular flow region,

the probability of collisions between the particle of the beam is negligible, and

the attenuation of the beam due to collision with other gas phase molecules is

also negligible. The magnetic lens regions in the machine have a pressure of ap-

proximately 10−8mbar. The reason for this is that the magnetic elements cannot

be heated to high temperatures without altering their magnetic properties (at

around 80 ◦C) and hence a bake-out of the vacuum system containing the mag-

netic lens is not allowed, resulting in limited vacuum levels within this region.

In our design of the straight through arm, we must take this into account and

make sure that the resulting pressure increase in the UHV chambers from those

regions will not be larger than the UHV base pressure which is in the order of

10−11mbar. To overcome this, differential pumping is used. The concept is well

known in the vacuum community and detailed explanation can be found here

[37]. The performance of the differential pumping scheme we apply can be un-

derstood by thinking of the differential pumping regions as a buffer between the

high vacuum (HV) and ultra high vacuum (UHV) parts of the system. Each dif-

ferential pumping stage has an aperture at the entrance and exit, to limit the gas

throughput between the different parts and maintain the desirable vacuum level

in the scattering and detector parts. A second consideration when choosing the

aperture size is the influence of the apertures size on the beam. We must choose

large enough apertures which do not limit the focused species in the beam, just

the background gas flow. In practice the focused species in the molecular beam

has a diameter of approximately 2.5mm at the exit of the scattering chamber

which can increase to approximately 4mm further down the beam line. Fig. 3.1

illustrates a vacuum diagram of the different stages with the nominal pressure

values and the chosen aperture diameters. The choice of the aperture diameters

was made by considering the following argument, the gas throughput through the

pump of the nth stage, QPump
n is defined by

QPump
n = pn

dVn
dt

= pnSn, (3.1)
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Figure 3.1: Vacuum schematics with apertures position and size - addition
to the scattering machine
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where pn is the equilibrium pressure and dV
dt

= S is the time derivative of the

volume known also as the pumping speed of the n’th element. The net gas

throughput of an aperture separating the n’th and n+1 element is given by

QAperture
n = (pn − pn+1)Cnn+1. (3.2)

Here Cnn+1 is the conductance of the aperture between the n and n + 1 stages.

In equilibrium, mass conservation in each stage create a set of linear equation in

pn

(pn−1 − pn)Cn−1n − (pn − pn+1)Cnn+1 − pnSn = 0. (3.3)

Solving for the pressure in the scattering chamber

p1 =
p0C0 + p2C1

C0 + C1 + S1

, (3.4)

where p0, C0 and p2, C1 are the pressure and aperture’s conductance before and

after the scattering chamber and S1 its pumping speed. The conductance of an

aperture can be approximated (for nitrogen) by the relation [37]

Caperture = 12.1d2 l/s d- diameter in cm (3.5)

Within the system configuration, an aperture diameter of 4mm (marked as d1 in

Fig. 3.1) will restrict the pressure increase in the scattering chamber to about

2 × 10−11mbar., assuming p0, p2 pressures of 1 × 10−8mbar. Assuming we want

a pressure of 10−11mbar in the detector part and solving for p5 yields

p5 =
p6(C5 + S6)

C5

. (3.6)

Using an aperture of 4mm as d5 and the parameters from Fig. 3.1, p5 must be

on the order of 10−9mbar for the detector pressure to be as low as 10−11mbar, a

requirement that is easily fulfilled. The rest of the apertures sizes was chosen to

maintain a pressure lower than 10−8mbar in the chambers.
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3.2.4 Trajectory simulation

3-D classical simulations of a H2 molecular beam passing through the apparatus

were used in order to establish the optimal configuration for the system exten-

sion. The different quantum states of the molecular beam experience a force while

travelling inside the first and second hexapole’s magnetic fields (elements b and

g in Fig. 2.1), the force is proportional to the specific magnetic moment state of

the molecule and the gradient of the magnetic field magnitude. The simulation

method follows the basic principle used by Jardine et al for the case of helium-3

[29], in the sense that the trajectories are calculated classically whereas the mag-

netic moments are quantised with respect to the local field axis. Our simulations

start with one magnetic µ1 state (a specific mI , mJ combination) and go through

the following stages:

� We generate a beam from a source (disc), with a diameter of S0. In the

experiment this diameter could be either the size of the nozzle or that of a

virtual source with dimensions between that of the nozzle and the skimmer.

This depends on the details of the supersonic expansion and whether a

secondary expansion takes place within the skimmer [38].

� For simplicity we assign a probability for each velocity, V , using a Gaussian

velocity distribution exp

(
4 log 2( V

Vmean
−1)

2

dV 2

)
where Vmean is the mean velocity

and dV is the full width at half maximum chosen to be consistent with the

experimental value or considered as a simulation parameter.

� We generate the beam’s particles by assigning polar and azimuthal angles

from a random distribution and maintaining a uniform density within the

beam diameter. Also, a maximal polar angle resulting from the bore size of

the first hexapole will determine the maximal polar spread of the generated

particles.

� We calculate the free flight of the molecules for each velocity up to the first

hexapole.
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� We propagate the beam through the hexapole by solving Newton second

law (a detailed explanation on the force within the hexapole can be found

in section 2.3.1).

d2

dt2
x⃗ = 3Chex1

µ1

m
∇(x⃗2), x⃗(t0) = x⃗0 ,

d

dt
x⃗(t0) = V⃗0 (3.7)

by means of the Runge–Kutta method [39], here x⃗ = (x, y) is the cross

section position, ∇ is the gradient operator, t = dz
V

is the time spent in the

magnetic field at velocity V in a single step of dz and Chex1 is the hexapole

constant. x⃗0, V⃗0 are the initial position and velocity of the particle. The

hexapole magnet assembly is composed out of multiple pieces with a gap of

5mm in between which provides a larger pumping speed of the bore. In our

simulations we assume that the force is zero and that there is no change in

the magnetic state within these gaps. These assumptions should be valid

because the magnetic fields gradients are much smaller in comparison to

within the hexapole pieces (by more than order of magnitude), whereas the

magnetic field itself is still strong enough to prevent spin rotation mixing.

� We calculate the free flight of the molecules from the exit of the first

hexapole up to the entrance of the second hexapole.

� By the time the molecule reaches the second hexapole, due to the long

distance between them and the variable field produced by the solenoid B1

(which is not included explicitly in the bending trajectory simulation), state

mixing and changes in the magnetic moment of the molecule from µ1 to µ2

are expected. The probabilities of this mixing phenomena can be calculated

for a given B1 value by means described in detail in section 2.4.2.

� We propagate the beam through the second hexapole using the same equa-

tion given above (Eq. 3.7) but using the specific geometry and magnetic

properties of the analyser hexapole.

� We calculate the free flight path of the molecules up to the detection region
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� We count the fraction of trajectories at the detection part which arrived

without hitting any of the apertures along the way, this number is the

probability of detection a µ2 state which started as a µ1 state.

Within the strong fields in the hexapole, the magnetic moment as a function of

the state’s projection is given by-

µi(mI ,mJ) = mIµI +mJµJ . (3.8)

Here, i = 1, 2 denotes for first or second magnetic lens, mI ,mJ are the molecular

states corresponding to the projection of the nuclear spin and the rotational mag-

netic moment, µI , µJ are the corresponding magnetic moments. All the possible

combinations of states results, for the case of H2 in the I = 1, J = 1 state, in 81

different probabilities to calculate. The code used to generate the simulations was

developed based on a previous version of the code used for water and methane

molecules and propagation through a single hexapole lens [40]. Changes were

made so that the code can track the movement of the particle’s trajectories along

the entire machine, including both hexapoles. The need to perform 81 different

state configuration along the full distance of the hexapole lenses with statistical

convergences is a time consuming computational problem, especially for the less

focused states. Fortunately, these unfocused states which are hardest to calcu-

late reliably, do not contribute significantly to the measured signal and therefore

require reduced accuracy.

3.2.4.1 Results

The results below were generated assuming a beam of Hydrogen molecules ex-

iting the 100K nozzle (0.02mm) at 1450 m/s and expanding into the skimmer

(0.5mm) with a velocity spread of 5% FWHM. In order to determine the position

of the detection position, we need to take into account geometrical constraints of

the beam line elements and the available space in the lab. This restricts the po-

sition of the detection position between 4.85m to 5.15m from the beam’s source

position. In the process of optimising the exact position, the difference between

successful particle trajectories with initial / final states of mJ = −1,mI = −1
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and mJ = 1,mI = 0 was chosen to be an appropriate optimization parameter.

Although there are 9 different states, maximizing the difference between the pop-

ulations of just two is sufficient enough, as these states will mix during their flight

time between the magnetic lens according to the Hamiltonian, transferring the

differences between populations to other states. Fig. 3.2 illustrates the difference

in trajectories that pass a 0.4mm aperture just before the detection region as a

function of the aperture position from the beam’s source. As can be seen in Fig.

Figure 3.2: Population difference for determining detection position -
difference in percentage between mJ = −1,mI = −1 and mJ = 1,mI = 0 trajecto-
ries, passing through a 0.4mm square aperture. The error bars mark one standard
deviation from the average value of each point.

3.2, the difference between the number of trajectories is characterised by a max-

imum approximately 5m from the source, this result is representative for pairs

of states where one of them is chosen from the triplet of focused states mI = −1

and the other is from the triplet of either unfocussed or focused/defocussed states

(mI = 0). Correspondingly, mI = −1 we chose to put the detection region within
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that maximum region. Fig. 3.3 shows the behaviour of focused and slightly un-

focused trajectories along the machine. As can be seen in Fig. 3.3, the focused

Figure 3.3: Focused and defocused trajectories - mJ = −1,mI = −1 (red)
are the focused trajectories andmJ = 1,mI = 0 (blue) are slightly (only due tomJ)
defocused trajectories, the hexapoles position and length are marked in magenta

state has a focal point just before 5m whereas the slightly unfocused state is much

more spread around the propagation axis. Fig. 3.4 shows a simulation of the ex-

pected molecular hydrogen beam 2-D intensity profile, 5m from source position.

The intensity profile was simulated to mimic an experiment where we scan the

position of a 0.4mm square aperture positioned before the detector. These type

of simulations will be compared with experimental results later in this chapter.
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Figure 3.4: H2 simulated profile - simulation of a 2-D profile scan with a square
0.4mm aperture, the conditions of the simulation are given in the beginning of this
section.
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3.3 Assembly and measurements

After establishing the position of the detection region , the different elements

of the extension were assembled. Fig. 3.5 shows a 3-D model sketch for the

extension assembly with the different parts and axis labelled. The main elements

of the extension are:

� Weak dipole field (holding field) assembly - Similarly to the dipole fields of

a helium spin echo spectrometer [41], a combination of electromagnets and

mu-metal plates are used to create dipolar magnetic field in the z direc-

tion. The particles enter into this region from the zero field (magnetically

shielded) scattering chamber, and undergo a non-adiabatic transition. The

term non-adiabatic transitions is used to describe transitions where the

magnetic field changes abruptly (with respect to the local Larmor frequen-

cies) and as a consequence of that, the populations of all the mI and mJ

mix.

� Strong dipole field - At the end of the dipole region the field is strength-

ened up to a value where (1) spin rotational mixing is negligible , i.e. the

projection mI and mJ along the z axis can be considered as constant and

(2) the dipole field can be transformed into a hexapole field in an adiabatic

transition, this means that the population of mI and mJ with respect to

the strong dipole field direction is maintained and converted into a similar

population with respect to the local magnetic fields within the hexapole

(which vary in direction for different azimuthal angles).

� Hexapole field (magnetic lens) - As described in more detail in section 2.3.1,

within the hexapole field, the trajectories of the different quantum state of

the particles bend, and are focused / defocused or unfocused (continue along

a straight line) as function of their total magnetic moment. These leads to

a significant population bias as function of distance from the centre of the

beam, towards those states that are focused.

� Horizontal and vertical scanners - Used to profile the beam in the detection

region. Each scanner allows us to position either vertical or horizontal
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slits. Fixing one of the scanners at a specific slit size and position, while

scanning the second one with the same slit size will produce a 1-D profile

measurement integrated over the width of the specific slit size used. 2-D

profiles can be measured by moving both scanners.

� Quadrupole Mass spectrometer (QMS) - The QMS (Hiden model HAL-201-

RC) is used as a detector for the flux of the beam. The QMS is positioned

at the end of the beam line (off the beam axis) and allows us to measure the

partial pressure increase in the last chamber due to beam particles making

it all the way through the extension.

Figure 3.5: 3-D drawing of the direct extension - with pointers to the
different elements and the used coordinate system

3.3.1 Dipole field (Holding field)

As can be seen in Fig. 3.5, the next element after the scattering chamber is the

dipole field, creating a magnetic dipole field in the z direction. This element used

to achieve two effects, the first is to minimize changes to the quantum state from

stray magnetic field contributions, like earth’s magnetic field and fields from
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magnetic metal components of the apparatus. This is crucial as an undefined

magnetic field would be impossible to predict and propagate through. A well-

defined magnetic field profile is needed and achieved by the z direction dipole.

The name holding field is used in the context of holding a predefined magnetic

field in this region. The second effect is to define the quantization axis for the

particles being measured, as upon entering the dipole field the objective is that

their magnetic moment projection on the quantization axis will remain constant

during the travel in this region.

To allow us to simulate the coherent propagation within this region (a concept

which will be described in more detail further in this chapter), a measurement

of the full magnetic profile was needed. Similarly to the profile measurements

of the other two arms of the instrument, described in 2.5, we used two different

gauss meters to measure the profile. A 3-axis gauss meter for the low field regions

and 1-axis gauss meter, with smaller physical dimensions for the region of strong

dipole field.

Due to the physical constraints of our measurement setup (the sensor holder),

it was impossible to measure the full magnetic profile from the exit of the scatter-

ing chamber to the hexapole chamber in one continuous measurement. To tackle

this the hexapole chamber was moved so a measurement of the magnetic field

from the scattering chamber exit to a position 12.5 cm after the end of the dipole

fields could be performed. Then the heaxpole chamber was moved back to its

place near the dipole field and a second magnetic profile measurement was per-

formed, focusing on the region leading into the strong dipole (replacing sensors

when entering the strong dipole field). Fig. 3.6 shows the measured magnetic

field profile starting from the exit of the first hexapole until the entry to the sec-

ond hexapole. From our measurements we concluded that there are no significant

magnetic fields in the y direction throughout the beam path, and only z and x

components contribute to the magnetic field profile. Focusing on the extension

for direct beam analysis described in this chapter, which corresponds to distances

larger than 2000mm in Fig. 3.6, a small but significant magnetic field in the x

direction of up to approximately 2G, appears at the exit port of the scattering

chamber and decays when entering the weak dipole region. Simultaneously, the
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Figure 3.6: Magnetic profile for direct gas analysis - with markers to the
different elements. For the weak and strong magnetic fields to be visible we gave
them a different scaling, according to the legend.

magnetic field in the z direction increases up to about 14G (when using a cur-

rent of 5A in the electromagnets which drive this field). This z field remains

essentially constant for almost 30 cm before starting to decay slightly, at which

point, the strong dipole field positioned at the entrance of the hexapole chamber

starts dominating, and raises quickly to relatively strong magnetic field values

(> 102G) where mI ,mJ mixing is negligible, and consequently there is no need

to calculate coherent propagation of the quantum state.

3.3.2 Magnetic lens

The next element after the holding field is the hexapole chamber. In this chamber

we have a strong dipole field element followed by a dipole to hexapole element

followed by a series of hexapole elements, all fields are created by permanent

magnets. The purpose of the magnetic lens is to allow for certain states within

the molecular beam to be focussed hence having more flux than other states in

the detection region.

The hexapole field in the extension was built in the same manner as the an-

alyzer hexapole used in the second scattering arm of the machine and following

the optimised design of Dworski et al.[42]. The full hexapole consists of 14 pieces

of 50mm hexapole elements, separated by 5mm gaps. Each element was built
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from 12 permanent magnets, which were cut, magnetized along different direc-

tions and assembled within a mild steal yoke to generate the desired hexapole

magnetic field within the bore of the element. The magnetic field at the tip of

the permanent magnets is about 1.1T. The field dimensions of each yoke are

illustrated in Fig. 3.7 together with an illustration of the field behaviour of an

ideal hexapole field. In total we assembled 14 yoke elements with the help of the

mechanical workshop at Swansea University. The principle of the assembly was

to first arrange the segment inside a pre-yoke element and then press them into

the yoke (for detailed explanation see [43]).

Figure 3.7: Picture of a single hexapole element - alongside the relevant
dimensions and a visualisation of the field lines within an ideal hexapole field.

.
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3.3.3 2-D scanners

The ability to physically scan an aperture within the beam cross section pro-

vides valuable insight into the spatial dependence of the beam flux, which in turn

provides us with feedback for the action of the focusing elements. The scanners

designed were made out of metallic rectangular piece attached to a linear motion

feed-through with a motor. A 2-D profile with a square aperture of the beam flux

intensity could be generated by scanning them along the relevant cross sectional

area. A computer code was written in order to generate a profile scan. Having

such profiles will allow for a comparison between the trajectories simulation and

the measured profiles. By having the information resulting from the quantum

state dependence in the trajectory simulation of the spatial dependence in the

detection position we could choose either to perform magnetic manipulation mea-

surement at different cross sectional positions and sizes or to focus on the most

intense region in the profile.

3.3.4 Detector

The detector used in this setup is a mass spectrometer (HIDEN model HAL-

201-RC) that measure the stagnation pressure of a chosen mass and allows a

distinction between the residual background and the beam intensity. The major

obstacle with detection of molecular hydrogen is its relative high background, due

to its high natural abundance. In our measurements, the noise in the data will be

limited to the shot noise, i.e. proportional to the square root of the background

intensity. In some of the experiments we will perform with the direct beam

setup, the expected pressure rise from the beam is on the order of 10−11mbar.

In a standard high-vacuum (HV) environment the partial pressure of a hydrogen

molecule (mass 2) is on the order of 10−9mbar. Taking into account random noise

and unpredictable drifts in the background level, it will be difficult or impossible

to make detailed measurements of the beam contribution to the intensity. For

that reason, UHV conditions must be achieved in the detector chamber, this was

obtained by baking the vacuum system to 120 ◦C for a couple of days, allowing

the the total pressure within this section of the instrument to be lower than

5 × 10−11mbar at room temperature. The mass spectrometer was connected to
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the system computer and a script was written to initialise the parameters and to

synchronize the pressure measurements to the magnetic solenoid of the machine.

3.3.5 Alignment

When assembling the extension beam line, a laser was used to align the apertures

and the hexapole assembly. Initially, the laser beam was aligned using a 4 axis

manipulator to go through the skimmer, all the apertures of the first arm and

into the 2.5mm aperture at the entrance to the scattering chamber. Then the

rest of the extension elements were positioned to be centred with respect to this

laser beam.

3.4 Results

The following section will present the results measured with the direct beam

analysis setup. The experimental data, which is then compared with simulation

results, is then used to verify that the focusing elements are working as we expect

them to, identify and quantify a small residual field integral which was not picked

up by the magnetic profile measurements and measure the velocity distribution

in our beam.

3.4.1 4He beam

At first, we wanted to test the apparatus with a particle beam with no focusing

properties so that the nominal shape of the beam reaching the detection part

could be investigated. We used a 4He beam emerging from a 100K nozzle as this

temperature resulted in a relatively high pressure rise in the detection region.

Fig. 3.8 shows the 2-D profile measurement with a square aperture of 0.4mm

size. The 2-D profile resulted in the expected shape, in the sense that it is an

almost uniform circular distribution. The circular distribution cut-off diameter is

approximately 3.5mm, which is little bit smaller than the aperture size before the

scanner (4mm d3 in Fig. 3.1). This suggests that the beam passes through the

machine with some minor interference, possibly from some small misalignment of
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Figure 3.8: Intensity profile measurement of 4He beam - measured with a
0.4mm square aperture

the various apertures which cause the profile to be narrower than it should. As

we will be mainly interested in focused molecular beam this should not limit us.

3.4.2 3He beam

In order to simulate magnetic scan measurements (measurements of the beam

intensity as function of the magnetic field strength, B1) and profile scan experi-

ments (measurements of the intensity as function of scanning aperture positions),

we need to know both the magnetic field profile along the beam path and the

transmission probabilities of the magnetic lenses. The magnetic field profile of

the beam was measured as accurately as we could, however, there still remain

uncertainties within regions where the field varies strongly as function of position

(entrance to strong dipoles) making the results sensitive to small errors in the

probe position, alignment of the probe and the finite sensor size. Furthermore,

there are places that are impossible to measure with our probes, such as the field

inside an aperture (as the probe can not pass through it) and within the hexapole

magnets themselves.
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Using a 3He beam as a test beam provides valuable information. As the spin
1
2
beam particle has only two different magnetic states (magnetic moments), the

detected beam is composed of the focused state almost exclusively. This simpli-

fication makes the interpretation of profile measurements easier and also means

that magnetic scan measurements are less sensitive to the transmission probabili-

ties. This is different than the case of a hydrogen beam experiment, and makes it

easier to assess the magnetic field profile within the rest of the beam line. Below

we present experimental measurements of 3He beams at 14 different nozzle tem-

peratures varying from 20K to 100K (this is the actual span of temperature we

could maintain without lost of stability). Two types of measurements were per-

formed, 2-D beam profiles measured in a similar way to the 4He profiles presented

above and current measurement scans. The focusing capabilities of the magnetic

lens are verified by comparing the measured and simulated 2-D beam profiles.

We then extract the velocity distribution of the beam from current measurement

scans and then use these empirical distributions to analyse the magnetic scan

measurements. Using a set of data we identify a small but non-negligible missing

residual field integral along the direct beam setup and using a complementary

scattering measurement from Cu(111) we identify the residual field value needed

when simulating the scattering setup.

3.4.2.1 Focusing

To get a grasp on the actual focusing power of the 3He beam we measured a 2-D

intensity profile, like we did with the 4He beam. We measured the intensity of

the beam passing through a 0.4mm square which was scanned to create a 2-D

profile. Fig 3.9 shows a scan of a 50K nozzle temperature beam, this corresponds

to a mean beam velocity of about 800m/s. The two panels in Fig. 3.9 show

the measurement results using two viewing angles, while the shape of the high

intensity spot is not completely circular, we approximate the size of the ring of the

half maximum as having a diameter of about 0.5mm, in striking contrast to the
4He unfocused beam. Fig. 3.10 shows a simulation of the intensity profile, trying

to mimic the measured signal. The simulation parameters was of a 3He beam

travelling with a 800m/s central velocity and a Gaussian velocity distribution
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Figure 3.9: Intensity profile measurement of 3He beam - measured with a
0.4mm square aperture. The small asymmetry seen is the simulated data is due
to restricted number of trajectories leading to incomplete convergence.

Figure 3.10: Intensity profile simulation of 3He beam - simulated with a
0.4mm square aperture and mean velocity of 800m/s with a 10% FWHM spread
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with 10% FWHM through the machine up to the detection position. The reason

for the asymmetry in the simulated profile comes from lack of convergence, as in

practice, each run in the simulation yields a small number of particles which were

able to pass through the entire system. As we can see from the simulation, the

expected shape in the top view (small figure) is of more circular shape than the

measured signal which shows a stronger distortion, however the nominal sizes of

the different intensity rings are quite comparable (FWHM of the measurement is

0.52±0.03mm and the simulation FWHM is 0.55mm) between the measurements

and the simulations. One reason for the shape inconsistency could be that the

polariser hexapole lens is not perfectly aligned while the simulation is treating

the beam geometry as aligned with respect to the magnetic lens and the different

apertures. Fig. 3.11 illustrates the resemblance and also shows that the actual

Figure 3.11: Horizontal and vertical comparison - comparison of the mea-
sured and calculated profile

shape of the beam is a bit deformed with respect to the calculation.
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3.4.2.2 Velocity distribution

In order to perform realistic calculations and meaningful comparisons with the

experiments we need to estimate the velocity distribution of the beam. For the

case of a 3He this can be performed relatively simply as we show below. We start

with some preliminary definitions, following the approach presented in [44].

It is convenient to focus on the De Broglie wavelength, instead of the particle

velocity,

λ =
h

mV
, (3.9)

where m h V λ are the mass, Plank constant , particle’s velocity and wavelength.

Our scanning parameter is the current in the solenoid, we define a variable, κ

which is proportional to the current vector and given by

κ =
γmBeffI

2πh
, (3.10)

here γ is the gyromagnetic ratio and Beff is the field integral of the solenoid per

unit current.

The signal at the detector can be expressed as

P (κ) =

∫ λmax

λmin

ρ(λ)e2πiκλdλ. (3.11)

To extract the wavelength distribution, a discrete Fourier transform needs to be

done on P (κ)-

ρ(λ) = FT [P (κ)] . (3.12)

Applying the relation in Eq. 3.9 will results in

ρ(λ) = ρ

(
h

mλ

) ∣∣∣∣ ddλ
(
h

mλ

)∣∣∣∣ , (3.13)

And the velocity distribution is given by,

ρ(V ) = ρ

(
h

mλ

)
= ρ(λ)

∣∣∣∣ ddλ
(
h

mλ

)∣∣∣∣−1

. (3.14)

Fig. 3.12 shows in the first panel (a) the detector signal as a function of the
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Figure 3.12: 3He measurement analysis - (a) 3Hemagnetic scan measurement
measured using a nozzle temperature of 40K, normalised with respect to the mean
value, (b) Reconstructed wavelength distribution and (c) Reconstructed velocity
distribution

current in the first solenoid. In the second panel (b) we get the wavelength distri-

bution by Fourier transforming the signal and plotting the magnitude. The third

panel (c) illustrates the velocity distribution, transformed from the wavelength

distribution by means of Eq. 3.14 and yield v/∆v = 7.5, where v is the peak

velocity and ∆v marks the half width at half maximum of the peak.

3.4.2.3 The magnetic field profile

Further information, that can be gathered using the direct analysis beam line, is

the effective magnetic field integral the beam particles pass through. To study

this, we performed magnetic scan measurements on a 3He beam at different nozzle

temperatures. As mentioned in section 2.4.1, the measured signal in the case of

a spin half particle detector can be expressed as-

DS(I, v) =
∑
v

Pv · | cos(Φ)| ,Φ = 2πγ[BeffI +Br] ·
1

v
+ ϕ (3.15)
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Where v marks the velocity of the particle, Pv, the statistical weight of the veloc-

ity extracted from the Fourier transform of the measurents as explained above, γ

is the 3He gyromagnetic ratio, Beff is the magnetic field integral per unit current

in the solenoid, Br is a residual field (current independent) which is assumed

to be directed along the beam axis (in the coherent region of the propagation)

and ϕ is an angle, which in the above expression represent a possible difference

between the quantization axis of the first and second magnetic lens region. For

the discussion below we will assume that ϕ is negligible, as small values which

are consistent with assembly misalignment (1-2 ◦) would lead to changes which

are too small for us to observe. For each nozzle temperature measurement, the

velocity distribution is extracted, then the signal is simulated by propagating the

beam through the experimental profile with the spin half Hamiltonian and impos-

ing the extracted velocity distribution on the calculation, resulting in a set of 14

calculated signals which can be compared with their corresponding experimental

signals. In order to extract Br we simultaneously analyse all of the measurements

in the following manner,

1. Fourier transform both the measured signal and the calculated signal

2. Transfer the scale into velocity

3. Extract a phase difference from ∆Φ(v) = tan−1
(

Im[FT (sm)]
Re[FT (sm)]

)
−tan−1

(
Im[FT (sc)]
Re[FT (sc)]

)
here m stand for the measured signal and c for calculated signal

4. Repeat for all measurements and calculations

By plotting ∆Φ vs. 1
v
we can check for the linear behaviour expected from an

additional residual field integral. By fitting the result to ∆Φ=2πγBr · 1
v
we can

extract the residual field integral which will minimise the difference between our

calculations and measurements. Fig. 3.13 illustrate the residual field integral

fitting process which was done on the comparison between the signal calculation

using the measured magnetic field profile and the measured signal (plot (a))

and the signal calculation after the addition of the residual field integral to the

magnetic field profile (plot (b)). The red line in panel (a) shows a linear fit to the
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points before the addition of the residual field integral. The reason the slope is

not zero in panel (b) resulting from the relatively wide scattered of the points and

reflects the error in the addition of the residual field from panel (a). A comparison

Figure 3.13: Phase analysis - (a) Extraction of the phases from the comparison
of the measured signal and the signal calculated using the measured magnetic profile
(b) analysis after addition of 0.017Gm to the magnetic field profile calculation. The
red line shows a linear fit to the scattered points

of the signal before and after the addition of the magnetic field can be seen in

Figure 3.14 showing that when trying to analyse a direct analysis experiment,

adding a small residual field integral of 0.017Gm to our measured magnetic field

profile significantly improves the fit of simulated and measured results. When

looking at Fig. 3.13 we see that the phases extracted from the experimental
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Figure 3.14: Calculation and measurement comparison - (a) 40K measure-
ment in blue and a calculation using the original magnetic field profile in red (b)
a similar comparison after adding the residual magnetic field. The reason for the
envelope clipping is the sample resolution in the current domain.

data are scattered (noisy) and there are systematic deviations from the model,

especially at low values of 1/v, indicating that using a residual magnetic field

along x to explain the results is an approximate approach which does not work

very well at the limit of high velocities. Having said that, the absolute deviations

in spin angle after applying the correction are rather small. In particular the

agreement between the simulated and measured signals in Fig. 3.14 is quite good,

suggesting that for many purposes the corrected magnetic field profile (adding a

0.0017Gm residual field) is a good approximation.

3.4.2.4 Verifying the magnetic field profile in scattering mode

After establishing the magnetic field profile with the residual field correction for

the direct analysis mode of the instrument, we want to check for the presence

of a residual field integral in the scattering mode, using the same method as in

the direct beam analysis. We choose to perform 3He specular scattering from

a Cu(111) surface as this surface is known to be quite reflective for scattering

experiments and it is a non-magnetic material, so we are not expecting the helium
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atoms to change their spin upon collision with the surface. In fact, we can treat

the surface as a mirror, reflecting the incoming beam by 45 ◦ into the detector

region. We kept the surface at 300K and measured the scattered signal while

scanning the current in the first solenoid and maintaining zero current in the

second solenoid. We repeated these measurements for several nozzle temperatures

and extracted the velocity distributions using the same process described above

in 3.4.2.2. We then simulated the signal using the magnetic field profiles of

the first arm (before scattering) and second arm (after scattering), applying an

identity matrix as a scattering matrix to combine between the two and imposed

the velocity distribution extracted from the experiment. Fig. 3.15 illustrates

the residual field fitting process obtained from comparing the signal calculation,

which uses the measured magnetic field profile, and the measured signal (plot

(a)) and the signal calculation after the addition of the residual field to the

magnetic field profile (plot (b)). A comparison of the signal before and after

the addition of the magnetic field can be seen in Fig. 3.14, showing that for

analysing a scattering experiment, a residual magnetic field of 0.012Gm needs

to be added to the magnetic field profile in the simulation to best match the

measured results. The fact that two different values are obtained for analysing

direct beam or scattered experiments can be expected, while the two types of

measurements include a common beam path (source to scattering chamber) they

have different beam paths later and the further residual fields can add up or

cancel each other. Furthermore, the residual fields identified in the magnetic

field profile measurement at the entrance and exit from the scattering chamber

(the blue curve in Fig. 3.6 on both sides of the scattering chamber) are anti-

aligned to the beam propagation direction and have a total field integral on the

order of 0.25Gm. If we have made an error of 5% when measuring these residual

fields, it would explain why we need to add another small residual field to best

simulate the data.

3.4.3 D2 beam

By now we have carefully extracted the residual field integral values from the 3He

measurement to a degree where experiments and simulations of this system match
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Figure 3.15: Phase analysis - (a) analysis of measured signal and signal cal-
culated using the measured magnetic beam profile (b) analysis after addition of
0.012Gm to the magnetic field profile calculation. The red lines show a linear fit
to the scattered points
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quite well. However, as 3He magnetic scan measurement signals have only one

frequency, they produce a simple pattern which is relatively easy to reproduce.

Furthermore, since the magnetic scan measurement pattern for 3He is insensitive

to the hexapole probabilities, we want to test our measurement scheme on a more

complicated system that we can still model. A molecular beam of deuterium is an

example of a system that allows us to further test and verify the way we calculate

the propagation through our setup.

3.4.3.1 Focusing

As D2 molecules can be found in multiple total I and J states, we first need

to discuss the relevant contribution of these states to the signal before we can

simulate and compare to the measurements. Each D atom has a nuclear spin

of 1, and correspondingly the D2 molecule has 3 total nuclear spin states I=0,1

and 2. Deuterium atoms are Bosons, and the total wave function should be

symmetric with respect to exchanging the nuclei. The even nuclear spin states

(I=2 and I=0), termed the ortho-D2 spin isomer, are symmetric with respect to

an exchange of a nuclei and have 6 nuclear spin projection states (one from I=0

and 5 from I=2), and couple to even rotational states. The I=1 spin isomer,

termed para-D2, is anti-symmetric with respect to an exchange of a nuclei, it has

3 spin projection states, and couples to odd rotational states. When trying to

compare calculated trajectories to the experiments we must take into account that

we have twice as many ortho-D2 molecules than para-D2 molecules. We simulate

separately the ortho and para trajectories and when summing their contributions

to the simulated signal we give them the appropriate weight according to their

state. When calculating the expected focusing of the beam. The I=1 group

has 81 different quantum state projection combinations which need to be taken

into account. This arises from the fact that the rotational ground state of I=1

molecules is J=1, giving rise to 9 mI ,mJ states, each having its own magnetic

moment, and therefore a different focusing / defocusing behaviour within each

lens. Taking into account the state mixing through the beam path between the

lens, we are left with 81 different combination to consider. For example, a particle

can start with a (mJ ,mI) = (−1,−1) state in the first lens and to be a (mJ ,mI) =
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(−1, 0) in the second lens. The I=2 group will have just 25 states combinations as

its rotational ground state is the non-rotating J=0 state, so just the nuclear spin

projections are relevant. I=0 will have just one state to consider, as it’s ground

state is also J=0. In total, when simulating the trajectories propagation, 81, 25

and 1 runs will be needed for I=1, 2 and 0 (in practice some mI , mJ projections,

(mJ ,mI) = (0, 0), (mJ ,mI) = (1, 0) and (mJ ,mI) = (−1, 0) are common to

several I states so there is no need to re-run these again). It is however important

to correct the weights before summing all of the signals to ensure that the spin

statistic weight of 3/9, 5/9 and 1/9 for the I=1,2 and 0 states is maintained, as

this is the relative population of the spin isomers when they emerge from the

source. To address it, we will correct the total number of particles by 243, 45 and

9, i.e.

N ′
I=1 =

1
243
N,

N ′
I=2 =

1
45
N,

N ′
I=0 =

1
9
N.

(3.16)

Where N is the number of particles from the simulation and N’ is the corrected

number. After simulating the trajectories of the different groups and giving them

the correct weights we should also take into account the quantum mixing state

probabilities from the magnetic field profile along the machine (even though the

magnetic solenoid is set to zero during the 2-D beam profile measurements, there

are regions with non-zero magnetic field along the beam path, and some of the

states (I=1, J=1) have mixing terms). A quantum propagation code has been

used to extract the mixing matrix probabilities for the magnetic field profile of

the machine. The code was written by Dr. Helen Chadwick, a member of the

research group. Knowing the relevant mixing probabilities of each state, we are

now in a position to compare between the measured and calculated profiles. The

figures below present measurements and calculations of D2 beam experiments

using nozzle temperatures of 40K and 60K and comparison of the horizontal and

vertical intensity cross sections. Note that the existence of multiple states with

different magnetic moments and correspondingly different focusing properties,

results in complex profiles composed of multiple peaks with different widths.
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The 40K data in Fig. 3.16 seems to have large broader contribution of un-

known origin (discussed in 3.4.5), which leads to a significantly larger width up

to about 50 percent of the maximum intensity when comparing with the simula-

tion (Fig. 3.17). The 60K data in Fig. 3.18 shows a better agreement with

Figure 3.16: Intensity profile measurement of D2 beam at 40K - measured
with a 0.4mm square aperture

the calculation (Fig. 3.19) and suggest that the phenomena observed in the

40K data has less effect on the measured intensity in this case. Fig. 3.20, 3.21

shows the horizontal and vertical profiles from the 2-D scan, the reasons for the

discrepencies will be discussed later on 3.4.5. Also, due to very low transmission

of particles in the simulation (especially on the 60K data), the bumps in the

simulation are result from convergence noise.
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Figure 3.17: Intensity profile simulation of D2 beam at 40K -

Figure 3.18: Intensity profile measurement of D2 beam at 60K - measured
with a 0.4mm square aperture
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Figure 3.19: Intensity profile simulation of D2 beam at 60K -

Figure 3.20: Horizontal and vertical comparison, 40K - comparison of the
measured and calculated profile
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Figure 3.21: Horizontal and vertical comparison, 60K - comparison of the
measured and calculated profile

3.4.3.2 Magnetic scan measurements

Similarly to the case of 3He, we also performed magnetic scan measurements,

where we scanned the current in the first solenoid (B1), while measuring the

intensity of the D2 beam, using a 1mm square aperture positioned at the centre

of the beam profile. The measurements were performed for nozzle temperatures

of 40K and 60K. From the measurements we can extract the velocity distribution

of the molecular beam if we use the known gyromagnetic ratio of D2 in the same

manner as in the 3He beam case but with some care, as the D2 beam has more

than just one signal frequency we used the I=2 J=0 state frequency to determine

the velocity distribution as we can clearly see it is the dominate frequency. Fig.

3.22, 3.23 show the magnetic scans at nozzle temperatures of 60K and 40K with a

comparison to quantum simulations of aD2 beam performed for I=2 J=0 and I=1

J=1 states. These states were chosen as we did not observe peaks corresponding

to any other states in the experimental spectra. The simulated particles travelled

at 798 m/s with a FWHM of 9% for the 60K data and 649m/s and FWHM of

8% for the 40K data.
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Figure 3.22: Calculation and measurement comparison of D2 magnetic
scans - nozzle temperature of 60K, the blue points mark the measured data with
the error bars mark the standard deviation from the point’s mean. The red line is
the calculation using the corrected magnetic profile of the machine

Figure 3.23: Calculation and measurement comparison of D2 magnetic
scans - nozzle temperature of 40K, the blue points mark the measured data and
their error bars mark the standard deviation from the point’s mean. The red line
is the calculation using the corrected magnetic profile of the machine
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3.4.4 H2 Beam

The measurements performed on 3He are only sensitive to the overall value of the

magnetic field integral and not to its position or specific shape. This is also mostly

true for D2, since the dominant contribution is from the non-rotating J=0 state,

whereas J=1 and J=2 contribute less to the measured signal. When considering

a H2 beam the signal corresponds to I=1, J=1 molecules and rotations can not

be ignored. As a result, the magnetic Hamiltonian for H2 has field independent

terms, and magnetic scan measurements are sensitive to the actual location and

shape of the magnetic field profile. Below we present 2-D intensity profiles and

magnetic scan measurements performed with a molecular hydrogen beam. These

measurements allow us to to verify our ability to simulate the propagation of

molecular hydrogen through our setup, which forms the basis for analysing surface

scattering experiments (chapters 4 and 5).

3.4.4.1 Focusing

In Fig. 3.24, the measured profile of molecular hydrogen beam intensity is pre-

sented, measured with a square 0.4mm aperture moving in 0.1mm step reso-

lution. The diameter of the beam at half maximum is about 0.7mm which is

Figure 3.24: Intensity profile measurement of H2 beam at 100 K - mea-
sured with a 400 micron square aperture
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5 times narrower than a helium-4 beam expanded from the same nozzle at the

same temperature. In order to simulate the profile shape, we need to take into

account the zero field mixing of the different quantum states in the beam. As the

Hamiltonian for the case of hydrogen has field independent terms, the states will

evolve even without applying a magnetic field in the solenoid. To consider this

phenomena, we calculate the propagation of the states through the setup with a

zero current in the solenoid (similar to what was done in the the experiment) to

obtain a mixing matrix, where the M,N element of the matrix is the probability

that a M in the first hexapole will become a N state in the second hexapole. Af-

ter calculating the mixing matrix, a trajectory simulation for each of the possible

quantum state combinations has been made, resulting in a 2-D state-specific flux

at the sliding aperture position. Each state was then multiplied by its mixing

matrix element and summed in the same manner as the measurement scan (sum-

ming over a 0.4mm square with 0.1mm steps). The x and y 1-D profiles are

shown in Fig. 3.25 together with the calculated ones. The results show an overall

good agreement between the two (the reasons for the residual discrepancies will

be discussed in 3.4.5), enhancing our confidence in the trajectories calculation.

Figure 3.25: Horizontal and vertical comparison, 100K - comparison of the
measured and calculated profile
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3.4.4.2 Magnetic scan measurements

We scanned the magnetic field in the solenoid, B1, and measured the intensity of

the H2 beam as a function of the applied current in the solenoid. The measure-

ments were done at a nozzle temperature of 100K and the final aperture position

and size was changed so we can measure at different regions of the 2-D profile

of the beam. Different positions and different aperture sizes change the relative

weights of the quantum states and should result in different signals. Three mea-

surements were performed at the center of the beam profile using 0.2, 0.4 and

1mm square apertures, another measurement was performed on a rectangular

0.2×4mm aperture positioned 1.3mm off centre (illustrated in red , Fig. 3.26).

Fig. 3.27 to 3.30 show the different magnetic scans measured for the differ-

Figure 3.26: Different measurement conditions - (a) 0.2×4mm rectangular
positioned 1.3 mm off the centre. (b) -(d) 1, 0.4, 0.2mm square apertures at the
centre.

Figure 3.27: Magnetic scan - measured at condition (a)

ent aperture size and position conditions (blue – measurements, red – simulated

scans).
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Figure 3.28: Magnetic scan - measured at condition (b)

Figure 3.29: Magnetic scan - measured at condition (c)

Figure 3.30: Magnetic scan - measured at condition (d)
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3.4.4.3 Extracting Velocity from magnetic scans

As we mentioned in theD2 case, due to the different frequencies involved, different

states which correspond to different gyromagnetic ratio can interfere with each

other, this results in a much more complex behaviour. To bypass this, we choose

to fit the velocity distribution so that the Fourier transform of the signal and

the simulation match. In order to do so, we first tried to understand how many

parameters are needed in order to describe the velocity distribution. We tested a

simple Gaussian with a mean velocity and velocity width as parameters, we tried

a combination of 3 Gaussian distributions, a triangular and square distributions

and 10 steps distribution function. The results were in favour for the simple

Gaussian distribution with only 2 parameters, the mean velocity and the velocity

width. By scanning the 2-D parameters we end up with a mean velocity of

1456 m/s (a 1% deviation from the expected nozzle temperature velocity) and a

FWHM width of 5.7 % for the measurements presented.

3.4.5 Discussion

As we go over the results in this chapter, our first observation was that the 4He

beam profile (Fig. 3.8) is imaged as a homogenous intensity disc with a diameter

of approximately 3.5mm diameter. The fact that just before the detector’s sliding

apertures we have a 4mm aperture suggests that somewhere along the beam line

we have interference that causes the full beam to be smaller than we expected.

When measuring beams with a magnetic moment, 3He,D2 and H2 (Fig. 3.9,

3.16, 3.18 and 3.24), the shape of the profile measurement is very different with

respect to the 4He profile. The focusing effects of the hexapoles are seen as

distinct peaks in the intensity distribution instead of the homogenous disc-like

intensity of helium-4.

The comparison between the profile measurement and the calculation in the

case of the 3He beam (as seen in Fig. 3.11) puts the FWHM of the calcula-

tion within the uncertainty of the measurement (we get those by considering the

different width of the horizontal and vertical profiles of the measurement) and al-

lows us to simulate the trajectories along the machine with confidence. Next, we

used the 3He magnetic scan experiments to detect small hidden magnetic fields,
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which we have either missed when we measured the magnetic profile, or are re-

lated to the limited accuracy of our measurements in both the direct beam line

setup and in the scattering setup. The results shown in the analysis (Fig. 3.13)

illustrate the implementation of the residual magnetic field upon the simulation

of the measured signal. As we can see in this figure, there is a systematic error

at the high velocity points, indicating that our model for a simple residual field

integral is limited to a particular velocity range. One possible explanation of this

is that beams with larger velocities have larger diameters (they are less focused)

and might be sensitive to residual fields which are further away from the beam

centre. Nevertheless, in the region which are most likely to be measuring (the

middle of the graph), the points are found to be scattered around 0 which is what

we expect from implementing the residual magnetic field on the simulation. In

the case of the magnetic scan (Fig. 3.14), the relatively high agreement between

the calculation and the simulation after the addition of the residual magnetic field

demonstrates that the additional residual magnetic fields we extracted from the

measurements should be included in the magnetic beam profile for more accurate

modelling of the data. In the case of the scattering experiments, the analysis

gives similar conclusions but different residual magnetic field integral value, that

is reasonable considering that the particles are travelling through different paths

in the two different setups.

When we are look carefully at the D2 data that we acquired, a strange be-

haviour can be seen in the comparison of the two different velocities (result-

ing from a 40K and 60K nozzle temperatures). The width of the 40K profile

(FWHM=0.6mm) is narrower than the 60K profile (FWHM=2mm). This was

also predicted in the simulations (see Fig. 3.20 and 3.21 for the comparisons).

However, the 40K profile is much wider in the low intensity parts than the simu-

lation. This discrepancy could be related to the alignment of the hexapole itself

and the fact that in the 60K profile measurement we can see a good agreement

between the profile measurement and the simulation can be explained that when

travelling faster (there is 149m/s difference in velocity between the 60K and 40K

nozzle temperatures) through the hexapole, we are less sensitive to the alignment

of it because the particles travel less time inside the hexapole magnetic field and

correspondingly are deflected less. If one needs to improve the alignment of the
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hexapole, this should be done using experimental data measured at low velocities

(40K nozzle in the case of D2 which correspond to 649m/s). Furthermore, we

presented a magnetic scan comparison at the two different nozzle temperatures.

As can be seen in Fig. 3.22, the overall behaviour of the signal with respect to

the calculation is quite similar with just the exception of a slight discrepancy in

the right lobe of the signal envelope which could be related to the actual shape

of the velocity distribution we choose to simulate the signal with (a Gaussian, as

opposed to a more complicated asymmetric velocity distribution). The measure-

ment at 40K in Fig. 3.23 shows a better agreement in the envelope than the 60K

data but there is a noticeable phase shift at the lobes (further on from 0.05A

and the same in the other direction). One possible reason for this is if trans-

mission probabilities through the second hexapole are not accurate for the 40K

measurement due to the slight misalignment of the hexapole we have discussed

above.

In the case of a H2 beam, we can see in Fig. 3.25 that our profile simulation

slightly overestimates the measurement (FWHM of the measurement is 5.7±0.4

mm and the FWHM of the simulation is 7.2 mm) this again could be related to

the alignment of the hexapole that can create a different width for the different

H2 states than a perfectly aligned hexapole would. After acquiring the intensity

profile of the H2 beam, we performed magnetic scan measurements for different

aperture sizes, shapes and positions. The overall agreement between the simula-

tion and the measurement is good, and the quite different signal shapes for the

different aperture conditions are mimicked by the simulation. Nevertheless, we

can find some discrepancies between the measurement and the simulation. At

the centre of the off-center aperture measurement there is a fast frequency com-

ponent which has a higher amplitude in the simulation than in the measurement.

Also, there are some phase shifts between them on the lobes (up to about -5Gm

and further on from 5Gm). These discrepancies could be related to differences

between the real transmission probabilities and the calculated ones. Further in-

vacuum optimization of the hexapole should be performed at first stage, this will

require measuring the beam intensity profile after each movement of the hexapole

until a better agreement between the calculated and measured profile is achieved.

If discrepancies in the magnetic scans are still apparent when the profiles suggest
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that the hexapoles are aligned, we should explore other possible reasons which

could give rise to these discrepancies.
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4

H2/LiF(001)

In this chapter we present measurements of ground state H2 molecules colliding

with the (001) surface of a Lithium Fluoride (LiF) single crystal. This study,

which is the first quantitative MMI study, demonstrates how MMI measurements,

when combined with numerical modelling can be used to study changes in the

molecular wave function during scattering as well as study how the rotational

orientation of the molecule changes the scattering probabilities. From the analysis

we see that collision of H2 with LiF change the rotational orientation of the

molecule (rotational flips), in accordance with a previous theoretical prediction

[45]. Furthermore, the quantum state-to-state scattering probabilities depend on

the initial and final rotational orientation of the molecule showing that a LiF

surface can be used to rotationally polarise the outgoing H2.

4.1 Sample preparation

The sample was prepared by cleaving (in air) a single crystal LiF sample (Crys-

tran Ltd) and transferring it within minutes into an ultra-high vacuum (UHV)

chamber (P = 10−10 mbar), where it was mounted on a home-built non-magnetic

6-axis sample manipulator with heating, cooling and sample transfer capabili-

ties. To provide us with heating and cooling capabilities, we had to design a

new sample holder that couples the sample to both a commercial UHV button

heater (Heatwave Labs) and a liquid nitrogen cooled cryostat. The specific sam-

ple holder was needed as our regular sample holders were designed for metallic
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samples, and use radiative heating from a filament. We have observed that the

low energy electrons emitted from filaments damage the LiF surface, furthermore,

the transparency of the sample makes radiation also rather ineffective. Fig. 4.1

shows a picture of the sample holder, under vacuum, connected to the sample

manipulator.

Figure 4.1: LiF sample holder - mounted inside the vacuum chamber
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After inserting the crystal into the UHV chamber, it was flash annealed to

450K and the quality of the surface was verified by obtaining a very narrow

specular peak (FWHM 0.07 ◦) and the expected diffraction pattern. The crystal-

lographic azimuths were determined, with an estimated uncertainty of less than

0.5 ◦, by performing diffraction scan measurements and aligning the azimuthal

angle such that both the (-1,0) and (1,0) diffraction peaks from the LiF surface

can be seen in one polar angle scan without adjusting the tilt or azimuthal angles.

Fig. 4.2 illustrates the scattering process together with the different rotations of

Figure 4.2: Surface and instrumental notations - (a) the different rotations
of the surface (b) schematic of incoming and outgoing wavevectors

the surface- polar (γ), tilt (β) and azimuth (α). The tilt angle measures the

relative angle between the surface normal and the scattering plane (the plane
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which includes the incoming and outgoing beam). The polar angle measures the

orientation of the surface normal with respect to the incoming beam and is set

to zero where the surface normal and the incoming beam are on the same plane.

The azimuth angle is used to denote the crystallographic axis within the surface

plane which the wavevector of the incoming beam projects onto.

4.2 Alignment measurement

Figure 4.3: Real and reciprocal lattice of the LiF(001) surface - with
marks of the crystallographic azimuths and distances

Fig. 4.3 illustrates the real and reciprocal lattices of the LiF(001) surface,

with the unit cell marked as a square (dimensions are taken from [46]). To align

the surface, we first need to calculate the position of the expected diffraction peak

from the geometrical constrains of the machine and the beam energy.

Consider the kinetic energy of the beam to be

EKinetic =
5

2
kBT =

(
ℏk⃗

)2

2m
. (4.1)

Here T, m and k⃗ are the nozzle temperature, particle mass and wavevector re-
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spectively. Solving for k⃗ in Eq.4.1 yield∣∣∣⃗ki∣∣∣ = √
5kBTm

ℏ
. (4.2)

The well known Bragg condition for diffraction in a 2-D lattice is

K⃗G − K⃗ = G⃗, (4.3)

where K⃗ and K⃗G are related to the incoming and outgoing wavevectors by k⃗i =

(K⃗, kiz) and k⃗f = (K⃗G, kGz) and they represent the components of the wavevectors

within the surface plane. kiz and kGz are the components along the surface normal

of the incoming and outgoing wavevectors respectively. G⃗ = hb⃗1 + kb⃗2 is the

reciprocal lattice vector and h, k ∈ Z are integers used to indicate the particular

diffraction channel (see Fig. 4.3 (b)). In our measurements we positioned the

surface so that G⃗, K⃗G and K⃗ are coplanar and the vector equation in the Bragg

condition can be reduced into a one dimensional equation which for the case of

elastic scattering (|⃗ki| = |⃗kf |) is

|k⃗i|(sin(θf )− sin(θi)) = |G⃗|. (4.4)

The total angle between the incoming arm and outgoing arm is fixed at a

an angle of ca. 45 ◦ (we mark it by ∆), if we set the polar angle (γ) to ∆/2 at

specular condition (θi = θf ) the above equation could be simplified to

√
5kBTm

ℏ
(sin(∆− γ)− sin(γ)) = |G⃗|. (4.5)

As each surface is characterised by its own reciprocal space vectors, the (h,k)

diffraction peak can be detected at the outgoing arm detector for a specific γ value

which satisfies the equation above. The reciprocal lattice vector of the LiF(001)

can be expressed as G⃗ = 2.21 Å−1(hx̂ + kŷ) . The calculation of the position of

the polar angle can be made as follows-

� Calculate the initial wavevector from Eq. 4.2 using the particle mass and

nozzle temperature
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� Choose a specific channel with the reciprocal lattice vector G⃗ and align the

surface azimuthal angle accordingly

� Solve for γ in Eq. 4.5

� For conveinnce, we can change again the reference point and set γ = 0 at

∆/2 so we can have a relative value of the diffraction peak position with

respect to specular position.

For example, in the case of a molecular hydrogen beam , a source temperature

of 100K and the (h,k)=(1,0) diffraction channel we get |⃗ki| = 4.54Å−1 and |G⃗| =
2.21Å−1, inserting these values into Eq. 4.5 yields

sin(∆− γ)− sin(γ) = 0.48, (4.6)

and solving for γ gives γ = 7.3 ◦, or a rotation of 15.2 ◦ from the specular peak

position (∆
2
− γ = 22.5 − 7.3 = 15.2 ◦). Due to the symmetry of the lattice, we

expect that the diffraction peak corresponding to the (h,k)=(1,0) (where the bar

above the number means it is a negative number), to be at a rotation of 15.2 ◦

from specular in the other direction. For (h,k)=(1,1) and (1,1) the reciprocal

vector is |G⃗| = 3.12Å−1 and we get γ = 0.2 ◦ which means a rotation of 22.3 ◦

from specular in both directions. Fig. 4.4 shows the measured angular scans of

H2 scattered from LiF(001) in the < 110 > (α = 0) and the < 100 > (α = π/4)

crystal azimuths. The position of the diffraction peaks are in agreement with

the calculation presented presented above. above. This alignment procedure is

important for several reasons. First of all we want to be sure that the surface

has the structure we expect it to, and that any contaminations or defects which

are present are not contributing significantly to the scattered signal. A second

reason, is that eventually, experiments of the type we will present can be compared

with theoretical calculations. For this comparison to be meaningful we need to

supply the theoreticians with the exact conditions and scattering geometry of the

experiment. Finally, the ability to get reproducible diffraction patterns from the

surface suggest that the cleaning procedure and preparation of the sample are

sufficient and reproducible. The width of the diffraction peaks, in terms of the

polar angle, gamma, is the outcome of the velocity spread of the beam, since

86



4.2 Alignment measurement

Figure 4.4: Angular scan of H2 from LiF(001) - in the < 100 >(blue) and
< 110 >(red) directions. Measurements were performed for a surface temperature
of 165K and a nozzle temperature of 100K

Figure 4.5: Scans of the specular peak - Polar and tilt angular scans
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for each velocity (energy) component within our beam, the diffraction condition

is met at a different angle. In the case of our measurements, the data for the

diffraction peaks was acquired by positioning the polar angle at a particular polar

angle (nominally chosen as the maximal peak intensity). Since our instrument is

characterised by a high angular resolution (approximately 0.04 ◦), measuring the

scattered beam at a particular polar angle effectively filters out a large portion of

the velocity distribution for the measured signal, leaving a velocity distribution

with a FWHM of 0.5% in the case of diffraction peak measurements. An exception

to this phenomena, which can be seen in Fig. 4.5, is the specular peak (h, k = 0).

In this case the diffraction condition is met for all velocities at the same angle

(θi = θf ) and the width of the diffraction peak is not broadened by the velocity

distribution of the beam. For a perfect crystal (infinite and defect free domains)

the finite width of this peak will be related to the angular resolution of the

instrument, which we estimate as 0.04 ◦. Correspondingly if the measured width

is of that order this means that the effect of surface defects is negligible. All this

information is crucial for comparing our results to theoretical calculations and / or

results obtained with different experimental techniques. A better understanding

of the experimental conditions and of the surface we studied, makes our results

more valuable as accurate benchmarks for theoretical calculations.

4.3 Current scan measurements

The experiment uses a magnetic field manipulation technique for both particle

deflection and coherent wavefunction control. Here, we will discuss the key as-

pects of the experimental method, in the context of the particular H2 experiment

described in this chapter.

A molecular beam is formed by a supersonic expansion of a pure H2 beam

through a cold (100K) nozzle. The beam velocity at this nozzle temperature

results in optimal focusing ofH2 within the hexapole lens and results in a maximal

molecular beam flux at the scattering chamber. The cold beam is a mixture of

the two lowest rotational states, the J = 0 singlet of para-hydrogen, and the J

= 1 triplet of ortho-hydrogen. The former is not affected by magnetic fields and

provides a constant background in our experiments while the latter splits within
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a magnetic field into nine different quantum states that can be represented by the

nine combinations of the nuclear spin projectionmI and the rotational projection,

mJ quantum states (see Fig. 4.6). The expanded beam, exits the source chamber,

passes through a couple of differential pumping stages and then enters into the

first magnetic lens (first hexapole). Passing through the magnetic lens results in

different trajectory deflection for the different H2 quantum states, corresponding

to their magnetic moments. To understand the principle behind the magnetic

Figure 4.6: Field dependence of the H2 Ramsey eigenenergies [3] - the
different states energy as a function of the applied magnetic field

lens (explained in section 2.3.1), Fig. 4.6 shows the energy of the different mI ,mJ

states of H2 as function of the applied magnetic field. The states split into three

main groups which corresponds to the nuclear spin projection and a much subtler

secondary split based on their rotation projection. While the relatively large

nuclear spin state splitting at large field values offers a way of separating these

states, the limited splitting of the rotational states make it extremely difficult and

even impossible to separate a specific (mI ,mJ) state. Furthermore, the non-linear

behaviour of the energy results in the lines crossing each other and reflects the
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non-negligible coupling between the nuclear and rotational magnetic moments.

This means that even a pure (mI ,mJ) state would mix into a superposition

state within tens of micro-seconds unless a sufficiently strong magnetic field is

maintained [15]. The strength of the magnetic field gradients within the hexapole

lens (>T mm−1) results in initially pure mI , mJ states in the Z frame of reference

[30]. At the point of exit from the first hexapole, the beam is no longer equally

populated in all nine states and a dipole field is introduced adiabatically, which

forces the quantization axis to point along a well defined direction in the lab

frame of reference (Z axis). In between the dipole region and the first solenoid,

which generates an electromagnetic field, B1, oriented along the -X axis, a non-

adiabatic transition occurs. This transition transforms the initially pure (mI ,mJ)

states in the Z frame of reference into a superposition along the quantization axis

of the solenoid. Within the B1 field, the coherent evolution of the superposition

states is given by the Ramsey Hamiltonian [3]. Fig. 4.7 shows the calculated

populations of the different states as they approach the surface and demonstrates

our ability to control the relative population as we control the applied magnetic

field in the first solenoid.

Once the beam approaches the surface it can scatter into one of the diffraction

channels and the quantum state changes again, this time due to the interaction

potential with the surface. This change, which reflects the physics and chem-

istry of the collision, can be described using the scattering matrix, (S-matrix),

which relates the molecular wave function before and after scattering. After the

scattering event, the scattered beam travels through the second solenoid with

a magnetic field strength of B2 directed along the -X’ axis. In this region, the

states are again evolving coherently, and can be controlled by changing the field

strength, B2. The next step is the transition from the second solenoid to a dipole

field (-Z’ direction) which sets the quantization axis of the particles that are being

measured. After establishing the required quantisation axis, the beam enters the

second heaxapole which then transmits them towards a particle detector with a

transmission probability that depends on the magnetic moments of the states.

The magnetic scans were done by aligning the sample to a particular diffraction

condition and then measuring the detected signal while altering the current in

the first solenoid. The current was scanned from 0A to 0.15A, which changes the
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Figure 4.7: Ortho-hydrogen states behaviour in a magnetic field - Calcu-
lated populations of the nine different states which reach the surface as a function
of the applied current in the first solenoid. The initial population (B1=0) is deter-
mined by the hexapole transfer probabilities and the state mixing due to the field
independent terms of the Hamiltonian.
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overall magnetic field the beam is passed through in the first arm, while keeping

the second solenoid (B2) current constant at either 0A or 5A. The importance

of performing the measurements for two different values of B2 will be explained

later. The surface temperature during the scans was kept at 165K. The reason for

keeping the surface cold and not at room temperature is to improve the reflectiv-

ity of the surface, which is higher when the surface is cold and results in a faster

measurement time. We discovered that keeping the surface at a temperature of

165K allows us to keep the surface clean with no evidence of degradation within

the duration of the measurement time. In contrast, we noticed a decrease in the

surface signal when the surface was below that temperature (135K) which can

probably be related to the adsorption of water molecules from the background

pressure, hence we decided to perform all of the magnetic scans at 165K.

We measured the (-1,0) and (1,0) diffraction channels along the < 110 >

direction and the (-1,-1) and (1,1) along the < 100 > direction. The measured

signals are plotted in Fig. 4.8 and Fig. 4.9. The significant oscillations we observe

shows that the scattered intensity changes (by up to ± 20%) as we change the

quantum state of the molecules arriving at the surface, i.e. the scattering event is

very sensitive to the quantum state of the molecules (the rotational projection).

This can be in part related to the change in the population of the different states

arriving at the surface, but not necessarily. This is because the scattered intensity

at the detector is an interference phenomena and changes in the phase of the state

arriving at the surface can be just as important as the population differences.
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4.3 Current scan measurements

Figure 4.8: Magnetic scans in the < 110 > direction - the panels show re-
sults obtained for different currents in the second solenoid and different diffractions
channels
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Figure 4.9: Magnetic scans in the < 100 > direction - the panels show re-
sults obtained for different currents in the second solenoid and different diffractions
channels
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4.4 Analysis

As we mentioned earlier in Sec.2.4.2, the well-known properties of the machine

(magnetic lens, transmission probabilities and full magnetic profile) allow us to

propagate the wavefunction quantum mechanically. The only unknown element

required to simulate the measured signal is the state to state scattering matrix,

as can be seen in Eq. 2.26. One way of exploiting the experiment to improve our

theoretical understanding is to use a theoretically calculated scattering matrix,

simulate the signal and compare to the experiment. Unfortunately, we are not

aware of a reliable calculation for such a comparison. An alternative approach for

analysing the data which we present below is to compare the data to simulations

performed with a large number of scattering matrices, and numerically extract

the scattering matrix which produces the best fit.

We start by noting that even for the simplest case of o−H2 scattering, without

energy exchange with the surface and without changing the overall rotational and

nuclear states, the scattering matrix for this case is a 9×9 matrix composed of 81

complex elements, where the square of the magnitude of each element corresponds

to the state to state scattering probability. When considering the experiment we

are simulating, the mixing of the rotational and nuclear projection (mI and mJ)

which is on the order of micro-seconds (results from the field independent terms in

the Hamiltonian, see [3]) is negligible within the very short time (pico-seconds) of

the scattering event. Combining this with the fact that the surface (LiF) is a non-

magnetic surface and we expect a non-magnetic interaction with the molecule, we

can assume that the nuclear spin has no contribution to the scattering event. This

results in the ability to use the mJ subspace scattering matrix (a 3Ö3 matrix) to

determine the interaction in the scattering process. The scattering matrix in this

case can be written as-

Ŝ =

 s11e
ik11 s10e

ik10 s1−1e
ik1−1

s01e
ik01 s00e

ik00 s0−1e
ik0−1

s11e
ik−11 s−10e

ik−10 s−1−1e
ik−1−1

⊗ 13×3, (4.7)

where the sfn are the amplitudes for a transition from an initial state n to a

final state f and kfn are the associated phases (the scattering matrix elements

are complex numbers). The 3x3 matrix written above is then expanded, using a
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Kronecker product, into a 9x9 matrix so we can relate it to the wave functions

before and after the scattering event.

As the LiF(001) has reflection symmetry along the < 110 > and < 100 > di-

rections, a further simplification can be made and reduce the number of necessary

amplitudes in the scattering matrix. The reflection symmetry of the lattice forces

the surface potential to not distinguish between molecules rotating clockwise to

anti-clockwise meaning that the relative populations of those states should be

the same. The reflection symmetry means that the sum of the square amplitudes

in the first and third columns should be the same, and as a result the relative

populations of the clockwise and anti-clockwise which scatter into the diffraction

channel are the same. Also, the sum of square amplitudes in the first and third

rows should be the same, meaning that the relative populations in the clockwise

and anti-clockwise helicopter states are the same after scattering. Rewriting the

simplified scattering matrix gives,

Ŝ =

 s11e
ik11 s10e

ik10 s1−1e
ik1−1

s01e
ik01 s00e

ik00 s01e
ik0−1

s11e
ik1−1 s10e

ik−10 s11e
ik−1−1

⊗ 13×3. (4.8)

This constrained version of the scattering matrix was used in the fitting procedure.

In order to fit the data, we must calculate all of the elements in Eq. 2.26, we

rewrite it here,

|Ψ3(f,B2, B1, n)⟩ =
√
pf Û(B2)R(θ2)ŜR(θ1)Û(B1)

√
pn |n⟩ , (4.9)

DS =
∑
v

pv
∑
f

∑
n

⟨Ψ3(f, v, B2, B1, n)|Ψ3(f, v, B2, B1, n)⟩ . (4.10)

As discussed above, the only element we can not calculate is the scattering

matrix, the evolution operators Û(B1) and Û(B2) are calculated for the magnetic

fields used in the experiment and for a range of the velocities in the molecu-

lar beam that contribute to the signal. Together with the transmission proba-

bilities through the first and second hexapoles and the proper rotations which

correspond to the surface position we can calculate a signal for a given scat-

tering matrix. When analysing our signal, there is an unknown component of

constant background to the measured signal, i.e. intensity which is related to
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the molecular beam but does not oscillate when we change the B1 values. The

physical processes leading to this constant background are described later in this

chapter. Unfortunately we have no way of quantitatively calculating this constant

background, and setting it as a free parameter leads to a loss of uniqueness of the

scattering matrix we can fit the experimental result. To overcome the background

component in the experimental signal, we perform magnetic scans of the first arm

with two different values of current in the second arm (0A and 5A), where we

expect the background to be the same in both measurements. The experimental

signals are fitted simultaneously so that a single scattering matrix can describe

them both. The difference between the signals and the calculations is minimised

using the downhill simplex method of Nedler and Mead[33] with the addition of

simulated annealing so that the algorithm is able to reach what seems to be a

global minimum.

4.4.1 Fitting results

Tables 4.1 and 4.2 show the average values of the scattering matrix gathered from

the best 30 fits to the experimental data for the < 110 > and < 100 > diffraction

peaks respectively.
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< 110 >
Parameter (1,0) peak (-1,0) peak Parameter (1,0) peak (-1,0) peak
s11/s1−1 0.4 0.2 k11 − k1−1 0 1.4
s10/s1−1 0.8 0.7 k10 − k1−1 0.8 1.9
s1−1/s1−1 1 1 k1−1 − k1−1 0 0
s01/s1−1 0.3 0.6 k01 − k1−1 5.6 4.2
s00/s1−1 0.5 0.2 k00 − k1−1 6 0.9
s0−1/s1−1 0.3 0.6 k0−1 − k1−1 3.3 0.9
s−11/s1−1 1 1 k−11 − k1−1 1.7 5.1
s−10/s1−1 0.8 0.7 k−10 − k1−1 0 0.1
s−1−1/s1−1 0.4 0.2 k−1−1 − k1−1 2.2 5.6

Table 4.1: The relative values of the amplitudes (sfn) and phases (kfn) of the S
matrix elements from the best fits for H2 scattering from LiF into the (1,0) and
(-1,0) diffraction peaks. These values are averaged over the 30 fits which give the
lowest fitting error. The estimated uncertainty in these values is estimated as 10%.

< 100 >
Parameter (1,1) peak (-1,-1)

peak
Parameter (1,1) peak (-1,-1)

peak
s11/s1−1 0.2 0.5 k11 − k1−1 2 1.3
s10/s1−1 0.8 0.6 k10 − k1−1 2.7 0.6
s1−1/s1−1 1 1 k1−1 − k1−1 0 0
s01/s1−1 0.5 0.5 k01 − k1−1 3.7 3.4
s00/s1−1 0.6 0.2 k00 − k1−1 2.5 3.3
s0−1/s1−1 0.5 0.5 k0−1 − k1−1 1.6 1.9
s−11/s1−1 1 1 k−11 − k1−1 2.3 5
s−10/s1−1 0.8 0.6 k−10 − k1−1 4.4 4.9
s−1−1/s1−1 0.2 0.5 k−1−1 − k1−1 3.3 2.2

Table 4.2: The relative values of the amplitudes (sfn) and phases (kfn) of the S
matrix elements from the best fits for H2 scattering from LiF into the (1,1) and
(-1,-1) diffraction peaks. These values are averaged over the 30 fits which give the
lowest fitting error. The estimated uncertainty in these values is estimated as 10%.
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The reason we average (over the scattering matrix values from the best 30 fits)

is because all of the 30 fits we average produce very similar errors, the differences

between them are not considered as significant and are attributed to the noise in

the measured signal. The values extracted from simultaneous fits of both sets of

data (0A and 5A in the second coil) for each diffraction peak. Fig. 4.10 shows

the simulated signal (dashed line) together with the measured signal (solid line)

for the case of (-1,0) diffraction (panels A and B) and for (1,0) diffraction peak

(panels C and D). Fig. 4.11 shows the simulated signal (dashed line) together

with the measured signal (solid line) for the case of (-1,-1) diffraction peak (panels

A and B) and for (1,1) diffraction peak (panels C and D).
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Figure 4.10: Fit results < 110 > - comparison of the simulated signal, resulting
from the best fit to the measured signals
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Figure 4.11: Fit results < 100 > - comparison of the simulated signal, resulting
from the best fit to the measured signals
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4.4.2 Convergence and reproducibility

As can be seen in Fig. 4.10 and 4.11, the fitting procedure we used is capable

of fitting the two sets of data (I2=0A and 5A) very well using one scattering

matrix for each diffraction channel. However, given the large number of free pa-

rameters question arise about the significance of the extracted best fitted values.

In particular how converged is the result and does it indicate a local minimum

or a global minimum; i.e., is the extracted matrix unique?

To ensure convergence of the diffraction peaks empirically determined S-

matrix, 150 signal fits were run for each diffraction peak set of measurements,

using randomly sampled initial values of all the amplitudes sfn, and phases kfn.

The fits were then reduced to the best 30 ones, which give the smallest error

when comparing it to the measured signal. The best 30 fits fall within an ap-

proximately 10% wide interval of the scattering matrices elements, indicating that

the algorithm converges into a group of very similar scattering matrices. Note

the fact that the experimental setup is not capable of measuring the absolute

flux that scattered into a diffraction channel, nor is the incoming flux known in

absolute terms. As a result, the scattering matrices we compare with the signal

provide the relative values of the amplitudes and phases of the scattering matrix

elements, rather than their absolute values. In practice both the measured signal

and the simulated signal are divided by their mean value, making the compari-

son meaningful. Fig. 4.12 to 4.15 shows histogram bins of the scattering matrix

amplitudes and phases.
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Figure 4.12: Convergence of the empirical S-matrix amplitudes - The
values of the S-matrix amplitudes (normalised to s1−1) obtained from the best 30 of
150 fits of the (-1,0) diffraction peak. The distributions are narrow, demonstrating
the convergence of the 15 parameter fits, and a relatively small uncertainty in the
extracted value.
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Figure 4.13: Convergence of the empirical S-matrix phases - The values of
the S-matrix phases (relative to s1−1) obtained from the best 30 of 150 fits of the (-
1,0) diffraction peak. The distributions are narrow, demonstrating the convergence
of the 15 parameter fits, and a relatively small uncertainty in the extracted value.
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Figure 4.14: Convergence of the empirical S-matrix amplitudes - The
values of the S-matrix amplitudes (normalised to s1−1) obtained from the best 30 of
150 fits of the (-1,-1) diffraction peak. The distributions are narrow, demonstrating
the convergence of the 15 parameter fits, and a relatively small uncertainty in the
extracted value.
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Figure 4.15: Convergence of the empirical S-matrix phases - The values
of the S-matrix phases (relative to s1−1) obtained from the best 30 of 150 fits
of the (-1,-1) diffraction peak. The distributions are narrow, demonstrating the
convergence of the 15 parameter fits, and a relatively small uncertainty in the
extracted value.
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While the results for the empirical scattering matrices show that the analysis

is capable of converging on a single scattering matrix, this does not necessarily

mean it is the real scattering matrix, describing the interaction of the molecule

and the surface. To enhance our confidence in the significance of the fitting values

we can can test the fitting procedure further by means of simulated signal that

is generated by an arbitrary scattering matrix. The simulated data are analysed

in the same manner as the experimental data, and the results can tell us if the

fitting procedure is able to extract the values of the arbitrary scattering matrix we

generated the signal with. We added noise to the simulated data to be consistent

with the noise in the experimental signals. The S-matrix amplitudes from the

best fits are presented in Fig. 4.16 and the phases in Fig. 4.17 with the black

dashed lines in each panel showing the value of the parameter used to simulate the

data. The simulated data and the best fits for the simulated data are presented

in Fig. 4.18 for the cases of 0A (A) and 5A (B) amps in the second solenoid.
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Figure 4.16: Convergence of the S-matrix amplitudes - The values of the
S-matrix amplitudes (normalised to s10) obtained from the best 30 of 150 fits of
the simulated data. The black dashed line in each panel shows the value of the
parameter that was used to produce the simulated data
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Figure 4.17: Convergence of the S-matrix phases - The values of the S-
matrix phases (relative to k10) obtained from the best 30 of 150 fits of the simulated
data.the black dashed line in each panel shows the value of the parameter that was
used to produce the simulated data. Note that the relatively wide distribution of
relative phases obtained for k00 − k10 coincided with a relatively small amplitude
which reduces the sensitivity of the fit to the phase of this element
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Figure 4.18: Fits to simulated data - the best fits (red dashed line) to simulated
data (blue line) for values of I2=0 Amp (A) and I2=5 Amp (B)
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As can be seen from the histogram plots, the fitting procedure converges

at the initial parameters used to simulate the data. The average values of the

parameters obtained from the best 30 fits with the lowest error gives values that

are within 10% of the initial values suggested that the noise in the experimental

data is small enough and allows an extraction of an empirical scattering matrix

from the data.

There are several sources of systematic error in the analysis procedure which

can affect the accuracy of the empirical extracted scattering matrix. The first is

the accuracy of the measured magnetic field profile in the first and second arms

of the machine. The profiles have been measured by a high precision Gaussmeter

(Alphalab inc.VGM model) that is accurate to ±0.02G and a 2% of the reading.

The fitting procedure was repeated by using magnetic profiles which include the

maximum error and uncertainties to check how they affect the analysis. The fits

which used the slightly different magnetic profiles, that are consistent with our

uncertainty in their measurement, change the empirical scattering matrix values

by a few percent, but do not affect the overall conclusions. An additional un-

certainty related to the magnetic field profiles is the conversion from the current

passed through the first and second solenoid and their corresponding magnetic

fields. This has been determined by applying a known current in the solenoids

and measuring the magnetic field profiles inside them. The resulting magnetic

field profiles were integrated so that a conversion between the applied current and

the magnetic field can be extracted by dividing the integral by the applied field.

This results in an effective conversion factor, from current to magnetic field, in

any of the solenoids. These conversion factors were applied to each of the current

values used in the experiment. The accuracy of this calibration is demonstrated

by the fact that both the calculated and simulated signal have the same oscilla-

tion frequencies. During the measurement process we use a beam flag to measure

the detector H2 background and then subtract it from the measured signal, but

still there is another unknown background component in the beam. This is due

to both para-hydrogen molecules which are not subject to our magnetic manip-

ulation and a fraction of the ortho-hydrogen molecules that are not coherently

controlled by the magnetic fields of the solenoids (for example molecules which
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do not perfectly follow the adiabatic / non-adiabatic transitions mentioned ear-

lier). As we briefly mentioned above, to assess and separate the background from

the signal, we fit two signals simultaneously for different current in the second

solenoid. As any mechanism that produces the background should be indepen-

dent of the current in the second solenoid, we expect the background to be the

same in those measurements as they were conducted under the same conditions.

The fitting procedure looks for a single background component that could match

the signal to the calculation in the case of both measurements. Without deter-

mining the background, it is not possible to extract a unique scattering matrix as

different values of the scattering matrix can be found with different backgrounds

that give equally good fits to the data.

Another source of error in our analysis can be related to the fact that we are

not performing a measurement at single beam energy. The scattered beam is

composed out of a range of velocities with the mean velocity corresponding to

the location of the maximum of the diffraction peak. In theory, each velocity

(energy) should be given a scattering matrix of its own, but then extracting

multiple matrices from the data would not be possible. To minimise the effect of

the velocity spread, we performed our current scans on non-specular diffraction

peaks. This leads to a very narrow velocity distribution contributing to the signal.

In the presented measurements, the velocity distribution FWHM is estimated

as 0.5% and the good agreement between the calculations and measurements

suggested that using a single scattering matrix for this kind of velocity spread is

reasonable.

4.5 Discussion and Conclusions

The sum of the square amplitudes of the rows of the scattering matrix corre-

sponds to the state-to-state scattering probabilities of the rotational states after

scattering, regardless of their initial states. Similarly, the sum of the square am-

plitudes of the columns of the scattering matrix correspond to the state-to-state

scattering probabilities of the rotational states before scattering regardless of the

final states of the molecules. We can gain information about the stereodynamic
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effects by calculating the ratio between the cartwheel and helicopter rotational

states before and after scattering,(
mJ = 0

mJ = 1

)
before

=
s210 + s200 + s2−10

s211 + s201 + s2−11

, (4.11)

(
mJ = 0

mJ = 1

)
after

=
s201 + s200 + s20−1

s211 + s210 + s21−1

. (4.12)

Table 4.3 shows the stereodynamic parameters resulting from the scattering ma-

trices fitting procedure. These parameters can be used to get a better under-

standing on how the LiF surface rotationally polarises the scattered H2 beam.

By looking at the relative population after scattering we can say that in all mea-

(1,0) (-1,0) (1,1) (-1,-1)(
mJ=0
mJ=1

)
before

1.2 0.5 0.8 1.4(
mJ=0
mJ=1

)
after

0.2 0.6 0.8 0.3

Table 4.3: Streodynamic effects of the different diffraction channels before and
after scattering

sured diffraction channels, the amount of helicopter state molecules are higher

than cartwheel state molecules. A consequence of this finding is that scattering

from a LiF surface can be used as a polarizing mirror, i.e. it can enhance the

population of cartwheel molecules in a general molecular beam setup which does

not have any magnetic manipulation capabilities. Some of the diffraction peaks

((1,0) and (-1,-1)) will do a better job than others in polarizing the beam. As

currently the only way of controlling the rotational projection states of ground

state hydrogen molecules is using the complex MMI setup we developed, the idea

of a cheap simple polarizing element which can be added to other molecular beam

setups can be attractive for other fields. For example, experimental setups which

are used to study reactive sticking of hydrogen on various surfaces could measure

the sticking probabilities for beams with different rotational orientation by first

scattering the beam from a LiF crystal. Note, that if the molecular beam velocity

/ scattering conditions are changed, MMI measurements of the type presented in

this chapter will have to be performed to determine the relevant S matrix.
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Another conclusion from our analysis regards rotation projection flips (∆mJ).

Previous work on H2 scattering from LiF, suggested a ∆mJ = 0 propensity rule

[47, 48] which means that a collision with LiF surface cannot change the rotational

projection of a H2 molecule. The extracted scattering matrices off-diagonal ele-

ments (which corresponds to ∆mJ ̸= 0) are not zero, in fact they are of the same

order of magnitude as the diagonal elements (which correspond to ∆mJ = 0),

illustrating the breaking of this propensity rule. Our finding supports a previ-

ous theoretical prediction for the same system (H2/LiF) using a simplistic model

which takes the quadrupole interaction of the hydrogen molecules and the surface

ions into account [45]. Furthermore, the interpretation of Knudsen flow experi-

ments for H2 on LiF used the ∆mJ ̸= 0 collisions in order to explain their results

[49, 50]. Recent calculation have shown that the rotational projection transi-

tions like the ones we can extract directly from experiments, are closely linked to

reactive adsorption events and also relevant for the atomistic understanding of

heterogeneous catalysis [51].

The collisions of gas phase molecules with surfaces have also previously been

demonstrated to create rotational polarisation in scattered molecules, with an

Ag(111) surface shown to create rotational alignment in scattered NO [52], and

both rotational alignment and orientation in scattered N2[53, 54]. In both cases,

strong negative alignments were measured in rotationally inelastic scattering.

This corresponds to collisions that change the rotational angular momentum, J,

but tend to conserve mJ . In contrast, in our current study the rotational align-

ments of the H2 molecules scattering from the surface are for rotationally elastic

scattered molecules, which means that the total rotational angular momentum

remains the same (∆J = 0) and the polarisation is due to the changes in the mJ

projection from the scattering event. The observation of differences in the scat-

tering probabilities of different rotational orientations of the H2 molecules, could

perhaps be related to the different potential energy surfaces seen by the different

mJ state molecules, with molecules rotated as helicopter states (mJ = ±1) ex-

periencing a more corrugated potential than the molecules rotated as cartwheel

state (mJ = 0) [45]. The initial rotational orientation of molecules has also been

shown to change how molecules interact with a surface in previous studies which

have used collision induced rotational polarisation in molecular beam expansions
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[55], paramagnetic molecule deflection [56] and vibration excitation [20] molecules

to prepare molecules with an anisotropic distribution of mJ states before the gas-

surface collision. The fact that the experimental method we used does not alter

the molecular ground state, allows us to study how the initial quantum popu-

lation of rotational orientation states in the beam can change the probability of

scattering into a particular diffraction channel regardless of the final state. In

the case of the the < 110 > direction, the relative scattering probabilities of

molecules that are in mJ = ±1 states is less than those that are in the mJ = 0

state, when the scattering is from the (1,0) channels. This means that molecules

that are rotating like helicopters are less likely to scatter into the (1,0) diffraction

channel than molecules rotating like cartwheels. The opposite situation occurs

when scattering from the (-1,0) diffraction peak, where molecules in the mJ = ±1

states are more likely to scatter into that diffraction channel than molecules in

the mJ = 0 state. Along the < 100 > direction, the (-1,-1) channel is more likely

to scatter cartwheel molecules and the (1,1) is more likely to scatter helicopter

molecules. The fact that the different diffraction channels are sensitive to the

initial orientation of the impinging molecules suggest that LiF surface can poten-

tially also be used as a rotational orientation analyser, i.e. the relative intensity

of the diffraction peaks can be used to deduce the rotational populations in a

molecular beam. Finally, the scattering matrices we were able to extract in this

chapter can be used as sensitive benchmarks for theoretical development. If a cal-

culation will manage to reproduce the scattering matrices we extracted from our

measurements, it is likely that its description of the molecule-surface potential

can be trusted and used to calculate other properties of the surface (for example,

reaction probabilities).
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H2/Graphene

In this chapter we use the same interferometry technique described in Chapter 4

to investigate the dependence of specular scattering of H2 from a graphene cov-

ered surface on the rotational projection state of the scattered molecules. The

rotational projection states are coherently controlled before and after scatter-

ing, and the results are compared to calculations and to similar measurements

performed on other surfaces.

The motivation for performing rotationally controlled scattering experiments

of H2 from graphene, is to support the development of an accurate theoretical

description of the interaction of H2 with graphene. One example for the impor-

tance of this interaction is the development of graphene electrodes in hydrogen

fuel cell technology [57]. Providing a benchmark for the H2/graphene surface

potential in terms of a measured scattering matrix could be a crucial mile stone

in the process of describing the interaction between H2 and graphene surfaces.

Furthermore, as we already had results from a bare Cu(111) surface, we thought

it will be interesting to compare between the two. We tried to measure diffrac-

tion peaks scattering on graphene grown on Cu(111). While we could notice

diffraction peaks with 4He beam, we were not able to detect any of them with

H2 beam. As a consequence, we decided to investigate the specular scattering of

this system.
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5.1 Experimental technique

5.1.1 Sample preparation

The samples were grown by the group of Prof. Daniel Farias in Madrid and

shipped to us in a sealed container. The graphene layer was grown on a thin

(500 nm) Cu(111) film, which was deposited on a C-plane sapphire crystal. He-

lium atom scattering (HAS) characterization, performed by Dr. Amjad Al Taleb

(Madrid) on samples grown using the same methods, showed a diffraction peak

pattern that suggests the sample is dominated by two orientation domains (illus-

trated in Fig. 5.1), rotated by 30 ◦ from each other (see [58] for more details). The

Figure 5.1: Graphene on a Cu(111) surface - with the two dominated domains
rotated by 30 ◦ from each other

sample was mounted on a tantalum base that is connected to the sample holder,

with T type thermocouple for temperature reading and temperature control ca-

pabilities from 40K to 900K. The surface was cooled using a compressed helium

cryostat (Stinger, ColdEdge Technologies) and for heating we used a tungsten

filament combined with high voltage electron bombardment.
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5.1.2 Experimental setup

Measurements were performed using the magnetic molecular interferometer (MMI)

described in detail in section 2.1. The system contains a source for expanding

a supersonic molecular beam from a nozzle followed by a skimmer, a magnetic

lens to focus the beam into a parallel configuration, a magnetic solenoid which

creates a homogenous magnetic field up to 1000G, a scattering chamber with a

base pressure in the 10−11mbar range and a 6-axis sample manipulator allowing

the surface to be positioned in the centre of the chamber and control the tilt,

azimuth and the polar angles of the surface. The chamber also includes a LEED

and AES instrument (OCI Vacuum Microengineering). Upon exiting the scatter-

ing chamber, we have another magnetic solenoid, followed by a magnetic lens to

focus the beam to a spot in the detector region. The experimental apparatus is

the same as the one described in detail in the previous chapter with the addition

of the LEED and the Helium cryostat.

5.2 Result and discussion

We received two samples to study (referred to as sample A and B), the samples

were mounted and inserted into the vacuum chamber after being exposed to am-

bient conditions. Heating the samples to 500K, made the LEED pattern of the

Cu(111) visible, as the electrons are also sensitive to the bottom layer (the Cu

foil). Further annealing to 900K in the presence of C2H4 , a treatment suggested

by the Madrid group, was used to further clean the surface from adsorbate (possi-

bly by removing oxygen from the copper surface without damaging the graphene

layer). Fig. 5.2 shows the evolution of the LEED images for the case of of sample

A. The image shown in 1 is after the 500K flash, and 2,3,4 were measured after

consecutive treatments at 900K. The diffraction spots become more resolved in

comparison with the background intensity, further treatment cycles did not im-

prove the LEED pattern. A comparison of LEED images from the two samples

after using the cleaning methods described above are presented in Fig. 5.3. The

LEED patterns of the two samples were measured using a beam energy of 128 eV.

As can be noticed in the pattern shown on the right measured from sample B,
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Figure 5.2: Evolution of the LEED pattern during sample cleaning - 1)
flashing sample A to 500K, 2-4) consecutive heating to 900K in the presence of
C2H4. The energy of the electrons is 128 eV and surface temperature at 120K.
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instead of a simple six-fold spot pattern, we see what looks like splitting into

two less resolved spots connected by a short arc, which might suggest more than

one Cu domain. Further cleaning treatment of sample B did not improve the

LEED pattern. As the spots match the 6-fold pattern we expect from Cu(111)

we relate this result to the variable quality of the thin copper film. The fact that

the pattern is of the Cu(111) layer rather than the graphene surface layer can be

expected as electron penetration is expected at this electron energy (128 eV). In

Figure 5.3: LEED pattern of the two samples at 128 eV - The spots mea-
sured at this energy are attributed to scattering from the Cu(111) film underlying
the graphene layer, yellow line marks the scattering plane of the MMI

order to notice the graphene spots with the LEED, we needed to use low enough

energy (about 70 eV), but as a consequence of the instrument geometry the spots

were outside the LEED screen. As a solution to this problem we pointed the

surface normal away from the LEED. This makes the specular (00 spot) visible

and allows us to fit a few of the graphene spots within the screen field of view.

Fig. 5.4 demonstrates the difference between the two samples with a (00) nota-

tion for the specular peak. In sample A we can notice a weak but still resolvable

spot along the same azimuth of the copper spots (the yellow line added to the

figure marks the scattering plane of the MMI setup). This spot lies along a weak

ring feature with two (barely resolvable) additional weak spots 30 ◦ above and

below it, in agreement with the observation of Al Talab et al. [58]. In contrast

the LEED pattern of sample B is different, and we can only notice the higher
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Figure 5.4: LEED pattern of the two samples - Measurements were taken
at a surface temperature of 120K and an electron energy of 70 eV. The arcs seem
to correspond to scattering from the graphene surface, the yellow line marks the
scattering plane of the MMI

intensity ring. This result is consistent with our previous measurement of this

sample, i.e. that the Cu(111) film of sample B did not produce the simple single

crystal pattern sample A produced. If indeed this indicates azimuthal disorder

of the copper film, it is expected that the graphene layer grown on top of this

film will also have reduced azimuthal order. After orienting the sample parallel

to the [110] direction of the Cu(111) lattice, helium atom (4He) scattering was

performed on the sample, the position of the diffraction peaks in an angular scan

allows us to quantitatively study the periodicity of the surface and compare with

the periodicity we expect for a graphene layer. The nozzle temperature of the he-

lium beam was 100K. Angular scans of both samples were performed at a surface

temperature of 100K and are shown in Fig. 5.5. The measurement of sample A

shows, in addition to the main specular reflection peak, two additional diffraction

features which rise above the noise level. A hint for these peaks can also be seen

in the scan from sample B, although it is less apparent. Fig. 5.6 shows the real

and reciprocal lattice of graphene. The honeycomb structure of graphene can be

described using a Bravais lattice with a two atom basis. The two different colours

in red and blue, represent the different atoms (differing from each other by the

position of their nearest neighbours). The direct and reciprocal lattice vector can
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5.2 Result and discussion

Figure 5.5: Helium angular scans for samples A and B - measured at
21meV incident energy and 100K surface temperature. The signals were nor-
malised to the specular intensity and the region of the diffraction peaks (marked
with thick lines,up to –11 ◦ and from 11 ◦) is multiplied by 10 so they can be noticed

Figure 5.6: Real and reciprocal lattice of the graphene surface - with
marks of the (h,k) indices and distances. The blue lines of 2.64 Å distance are the
unit vectors of the direct lattice, the black lines in (b) are the reciprocal vectors.
Dimensions are taken from [59]
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be written as

a⃗1 = 2.46x̂Å a⃗2 = 2.46(cos(π/3)x̂+ sin(π/3)ŷ) Å (5.1)

b⃗1 = 2π
â2 × z⃗

|a⃗1 × a⃗2|
= 2.55(x̂− 1√

3
ŷ) Å−1 (5.2)

b⃗2 = 2π
ẑ × a⃗1
|a⃗1 × a⃗2|

=
5.1√
3
ŷ Å−1 (5.3)

where a⃗1, a⃗2 are the direct lattice vector and b⃗1, b⃗2 are the reciprocal lattice

vectors. We now can write down G⃗ = hb⃗1 + kb⃗2 as

G⃗ = 2.55(kx̂+
1√
3
(2h− k)ŷ) Å−1. (5.4)

To find out the expected position of the diffraction peak in the case of the

graphene surface, we equate the length of the G vector, which in the case of

(h,k)=(1,0) is |G⃗| = 2.95 Å−1 and the change in the wave vector. The magnitude

of the wave vector for a beam of neutral helium beam created by a 100K of nozzle

is |⃗ki| = 6.42 Å−1 (according to Eq. 4.2). Using these values in Eq. 4.5, we need

to solve

(sin(∆− γ)− sin(γ)) =
|G⃗|
|⃗ki|

= 0.46, (5.5)

where ∆ is the angle between the two arms of the machine and γ is the polar

angle. Solving for γ gives a diffraction peak at -14.4 ◦ from specular and due

to the lattice symmetry we shall expect another diffraction peak correspond to

+14.4 ◦ from specular. The position of the diffraction peaks in the angular scan

of sample A, shown in Fig. 5.5 are consistent with this calculation, indicating

that indeed the diffraction peaks are from the graphene layer. A detailed ex-

planation on how to derive the position of the diffraction peaks from a known

unit cell has been presented in the previous chapter in section 4.2. Fig. 5.5

also shows that the specular width (FWHM) of the samples differs by almost

factor of two, FWHM(A)=0.5 ◦ FWHM(B)=0.3 ◦. As both of these values are

much larger than the angular resolution of the setup, they can be associated

with the density of defects and the size of the flat domains, where a narrower

specular indicates larger flat domains in between defects. The fact that sample
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B produced an azimuthally disordered LEED pattern of the Cu(111) film, and

a graphene diffraction peak which is much weaker than that of sample A, has a

narrower specular which suggest larger domains seems surprising. We will ad-

dress this apparent contradiction later. After establishing the alignment of the

surface (sample A) and verifying that we are scattering from a graphene surface

by neutral helium atom scattering, we switched to a H2 beam, using a nozzle

temperature of 100K and performed scattering experiments. We discovered that

the scattered intensity with H2 is the limiting factor, and our specular intensi-

ties were barely detected above the background level. The reason for the low

specular signal, in comparison with LiF(001) surface is probably related to the

high density of defect in the graphene surfaces we studied. Fig. 5.7 shows the

H2 specular intensity of the samples and as can be seen, the specular width of

sample B is wider than sample A which follows the trend seen for 4He scatter-

ing. As no diffraction peaks were found when using a H2 beam, we have used

Figure 5.7: Comparison of H2 specular peaks of samples A and B (nor-
malised intensity) - the angular polar scan of the surfaces were performed for
sample and nozzle temperatures of 100K. The comparison demonstrates the dif-
ference in specular peak width between the two samples.
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the specular peak to perform the rotational control experiments presented below,

measurements which were performed by fixing the second magnetic field at B2=0

or 0.05A and scanning B1. The comparison of these scans for both samples is

presented in Fig. 5.8. In Fig. 5.8 we can clearly notice that the signal decays

Figure 5.8: H2 Current scans - comparison of sample A and B at two different
values of the second solenoid ( 0.05 A in the upper figure and 0 A in the lower
one), the error bars on the sample A data mark the standard deviation of each
data point average.

much faster (lower B1 fields) in comparison with the measurements presented in

the previous chapter for H2/LiF. This is expected and is simply related to the

fact that on LiF we performed the measurements on diffraction peaks which es-

sentially act as monochromators. For graphene they were performed on specular,

hence the full velocity distribution of the beam contributes to the signal, leading

to a quicker dephasing of the magnetisation (dephasing of the coherency of the

signal). A second point to notice is that there is no obvious difference between

the two samples to within the experimental noise.
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Due to technical issues, the measurements of sample A and sample B, shown

in Fig. 5.8 were performed at two different temperatures, 180K for sample A

and 120K for sample B. However, sample A has been also measured at a much

lower temperature, 60K, and the comparison shown in Fig. 5.9 indicates that

the oscillation curves do not depend significantly on the surface temperature. In

addition to making the comparison between the samples more meaningful, the

results shown in Fig. 5.9 also suggests that the oscillation pattern is dominated

by static effects, i.e. the structure of the surface and the molecule-surface po-

tential rather than dynamic effects due to phonons and energy exchange at the

surface. As our main interest is to extract information about the scattering pro-

Figure 5.9: H2 Current scans comparison - at surface temperatures of 60 and
120 Kelvin, the error bars on the 60 K data mark the standard deviation of each
data point average.

cess from the measurements, we want to find a suitable scattering matrix so that

our calculation will agree with the measured signals. In Chapter 4, we showed

an example of how the scattering matrix elements can be extracted from fitting

the measured oscillation curves. There are several challenges stopping us from

doing the same with the H2/Graphene data, which are related to the fact that

measuring at specular condition means that a wide range of velocities is con-

tributing to the experimental data, as opposed to diffraction condition which

selects a very narrow range of velocities. To simulate the data we have to as-

sume a velocity independent scattering matrix within the range of velocities in
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the experiment, and average the signal from all the velocity contributions. The

velocity independent scattering matrix approximation becomes less valid as the

velocity width increases, this means that while the approximation might work

well for diffraction peaks it won’t necessarily be a good approximation for specu-

lar measurements. Furthermore, the fact that the signal decays quicker (at lower

values of B1), reduces the amount of useful data used in the fit process reducing

the chance of getting unique matrix values. Finally, averaging over a wider range

of velocities is expensive in terms of computational time.

An alternative to fitting, is to compare the data to simulations of a scattering

matrix which is either calculated from a molecule-surface interaction model [14],

if they exist for the system we measured (which is not the case for H2/Graphene),

or chose the matrix using some other considerations. In Figure 5.10 we compare

the results with an identity matrix, i.e. a matrix which treats the scattering event

as a mirror. We would expect this matrix to produce a good fit if the surface

potential cannot distinguish between the different rotational projection states of

the H2 molecules in the beam, in terms of the elastic, specular-scattering event.

To produce the simulated signal we used a hydrogen beam with a mean velocity of

1445m/s and 8% FWHM and propagated the mI ,mJ , states along our apparatus

up to the surface position, we then applied the rotations and scattering matrix

similarly to what we did for H2/LiF (Chapter 4) and from the surface onwards we

again propagated the wave functions using our known magnetic field profile up to

hexapole analyser and calculated the signal. The measurements and calculations

shown in Fig. 5.10 were performed for two different values of current in the

second solenoid and demonstrate good agreement between the calculation and

the measured signal. We chose sample B in the comparison due to its relatively

low noise. We now compare the experimental magnetic scans results to a similar

experiment performed when scattering H2 from Cu(111) surface. The top panel

in Fig. 5.11, shows a direct comparison of the measurements, they seem similar

but shifted with respect to each other. The lower panel demonstrates that shifting

the copper by 0.0007A , makes the measurements practically identical within the

experimental noise. The Cu(111) measurement was performed approximately

six month before the graphene measurements, and we believe the mismatch is

related to a change of calibration of the current power supply driving the second
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5.2 Result and discussion

Figure 5.10: Comparison of calculations and measurements for graphene
- measurements of sample B alongside a scattering calculation performed using an
identity scattering matrix
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Figure 5.11: Comparison between graphene and Cu(111) magnetic scans
- The top panel shows both measurements as they were taken. The second panel
shows the Cu(111) measurement shifted by 0.0007A to compensate for the different
calibration the second solenoid was set to in the different measurements, see text
for further details

coil which led to a residual current of 0.0007A. While further measurements will

be required to test this assumption, if it is the case, the mirror like scattering of

graphene is very similar to what is observed on Cu(111).

To check whether the resemblance of the measured oscillation curves ofH2/Graphene

and the signal calculated using a unity (mirror like) scattering matrix is a general

phenomena related to specular measurements, perhaps related to the averaging

over a wide range of energies, we compare them with measurements of H2 scat-

tering from LiF(001), also measured in specular conditions. Fig. 5.12 compares

the two experimental data sets alongside the calculation for a unity scattering

matrix. As can be seen, the H2/LiF data is really quite different, showing that

the mirror like scattering is related to the structure of the graphene surface and

the way it interacts with the H2 molecules.

To interpret our findings, we look at the various results presented in this

chapter. The LEED and HAS results suggest that the two samples we studied

differ in terms of the azimuthal order of the Cu(111) layer (A more ordered than

B), both of them produce features related to the unit cell of graphene, but again
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Figure 5.12: Comparison of graphene(sample B) and LiF(001) measure-
ments to a mirror scattering calculation - Both measurements were performed
for specular scattering.

these seem to have some azimuthal order in sample A and not in B. In contrast

the specular peak of sample B (helium and hydrogen scattering) is narrower,

indicating that the flat regions contributing to the specular signal are actually

larger than those in sample A.

One possible explanation which allows for these two apparently conflicting

results to be consistent, is if there are exposed Cu(111) regions which contribute

significantly to the specular intensity. If such regions are actually larger in sample

B this would make the specular signal stronger and narrower. Unlike the specular,

the (much smaller) diffraction peaks are necessarily linked to the graphene struc-

ture. Since larger exposed Cu(111) regions could be linked to smaller graphene

covered regions, we would expect a reduction in the diffraction peak intensity and

perhaps also the azimuthal order of the graphene layer.

The possible explanation given above, means that from the measurements we

performed we cannot distinguish between two different scenarios. One is that

the scattering from a graphene layer produces a signal which is very similar to

mirror scattering (unity scattering matrix), which means that the dependence

of the interaction potential of H2/graphene on the rotational projection state

is very weak. Another scenario which cannot be excluded is that the specular
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intensity we are following as function of B1, is actually attributed to exposed

Cu(111) regions, and the lack of rotational projection dependence is related to

the H2/Cu(111) interaction.

To fully understand the interaction between the H2 quantum rotational states

and a graphene surface one should try and investigate more metal surfaces with

a graphene layer, ideally systems where the layer is grown in-situ, to see whether

the specular scattering is the same with or without the graphene overlayer. Fur-

thermore, growing a graphene layer that allows a magnetic scan of the diffraction

peaks will give a much better understanding of the scattering process as we will

be sure that the scattering itself comes from the carbon atoms, and also allow us

to work with a much narrower range of energies making it possible to determine

the scattering matrix more reliably.

Finally, further measurements of H2/Cu(111) are needed to verify that the

phase shift between the two data sets arises from a current calibration issue rather

than a real difference in the scattering properties of the two surfaces
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Outlook and summary

6.1 Direct beam analysis

In this thesis I have described the design and implementation of a unique exten-

sion to the magnetic molecular interferometry scattering machine. This extension

allows us to measure the molecular beam directly (without scattering), after ma-

nipulating the quantum states of the ground state molecules using the homoge-

nous magnetic field of the first arm of the scattering machine. The improved

setup can be used to test and verify the properties of the magnetic hexapoles

which are used to separate the different quantum states in space and create a

bias in the quantum state populations within the beam, as well as perform state

selective particle detection. The setup can also be used to verify the profile of the

magnetic fields along the beam line. The ability to coherently control the rota-

tional states of a ground state hydrogen molecular beam has been demonstrated

together with the ability to calculate signals which are in good agreement with the

measured signals. The spatial intensity distribution of 3He,D2 and H2 beams at

the detector shows that the beam trajectory calculations through the machine are

valid and reproduce the various trends seen in the measured intensity profiles.

The 3He experiments, which use a simple atomic beam with relatively simple

spin 1/2 dynamics, allowed us to identify a small residual magnetic field which

the full magnetic field measurements were unable to detect and the method for

that was described in detail. Correcting the magnetic field profile of the machine

accordingly, shows an unquestionable improvement and agreement between the
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calculation and the measurements. Some disagreement can still be seen between

the measurements and the calculations, possibly due to imperfect alignment of

the beam line and the hexapole lenses. In the future, it would be useful to fine

tune the magnetic lenses alignment, using 2-D profile intensity scans as feedback.

Hopefully this will further improve the similarity of the calculations and the mea-

surements.

Further applications of the direct beam extension:

One use of the setup is to determine the magnetic Hamiltonian constants for

molecules where these are still unknown or require experimental benchmarking,

for example, the various isotopologues of H2O. Another future application is

using the direct beam extension to both determine and optimize the beam con-

ditions for scattering experiments. For example, seeded beams, combined with

higher nozzle temperatures, could be used to increase the populations of excited

rotational states of H2 and D2, while maintaining low enough beam velocities for

the magnetic lens to be capable of focusing the beam. The ability to control the

rotational projection states of excited rotational states, opens up the possibility

of studying stereodynamic effects in rotationally inelastic molecule-surface scat-

tering experiments. The direct beam system presented in this thesis has only one

magnetic solenoid to control the magnetic field on the beam’s path. Introducing

a secondary magnetic solenoid further away from the first and separated by a zero

magnetic field region will allow for multiple echos [60] at magnetic field higher

than zero to be measured. This will also make the system capable of investigating

gas collisions, with several modifications of the scattering chamber.

6.2 Surface scattering experiments

A new technique, capable of extracting the scattering matrix from a diffraction

scattering magnetic scans was introduced. The measurements of H2 molecules

scattering from a LiF(001) surface have been used to determine the scattering ma-

trices of the different diffraction channels. The results from these measurements
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show that the different quantum rotational projection states are scattered differ-

ently, which means that this particular surface can be used as a beam polariser. It

would be interesting to check the polarization properties of other surface. Good

candidates for this would be surfaces with high intensity H2 scattering diffraction

peaks. Preliminary unpublished work in our group of H2 scattered from a NaCl

surface showed high intensity diffraction peaks and clear bound state resonance

features at some nozzle temperatures. Performing magnetic scans and extracting

the scattering matrix from the diffraction peaks for energies which exhibit bound

state resonances could be a fruitful path of study, allowing us to study the stere-

odynamics of the bound state resonance phenomena. Furthermore, our previous

study ofH2/(Cu115) [61] showed that specular scattering strongly depends on the

rotational projection states of the molecules. This system is also characterized

by high intensity diffraction peaks, however magnetic scans were not measured

for diffraction scattering and no attempt have been made for extracting the cor-

responding scattering matrix elements. Performing such measurements and ex-

tracting these values would provide insight into the interaction of H2 molecules

with the different sites of this stepped copper surface.

The magnetic scan measurements of H2 scattering from a graphene covered

Cu(111) surface lead to a surprising result, where the oscillation curve can be

explained by simulating the experiment with an identity matrix as a scattering

matrix, i.e. mirror scattering. This type of scattering matrix represents the case

where the scattering probability does not depend on the rotational projection

states of the incident beam. The same phenomena also occurs for the case of H2

specular scattering from the bare Cu(111) surface. In both cases there was not

enough scattered intensity in the diffraction peak and the measurements had to

be performed on the specular scattering peak. One possibility is that there is a

relation between the two properties, i.e. surfaces which have very low diffraction

peak intensities in comparison with specular scattering (which is consistent with a

very weak corrugation of the molecule-surface potential), tend to not be sensitive

to the rotational orientation of molecules. Another option is that when measuring

at the specular condition, our signal might be coming from the exposed substrate

rather than the graphene layer, this would explain the similarity of the magnetic

scan curves. Unfortunately, we are unable to distinguish the two scenarios.
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Nickel and Ruthenium surfaces can be suitable systems for growing graphene

layers on, where both Ni(111) and Ru(0001) surfaces demonstrated high 4He

reflectivity[58, 62, 63]. While this higher reflectivity corresponds to the specular

peak rather than the diffraction peak intensity, it does suggest that the defect

density might be smaller than the density in the samples we studied. If indeed the

defect density is smaller, and the size of the perfect graphene domains is larger,

this might make current scan measurements on diffraction peaks possible. The

separation distance between the graphene layer on Ni(111) and Ru(0001) and the

substrate was measured to be 0.21 nm, in comparison with a distance of 0.33 nm

for Cu(111)[64], indicating a stronger interaction between the graphene and Ni

and Ru surfaces. As Ru and Ni are reactive to hydrogen, the surface temperature

will need to be above the sticking temperature [65] (ca. 500 K) while measuring

the surfaces without a graphene layer. This is not the case for the Cu(111) surface

as it is not reactive to hydrogen. It will be interesting to perform magnetic scans

on the specular diffraction of H2 from a graphene layer on top of those surfaces,

and compare the results with those presented in this thesis. Comparing different

graphene surfaces, which potentially have different levels of diffraction intensities

and potential corrugation, will allow us to see if there are any obvious trends

relating the diffraction intensity and the sensitivity to the rotational projection

states. Furthermore, the suggested systems might have enough H2 intensity in

diffraction peaks other than specular to perform magnetic scans. Magnetic scans

of the diffraction intensity signal can be unambiguously related to the graphene

layer rather than to any exposed substrate regions. They are also characterized

by a much narrower velocity spread of the scattered beam, allowing a much more

detailed investigation, similarly to the H2/LiF study presented in this thesis.

Obtaining such data will provide a benchmark for modeling the interaction of H2

with a graphene layer.
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