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Abstract: This article proposes a framework that automatically designs classifiers for the early
detection of COVID-19 from chest X-ray images. To do this, our approach repeatedly makes use
of a heuristic for optimisation to efficiently find the best combination of the hyperparameters of a
convolutional deep learning model. The framework starts with optimising a basic convolutional
neural network which represents the starting point for the evolution process. Subsequently, at most
two additional convolutional layers are added, at a time, to the previous convolutional structure as
a result of a further optimisation phase. Each performed phase maximises the the accuracy of the
system, thus requiring training and assessment of the new model, which gets gradually deeper, with
relevant COVID-19 chest X-ray images. This iterative process ends when no improvement, in terms
of accuracy, is recorded. Hence, the proposed method evolves the most performing network with the
minimum number of convolutional layers. In this light, we simultaneously achieve high accuracy
while minimising the presence of redundant layers to guarantee a fast but reliable model. Our results
show that the proposed implementation of such a framework achieves accuracy up to 99.11%, thus
being particularly suitable for the early detection of COVID-19.

Keywords: COVID-19; heuristic optimisation; deep convolutional neural networks; chest X-rays

1. Introduction

Early detection of COVID-19 is becoming ever more important to prevent patients from
developing pneumonia [1]. Due to the delays with the production and implementation of
the vaccination campaign, prevention plays a major role and a controlled prognosis is only
possible if the protocol therapy [2] is applied since the very early stages. The Polymerase
Chain Reaction (PCR) test is the primary method for detecting COVID-19 as it is more
reliable than any other option available to practitioners in the health & care system [3–6].
However, PCR is laborious, very time-consuming, and sometimes difficult to process due
to shortages of kits and delays in their delivery in many countries worldwide. On the
contrary, X-ray images are broadly available, and scans come with significantly lower costs.

In this light, technology-driven alternative solutions can play a key role in achieving a
more sustainable, logistically simpler, and more timely early detection of this disease. In
the past, the research community in artificial Intelligence (AI) has actively engaged with
the health & care sector and produced relevant neural, fuzzy and evolutionary classifiers
for early diagnosis and prognosis [7–11]. Given the recent exceptional results obtained
with Deep Learning (DL) for image processing, see e.g., [12–15], the most logical choice for
designing early detection systems based on X-ray images is to employ this AI paradigm.
In terms of implementation, the most successful DL architecture seems to be those based
on Convolutional Neural Networks (CNNs), which have already been adopted in recent
studies on COVID-19 detection [4,16–19].
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Optimal tuning of DL systems is still an unsolved and challenging problem [20,21].
Established approaches to fine-tune parameters of a deep network are based on the for-
mulation of such task as an optimisation problem, then solved numerically with e.g., the
classic Conjugate Gradient (CG) solution method [22], reinforcement learning [23], or
gradient free approaches where the hessian matrix is empirically approximate as in the
“Krylov subspace” descent methods [24,25]. Amongst these, gradient-free methods are
most commonly used as they are easy to implement and fast - hence suitable for scenarios
considering several training samples. However, they require numerous manual parameter
tuning to work optimally and have a sequential nature making them very difficult to
implement in Graphics Processing Units (GPU). CG-based method are in contrast more
accurate but significantly slower, thus requiring multiple CPUs and large amounts of RAM
to be applicable to DL models [26,27].

An alternative approach to train AI models that is currently well-received by the
research community consists in solving the aforementioned optimisation problem with
heuristic algorithms, often nature-inspired ones as those mentioned in Section 2.3, which
have been successfully employed in training support vector machines [28], clustering
algorithms [8,29,30], autoencoders [10,31], fuzzy and neural systems [32,33]. An interesting
approach referred to as “neuroevolution” is based on encoding different network structures
in the form of candidate solutions of a Genetic Algorithm (GA) heuristic [34], thus evolving
the optimal architecture of the network while training it. It is worth mentioning that such
method is currently also available for DL neural models [35]. Similarly, further “evolu-
tionary” classifiers have been proposed e.g., using multi-objective optimisation methods,
as in [9], and more recent nature-inspired heuristics adapted to deal with convolutions
structures [36,37]. Other adaptive convolutional frameworks worth mentioning are e.g., the
“progressive unsupervised learning” strategies in [38–40], where a mechanism is designed
to select a pre-trained deep CNN from a pool, and the “automatic CNN architecture selec-
tion” system proposed in [41] to emphasise the parameters in image classification problems,
which also uses a GA. The latter are based on solid considerations, but do have some flaws
in terms of convergence speed as the employed genetic algorithms require an extremely
high computational budget to converge over the very large scale search space resulting
from encoding entire deep CNNs in the form of candidate solutions. To avoid this a GA
was used in [42] to optimise the hyperparameters of a 3-layer CNN, with promising results.
However, this approach presents a clear limitation as it cannot be applied to all cases
in which a 3-layer structure is not adequate. Generally, the optimal number of layers is
unknown. Hence, it should be preferably found during the training/optimisation process,
as done in [43] where the number of layers is dynamically and gradually increased with a
simple, and slow, mutation-only evolutionary approach.

To overcome the aforementioned limitations, we propose an efficient optimisation-
driven classification framework for early COVID-19 detection. The latter, returns a fine-
tuned convolutional model as a result of a number of subsequent optimisation phases
during which a “growing” DL model is built. This iterative process makes use of the
so-called “biogeography-based optimisation” algorithm, as discussed in Section 2.3, for
evolving classifiers. This proposed approach displays advantages in terms time and
memory complexity and produces a detection system that, once fed with X-ray chest
images, makes a fast decision (i.e., diagnosis) of high accuracy (up to 99.11%). Note that
the end result necessarily uses a CNN architecture, but its structure is not fixed. Depending
on data availability, the system can be restarted to generate the most suitable classifier with
optimised hyperparameters. The main contributions of the proposed approach are

• a system that efficiently discovers DL models with growing depths, with no constraints
on number of layers, thus optimising performances;

• a fast optimisation phase, making this method suitable also in devices plagued by
modest computational capabilities;

• an practical encoding strategy for the convolutional structures to be “evolved” that
allow for a practical model quality evaluation.
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Hence, this piece of research does not aim at replacing PCR completely but at making
the existing X-ray process, which is used anyway, faster and more reliable. By doing this,
the posed method also facilitates decision-making in those uncertain cases that are difficult
to deal with by naked eye, and minimise human error due to the high volume of X-ray
images that radiologists are required to vision in peak periods.

The remainder of this article is organised as as follows:

• Section 2 reports the material and methods used in this study in terms of employed
dataset and optimisation algorithm;

• Section 3 describes all the components forming the proposed system;
• Section 4 shows our results;
• Section 5 comments on the our achievements;
• Section 6 draws the conclusions of this study.

2. Materials and Methods
2.1. COVID-X-ray Dataset

We make use of the COVID X-ray-5k dataset [44]. This currently contains 2084 training
and 3100 test samples amongst chest X-ray and CT images.

Note, that in the original release on 3 May 2020, this database contained 250 X-ray
images of COVID-19 patients, from which 203 images are anterior-posterior view. However,
this is constantly updated. Unlike lateral ones, the selected images are preferable for CVID-
19 detection-as advised in [45] by board-certified radiologists. Moreover, expert radiologists
evaluated the collected images and labelled 184 out of the 203 images as having clear signs
of COVID-19. 100 images were randomly selected to form the test set, and the remaining
84 to form the training set. It should be noted that we do not deal with the remaining cases
here, were experts did not detect clear signs of COVID-19. They require further research.

To be usable in DL models, that set of COVID-19 samples was increased to 420 via data
augmentation techniques such as flipping, application of small rotations and adding small
amount of distortions [45]. Supplementary images from the ChexPert dataset [46] were
then used as non-COVID-19 images. Note that this dataset includes 224,316 chest X-ray
images from 65,240 patients. Most importantly, it is worth highlighting that the considered
non-COVID-19 entries include a variety of scenarios reporting healthy cases as well as
cases of other diseases such as pneumonia. This aspect is key to unbiased training and
makes it possible to understand if the classifier is capable of distinguishing from COVID-19
cases and other pulmonary diseases. From this dataset 2000 and 3000 non-COVID images
were used for the training set and test set, respectively.

A summary of the images in the final (i.e., employed) version the dataset is given in
Table 1.

Table 1. Summary of the employed dataset.

Category COVID-19 Healthy

Training Set 84 (420 after augmentation) 2000
Test Set 100 3000

Figure 1 shows six random sample images from the COVID-X-ray-5k dataset, includ-
ing two COVID-19 and four standard samples.

These images are used to train and validate our model, whose structure is the result
of the iterative process explained in Section 3. The latter involves a number of optimisation
processes where the hyperparameters of an “evolving” convolutional DL structure are
fine-tuned with the optimiser introduced below in Section 2.3.
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Figure 1. Six random sample images from the COVID-X-ray-5k dataset.

2.2. The Neural Network

As noted, CNNs have become the de-facto standard in image processing [47] and have
been used successfully for X-ray analysis [4,11,16,17]. The network which is optimised by
the algorithm lined out in the following section, is therefore a CNN. The type of layers
possible in the network are convolutional, pooling, fully connected, and dropout layers.
Table 2 shows the parameters which are emphasised during the process. These are the
parameters which are typically selected manually when using a CNN. In our case, this
is done using a specific optimisation approach. The resulting network will be called
OptiDCNN in this paper.

According to the standard work on the use of meta-heuristics to tune hyperparameters
of CNNs [42,43], the two most common problems encountered are:

• Underfitting if the CNN is too small.
• Overfitting if the CNN is too large.

Hence, the proposed approach has to start from a small CNN and sequentially grows
it as needed to overcome these two drawbacks. Every time that the depth of the network is
increased, the hyperparameters of the newly added blocks are optimised. This iterative
process stops when adding more layers does not improve the classification performances. In
this light, the returned classifier is optimised and cost-efficient, as requiring the minimum
number of resources in terms of memory and computational cost while guaranteeing
top performances.

Table 2. Hyperparameters emphasised during the evolution of the network.

Name Acronym Admissible Values

Number of Output Channels NOC 8, 16, 32,
64, 128, 256, 512

Convolution Kernel Size CKS 1× 1, 3× 3,
5× 5, 47× 7, 9× 9

Activation Type AT ReLU, Tanh
ELU, SELU

Include Pool IP Yes, No

Pooling Type PT Max pooling,
Average pooling

Batch Normalization BN Yes, No
Insert Skip IS Yes, No

Insert Layer IL Yes, No
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All algorithms were implemented in Matlab. The deep learning toolbox was used for
implementing the neural networks.

We compare OptiDCNN to a number of recently published algorithms. Those are
classic DCNN [48], DeepCovid [49], and MSCAD [50].

2.3. Biogeography-Based Optimisation

Biogeography-Based optimisation (BBO) [51] is a population-based heuristic for opti-
misation, sharing common aspects with several Evolutionary Algorithms (EAs) and Swarm
Intelligence (SI) methods. Indeed, within the BBO framework candidate solutions in the
search space have a probability of being selected for undergoing variation/perturbation
operators, which is a typical feature of EAs [34], while not requiring “parents” to produce
novel trial solutions, as in the SI paradigm [52]. In facts, each solution is perturbed individ-
ually and its new position is kept and compared only to the best candidate solution, xbest,
which gets updated any time a better position is found as in the so called “1-to-1 spawning”
strategy. Like all nature-inspired heuristic approaches [53], BBO is general-purpose and
based on a trial-and-error working logic which is iterated to produce near-optimal solutions
of satisfactory quality - measured in terms of the so-called “fitness” value returned by the
objective function. Note that the latter is commonly referred to as Habitat Suitability Index
(HSI) in the BBO context. However, BBO has some characteristics making it particularly
suitable for the optimisation problem at hand, such as (1) its flexibility in dealing with both
discrete and real-valued optimisation problems, (2) its self-adaptive capabilities and facile-
ness in tuning its parameters, and (3) its algorithmic overhead and converge speed. Indeed,
in [51], BBO is compared to to other classic EAs and SI algorithms in terms of time complex-
ity and convergence capabilities and shown to be among the fastest algorithms under study
while being robust and less keen to prematurely converge or stagnate-drawbacks plagu-
ing also state-of-the-art algorithms [54]. This aspect is key in this study as our objective
functions require the training of DL convolutional architectures of increasing depths-see
Section 3-thus making fast-converging and robust optimisers preferable to those adding
undesired time overheads to the proposed system. Implementation details on the BBO
framework are available in [51,55]. However, for the sake of clarity, it is worth mentioning
that BBO draws its inspiration from the biogeography theory, see [56,57], and exploits it as
a search logic in which the so-called “habitats” encode n-dimensional solutions x in the
search space. Within the biogeography metaphor, each nth design variable forming the
habitat solution (i.e., x[n] with i = 1, 2, 3, . . . n) is referred to as “habitant”. Similarly to
Evolution Strategies [34], each jth habitat x (with j = 1, 2, 3, . . . N where N is the population
size) is associated with some control parameters that evolve and adapt during the optimi-
sation process. These are the emigration (µ[j]) and immigration (λ[j]) probabilities, and the
mutation rates (m[j]), which control the generation of new candidate solutions to explore
the search space to eventually converge within a neighborhood of the optimal solution.
This algorithmic behaviour is obtained by defining the control parameters as monotone
functions such that, in a maximisation context, habitants in a habitat with small HSI have
higher µ and are more likely to emigrate to most promising basin of attractions in the search
space, i.e., where the habitats have higer HSI, and viceversa for the immigration process, i.e.,
high HSI habitats have a small λ thus promoting immigration [58]. This is the case of the
proposed framework, where BBO is used to maximise accuracy. It must be further pointed
out that the objective functions of this study gets altered before each optimisation phase,
see Section 3, and the time required for computing its value can dramatically increase as
the CNN gets deeper. Hence, even if each optimisation process is expected to evolved a
fixed number of hyperparameters, these need to be concatenated to the previously found
optimal hyperparameters, see Section 3.1, to be able and obtain a fitness value. This means
that the optimisation problem changes, despite having the same representation scheme for
the candidate solutions. In this light, having adaptive control parameters plays a major role
and BBO is an optimal candidate due to the fact that only requires three upper-bounds for
the control parameters to be fixed a priori, i.e., the maximum migration rates E and I and
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the initial/max mutation rate value M. Note that E and I are are relative quantities, i.e., if
they all change by the same quantity then BBO’s behavior does not change, thus being less
sensitive to variations and specific tuning [51]. In this light, the only control parameters
that may alter the algorithmic behaviour is M. However, also in this case, we know that
the mutation probability is not playing a major role when the population size is large as it
leads to marginal improvements. For this reason, in the original article [51], the probability
P[j] assigned to each jth individual for being selected to undergo mutation is set to 0 in the
proposed case study, even though and adaptive mechanism for computing and adjusting it
on-the-fly is also proposed (implementation details available in the source code at [59]).
Moreover, potential undesired algorithmic behaviours caused by a wrongly tuned value of
M are mitigated by the fact that the mutation rate is indeed self-adapted as shown below:

m[j] = M
1− P[j]

Pmax
(1)

with Pmax = argmax
j=1,...,N

{1−P[j]}. Similarly, also the emigration and immigration probabilities

are adapted as shown below:

µ[j] = E
j

N
; (2)

λ[j] = I
(

1− j
N

)
. (3)

3. Our Evolutionary Framework for CNNs

Due to the dynamic nature of our goal, a mechanism for preparing CNNs of increasing
depths must be designed. This must be accompanied with an encoding scheme allowing
for such networks to be represented as candidate solutions of the optimisation algorithm
within the search space. In the proposed framework, such solutions represent only a
portion of the whole network. These are evolved with an optimisation algorithm and
added to previously found convolutional models to gradually increase their length and
achieve an optimal design of the final CNN.

With reference to Figure 2, each one of these optimisation rounds occurs in the BBO
block, as this algorithms was chosen for the reasons explained in Section 2.3, which
then passes the best found network architecture to a decision block where it is tested for
convergence. Hence, according to this outcome, the iterative procedure is either ended,
with the resulting network being fed with images to be classified, or continued to the next
phase, where the hyperparamters of the layers are optimised.

Initial Habitat
(P0 – Figure 3a)

BBOConverge?

Initialise Habitat
for the next phase

Train the Model
Detection

(using best
Hyperparameters)

best habitat

No

Yes

Figure 2. A schematic overview of the evolutionary framework.
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Note that the described framework starts with optimising an initial population where
solutions represent networks of the kind indicated in Section 2.2 and having only two
convolutional layers. Their hyperparamteres are randomly allocated. Solutions in the
search space are assessed in terms of the accuracy of the CNN they represent. This requires
the CNN to be evaluated over the validation images of the dataset described in Section 2.1.
So, in simple terms, the accuracy of the CNN model obtained from the validation dataset is
the fitness function value (HSI in the BBO context).

Relevant information for implementing the aforementioned “blocks” of the general
scheme are given in the remainder of this section.

3.1. Encoding the Networks

To represent networks as solutions in the search space, we use vectors containing the
hyperparameters reported in Table 2. These are encoded according to the scheme depicted
in Figure 3. As indicated in Section 2.2, we follow a given network type, but with variable
hyperparameters such as the number of layers, number of neurons, pooling type, activation
function type, number of Pooling Layer (PL), and so on. Each hyperparameter represent
a design variable forming the candidate solution. If the first (randomly generated) CNN
model does not pass the convergence test, a new “phase” is required. This consists of
encoding new layers into candidate solutions and running a further optimisation round.

NOC (a) CKS (a) AT IP? PT BN? (a) NOC (b) CKS (b) BN? (b) IS?

(a) Initial habitat–Phase 0 (P0)

NOC CKS (a) IP? PT BN? (a) IL (b)? NOC (b) CKS (b) B? (b) IS?

(b) Habitat at phase 1 (P1)

Solution at P0 Solution at P1 . . . Solution at Pn

(c) Concatenated solutions of n subsequent phases encoding the nth CNN model

Figure 3. Encoding of the neural networks during the various phases. In phase 0, there are two
convolutional layers, called (a,b). For the abbreviations, see Table 2. In phase 1 and subsequent
phases, which are identical, the activation type is no longer changed (therefore no AT in those phases),
but it can be decided if a second layer is included (IL?). The concatenation of the phases is shown in
subfigure (c). Yes/no hyperparameters are shown with a?

With reference to Figure 3, it can be seen that Phase 0 consists of the evolution of
CNNs having two convolutional layers (i.e., layer a and layer b). In this initial phase,
hyperparameters forming the design variables for the optimiation problem are the first six
from Table 2, where NOC, CKS, and BN are used for layer a and b, giving ten parameters
to emphasise. In all further phases, the parameters are those ten parameters except AT, but
including IL, which determines if one or two layers are included. This gives ten parameters
in every further phase. If a pooling layer is needed (PL = yes), this is be added after the
first convolutional layer. If an skip connection is inserted (IS = yes), it must have a 1× 1
convolution. The skip connection structure is depicted in Figure 4.

Layer a Layer b +

skip

Figure 4. An example of a skip connection.
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In subsequent phases, at most two additional convolutional layers (Layer a and Layer
b) are added according to the scheme of Figure 3b (depicting Phase 1) and randomly
initialised. The newly added parts follow a similar scheme to the one described for Phase 0.
However, these lack the AT field and contain the “Include Layer b?” component. If the
latter is active (i.e., its value is 1), this phase will use two convolution layers. Conversely, if
its value is null, second layer will not be added. In both the cases, the CNN model grows
gradually deeper. An example of this expansion process is displayed in Figure 5.

7× 7 conv. 48

2× 2 pooling

BN

7× 7 conv. 114

BN

Global Max Pooling

Softmax

Best model at P1

7× 7 conv. 48

2× 2 pooling

BN

7× 7 conv. 114

BN

5× 5 conv. 82

2× 2 pooling

BN

Global Max Pooling

Softmax

Best model at P0

Best model at P0

transfer
weights

random
initialisation

Figure 5. CNN grows deeper when a new phase begins (Left: Phase 0, right: Phase 1).

In this graphical representation, the best model obtained in Phase 0 is reported on the
left-hand side. Note that the section inside the dashed box indicates the optimised part,
while the last two blocks are added after the optimisation process to complete the CNN
with the output node. To enter Phase 1, or any subsequent nth phase, the model obtained
in the previous phase gets copied and the new additional layers added as previously
explained to form the structure on the right-hand. The newly and deeper CNN models
are therefore built up by stacking together optimised layers and adding new blocks that
need to be optimised. Their optimisation is not completely independent to the previous
optimisation processes as the fitness function can only be evaluated by considering the
whole structure, and not only its parts. However, new candidate solutions are only formed
by the new parameters. In other words, best solutions returned by BBO in subsequent
phases need to be concatenated to encode the corresponding CNN. From the point of view
of the network, this is equivalent to say that only the optimiser only works on the new layer
while it grows. An example (referring to Phase 1) is shown in the right part of Figure 5.
The gray section is inherited from Phase 0 while the remaining layers in the dashed box
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gets optimised. Figure 6 shows two example phases generating a network. This network
has three convolutional layers, since IL? in the second phase is no, meaning we only add
one more convolutional layer in the second phase. It also includes two pooling layers since
IP? is yes for both phases.

48 7× 7 ELU yes MAX yes 114 7× 7 yes no

(a)

48 7× 7 ELU yes MAX yes 114 7× 7 yes no 82 5× 5 yes MAX yes no 99 1× 1 no no

(b)

Figure 6. Building deeper CNNs by concatenating solutions from performed phases. (a) An example
of solution for P0 encoding the phase 0 CNN of Figure 5 (left), (b) Solutions at P0 and P1 encoding
the phase 1 CNN of Figure 5 (right).

It is worth noting that the encoding schemes described in this section generate two
different search spaces with the size of the optimisation problem being 156,800 for the first
phase, and 78,400 for each subsequent phase. These figures, obtained by timing the numbers
of admissible values for the 10 design variables forming a candidate solution, indicate the
maximum number of network configurations that each phase can generate. Hence, the
proposed framework is capable of generating a vast number of network configurations by
exploring a space of 156,800 + n·78,400 cases over n phases.

3.2. Fitness Function Evaluation

As previously indicated, the accuracy obtained using the training and test data de-
scribed in Section 2.1 is the fitness value assigned to the candidate solutions.

To obtain this value, the CNN encoded by a candidate solution is initialised (the two
final modules shown in Figure 5 have to be attached) and trained to converge. Comparing
the CNNs’ performance based on the test set is preferable, but not many epochs can be
used due to time required to complete this process. However, when the number of epochs
is low, deeper CNNs might have similar or even worse test accuracy than shallower ones.
To overcome this problem, intelligent initialisation is a solution. This motivates our choice
of embedding optimal results from previous parts into the network used in subsequent
phases. This way, the dimensional of the problem does not change after the first phase
(i.e., P0) and the fitness fiction does not require several epochs to return a reliable accuracy
measure. We noted that a CNN that is fitter in the initial training epochs tends to perform
better also in the remaining epochs. This empirical observation let us fix a number of
5 epochs for the fitness evaluation.

3.3. Optimising the Layers

At most two layers need to be optimised by tuning the corresponding hyperparame-
ters. This can be done with a metaheuristic algorithm that can handle discrete values. The
BBO algorithm was employed because of the advantages indicated in Section 2.3, and re-
turned satisfactory results. We empirically ruled out several configurations of the algorithm
and eventually employed an elitist version where the 50% fittest (i.e., CNNs with highest
accuracy) solutions are always carried forward to the next generation. A similar approach
was used for tuning the parameters of the BBO algorithm which confirmed the validity
of the suggested setting in [51]. To achieve the highest possible accuracy, we do employ
the mutation operator. The latter, is applied to individuals selected via the roulette-wheel
selection method [34] where the probability P[j] are obtained with the original self-adaptive
method in [51,59]. For the sake of clarity and applicability, the employed parameters setting
is reported in Table 3. Note that BBO is run for 4000 iterations during each phase of the
proposed framework.
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Table 3. Employed parameters setting for BBO.

Max immigration (I) 1
Max emigration (E) 1

Max mutation rate (M) 0.02

3.4. Convergence Test

The evolving process terminates when there is no more significant enhancement (i.e.,
smaller than 0.01) on validation accuracy while adding more layers. In other words, if the
fitness of the best solution for a generic nth phase is fn, and the one the for the previous
phase was fn−1 such that fn − fn−1 > 0.01, then we found an optimal structure and the
network encoded with a chain of the n + 1 best solutions obtained with the performed
n + 1 phases is returned.

An example is available on Figure 7b, where the described process stops at the 15th

phase with a best solution having a fitness value of 0.9370. This is clearly show a significant
deterioration of the performances given that the fitness function value at phase number 14
was 0.9233, thus having 0.9370− 9233 = 0.0137 > 0.01.

(a) Effect of the optimisation process on the CNN size

(b) Best fitness value per phase trend

Figure 7. The resulting expansion process. In (a) the size of the CNN increases as the number of
its layers grows during the 15 performed phases. In (b) we show the optimisation process. The
decreasing trend at the last 15th phase graphically indicates that the termination criterion (Section 3.4)
is met.
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4. Results

In this section, we describe the neural network ultimately designed by the system.
The performance of this classifier is then evaluated based on accuracy and complexity for
the COVID-19 problem and compared to benchmark methods in this field of study using
three benchmark datasets. Finally, we use the Class Activation Mapping technique to find
discriminative regions in the images.

4.1. The Final Neural Network

Then structure of the DCNN resulting from the optimisation process described before
is shown in Figure 8. On the input greyscale image, 500 convolutions are carried out with a
filter size of 13× 1 and a stride of 4× 1, resulting in 500 grayscale images of 73× 7 pixels.
Following this, a 3× 1 max-pooling is executed, with a 2× 1 stride, producing 500 images
of 36× 7 pixels. This is followed by three convolutional with different filter sizes and one
pooling layer, as reported in Table 4. After that, six extra convolutions are carried out, with
the first five convolutions being padded, resulting in four thousand images. Finally, three
layers of fully connected neurons are utilized, with four thousand, four thousand, and two
neurons, respectively. The outcome value from the final layer is the probability of target
and non-target.

The optimisation of the architecture is shown in Figure 9, which plots the result
of twenty candidate solutions developed gradually for five generations in each phase.
Each corresponding network is trained for five epochs to obtain the fitness value. The
evolution terminates at phase fifteen when the stopping criteria are satisfied. The number
of convolutional layers increases in each phase. Initially, when the algorithm enters
a new phase, there is a significant improvement in the candidate solutions’ accuracy.
This improvement gradually declines in the later stages. This shows that the increase of
convolutional layers can significantly influence the model performance, especially when
the model is relatively shallow and too small to deal with the problem. As the number of
layers increases, the network’s size grows, increasing the network’s capability.

Figure 8. The topology of designed OptiDCNN. The number below of each box indicates the size of
the outcome images, while the one above each box the number of filters used.
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Figure 9. Fitness functions of the 20 fittest solutions returned after each performed phase. For
illustration purposes, 17 phases are reported to show the validity of the proposed stopping criterion.
Indeed, note that the accuracy slightly decreases after phase 15, i.e., layers added at phases 15, 16
and 17 are not needed.

Table 4. The details of layers used in the designed DCNN.

Layer Type No. Filters Size Stride Resulting Dimension

1 Convolution 500 13× 1 4× 1 73× 7× 500
2 Pooling 500 3× 1 2× 1 36× 7× 500
3 Convolution 1000 4× 3 1× 1 33× 5× 1000
4 Convolution 1000 3× 3 2× 2 16× 2× 1000
5 Convolution 2000 2× 1 1× 1 15× 2× 2000
6 Pooling 2000 3× 1 2× 1 7× 2× 2000
7 Convolution (padded) 1181 3× 1 1× 1 7× 2× 1181
8 Convolution (padded) 1181 3× 1 1× 1 7× 2× 1181
9 Convolution (padded) 1181 3× 1 1× 1 7× 2× 1181
10 Convolution (padded) 1181 3× 1 1× 1 7× 2× 1181
11 Convolution (padded) 1181 3× 1 1× 1 7× 2× 1181
12 Convolution 4000 3× 2 1× 1 5× 1× 4000
13 Fully connected (4000 nodes)
14 Dropout (probability = 0.8)
15 Fully connected (4000 nodes)
16 Dropout (probability = 0.8)
17 Fully connected (2 nodes)

4.2. Performance of the Designed Classifier

After training and validating the DCNN using the COVID X-ray-5k dataset, in this
step, we test the trained DCNN using the COVID-X-ray-5k dataset. Since the accuracy
rate alone does not give enough information about the classifier’s performance, Receiver
Operating Characteristic (ROC) curves were calculated by exploiting the classifier on all
the samples in the test dataset, thus producing a probability for each example. Afterward, a
threshold value was introduced, and for each threshold value, the accuracy was calculated.
The computed values were then plotted as a ROC curve. Generally, the area under the
ROC plot indicates the probability of the correct classification. Figure 10 demonstrates
the computed ROC curve for the classification of targets using OptiDCNN and classic
DCNN. The ROC curves indicate that we significantly outperform classic DCNN on the
test dataset.
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Figure 10. TPR curves for OptiDCNN and classic DCNN. The bars indicate the range of the ten
runs performed.

The training was repeated ten times, resulting in training times betweeen five and
eight minutes, and an accuracy of between 89.22% and 93.98% on the validation set. Due to
the extensive range of accuracy values obtained, the ten trained OptiDCNNs are ensembled
by weighted average, using the weights’ validation accuracy. The ensemble OptiDCNN
achieves a validation accuracy of 91.09%, while DCNN had an accuracy of between 78% and
90%, and the resulting ensemble attained an accuracy of 88.3% on the validation dataset.

To further evaluate the OptiDCNN classifier’s performance, more testing data were
produced by adding synthesized noise to the sample images. Figure 11 indicates the
resulting ROC curve based on 2160 samples or ten various noisy realisations, using the al-
gorithms OptiDCNN, classic DCNN, DeepCovid, and MSCAD. As shown in Figure 11, the
OptiDCNN detector represents outstanding diagnostic results compared with other bench-
mark detection approaches. As a comparison, our proposed OptiDCNN provides over
93.5% diagnostic result with less than 6.5% false negative rate, which is an improvement
over results reported by other benchmark classification approaches.

Generally speaking, the precision-recall curve indicates the tradeoff between recall
and precision for various threshold levels. A high area under the precision-recall curve
shows high precision and recall. High precision indicates a low false-positive rate, and
high recall indicates a low false-negative rate. As can be observed from the curves in
Figure 11, DCNN-ALHBBO has a higher area under the precision-recall curves. Therefore,
it indicates a lower false positive and false negative rate than other benchmark classification
approaches.

(a) Precision-recall graphs (b) ROC curves

Figure 11. TPR/FPR graphs (a) and ROC curves (b) for OptiDCNN and other benchmark classifiers.
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4.3. Comparison to Other Classifiers

The obtained accuracy for various classifiers is summarized in Table 5. The OptiDCNN
is evaluated only once for each epoch because the accuracy does not change if the evaluation
is repeated with the same experimental condition. In general, the tests conducted show
that the higher the epoch value, the better is the accuracy. For example, in the first epoch,
compared to DCNN (84.11%), the accuracy increased by 4.01% for MSCAD (88.12%), by
5.18% to OptiDCNN (89.2%9), and by 2.04% for DeepCovid (86.15%). While in the fifth
epoch, compared to DCNN (93.47%), the increase in accuracy is 1.94% for MSCAD (95.41%),
4.09 for OptiDCNN (97.56%), and 0.50% for DeepCovid (93.97%). In the case of 10 epochs,
as reported in Table 4, the increase in accuracy compared to DCNN (97.18%) is only 0.04
for MSCAD (97.22%), 2.67% for OptiDCNN (99.85%), and 0.28% for DeepCovid (97.46%).

Table 5. Accuracy and standard deviation ‘STD’ for benchmark networks.

Epoch OptiDCNN MSCAD DeepCovid DCNN

Accuracy STD Accuracy STD Accuracy STD Accuracy STD

1 89.63 N/A 88.12 0.41 87.26 0.33 84.11 0.75
2 93.11 N/A 92.11 0.37 91.33 0.21 89.22 0.31
3 96.15 N/A 93.12 0.31 92.09 0.22 91.11 0.38
4 97.22 N/A 94.62 0.24 92.89 0.32 92.47 0.11
5 97.27 N/A 95.41 0.18 93.55 0.09 93.47 0.29
6 98.41 N/A 95.92 0.17 95.25 0.18 94.02 0.39
7 98.55 N/A 96.11 0.16 96.13 0.19 95.17 0.19
8 98.88 N/A 96.77 0.12 97.24 0.11 96.58 0.21
9 99.01 N/A 96.99 0.09 98.11 0.15 96.76 0.09
10 99.11 N/A 97.22 0.15 98.22 0.09 97.18 0.11

4.4. Class Activation Mapping

In addition to the accuracy of the classification, we also look at finding regions in
the image which contribute to the classification. Class Activation Mapping (CAM) [39] is
used for this. This maps the probability predicted by the DCNN model back to the last
convolutional layer of the corresponding model to emphasize the discriminative regions,
which are unique for each class.

The CAM for a determined image class is the outcome of the activation map of the
Rectified Linear Unit (ReLU) layer following the last convolutional layer. It is identified by
how much each activation mapping contributes to the final grade of that particular class.
The novelty of CAM is the total average pooling layer applied after the last convolutional
layer based on the spatial location to produce the connection weights. Thereby, it permits
identifying the desired regions within an X-ray image that differentiates the class specificity
preceding the softmax layer, which can enhance trust in the results.

Figures 12 and 13 show the discriminative regions for some X-ray images. Figure 12
shows the outcomes for the case marked as ‘Covid-19’ by the radiologist, Figure 13 shows
the outcomes for a ‘normal’ case in Xray images. The OptiDCNN model predicts those
cases correctly, and also indicates the discriminative area for its decision. Clearly, different
regions are emphasised in the Covid-19 and the ‘normal’ cases. This shows that the network
does a useful classification. In a next step, this kind of CAM visualisation can provide a
useful second opinion to the medical specialists and radiology experts and improve their
understanding of deep learning models.

Figure 12. ROI for positive Covid-19 cases using ACM.
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Figure 13. ROI for Normal cases using ACM.

5. Discussion

The network which is the result of the optimisation process shows a typical architecture
for an image classification task. In so far the result is conforming the view that such a
network is a good tool for the purpose. On the other hand, the exact number of layers, their
order, and other hyperparameters are not obvious. For example, the use of pooling layers
after the first and fifth convolutional layers only is quite specific and would probably not
have been chosen manually.

Figure 9 shows how the network develops during the optimisation. It indicates
the result of twenty habitats developing gradually for five generations in each phase.
Each habitat is trained for five epochs to approximate the fitness function. The evolution
terminates at phase fifteen when the stopping criteria are satisfied. The number of layers
increases in each subsequent phase. As expected, when a new phase starts, the accuracy of
the habitats improves significantly. This improvement in performance gradually decreases
in the later stages. This shows that the increase of layers can have a significant effect on the
performance of DCNNs, mainly when CNN is relatively shallow. The evolution clearly
shows that our network is a near optimal network for the purpose.

We have also shown that our network performs better than other classification ap-
proaches. In order to clearly establish the superiority of our network, we have used different
numbers of epochs for training. The results (Table 5) indicate that OptiDCNN represents
the best accuracy for all epochs. Accuracy improvement of OptiDCNN, compared to the
original DCNN, varies for each epoch, with a range of values between 1.93 (the tenth epoch)
up to 5.52 (the first epoch). OptiDCNN is also faster than other approaches, as shown in
Table 6. The computation time for OptiDCNN, compared to the classic DCNN, is in the
range of 97% (for the first epoch: 99.11/102.11) down to 82% times (for the tenth epoch:
934.54/1133.44). It is evident that as the number of epoch increases, the time efficiency of
the ALHBBO is more prominent because the adaptive length of the BBO algorithm leads to
decreasing the complexity of the search space.

Table 6. Computation time (in seconds) and STD for benchmark networks.

Epoch OptiDCNN MSCAD DeepCovid DCNN

Time STD Time STD Time STD Time STD

1 99.11 N/A 102.23 1.01 102.08 0.89 102.11 0.77
2 201.04 N/A 236.03 8.54 255.11 1.54 268.47 4.33
3 302.62 N/A 347.41 2.32 387.55 2.28 299.17 0.53
4 355.13 N/A 421.45 2.01 521.27 2.18 443.49 0.65
5 461.11 N/A 582.47 3.96 533.26 1.32 601.77 3.09
6 555.22 N/A 692.75 1.23 611.75 5.96 721.22 2.01
7 645.39 N/A 797.02 1.02 725.68 4.15 836.75 2.25
8 747.55 N/A 854.43 1.74 805.74 4.02 1007.9 1.53
9 875.35 N/A 964.12 2.01 953.89 6.05 1125.57 5.07
10 934.54 N/A 1112.36 1.97 1211.34 1.33 1133.44 4.25

Achieving a good result with respect to accuracy, precision, or other parameters is cru-
cial for solving the problem. In practice, domain specialists, in our case medical specialists
and radiologists, tend to be sceptical if result cannot be interpreted and justified. We have
therefore used Class Activation Mapping to provide more information about individual
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instances. Since we can reliably identify critical regions in the scans, the network’s decision-
making can enhance the understanding of both medical specialists and data science experts.
This is a step towards explainable AI, a current topic in research and application.

6. Conclusions

In this paper, OptiDCNN was proposed to design an accurate DCNN model for
positive Covid-19 X-ray detection. The designed detector was benchmarked on the COVID-
Xray-5k dataset, and the results were evaluated by a comparative study with classic DCNN,
DeepCovid, and MSCAD. The results indicated that the designed detector is able to present
very competitive results compared to these benchmark models. The concept of CAM was
also applied to detect the virus’s regions potentially infected. It was found to correlate
with clinical results, as confirmed by experts. A few research directions can be proposed
for future work with the OptiDCNN, such as underwater sonar target detection and
classification. These application domains might different kind of heuristics to tackle multi-
objective optimisation problems. The investigation of the chaotic maps’ effectiveness to
improve the performance of the OptiDCNN can be another research direction. Although
the results are promising, further study is needed on a larger dataset of COVID-19 images
to have a more comprehensive evaluation of accuracy rates. Another interesting issue for
further exploration is the use of light or difficult to detect cases, since we have restricted
ourselves to clear cases. Further research should explore how the existing network works
on those cases and how it can be emphasised for them. Finally, to further improve upon the
proposed method, we envisage exploring different optimisation approaches and validation
methods for our model. As we obtained promising results by simply selecting validation
and training images at random, a worth trying approach would be the “repeated random
sub-sampling validation”, also known as Monte Carlo cross-validation [60].
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