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Modelling the Relationships Between the Barriers to Implementing 

Machine Learning for Accident Analysis: the Indian Oil Industry 

Abstract 

Employees in the Indian oil industry operate in highly complex and hazardous environments. 

It is an industry that has been overshadowed by a history of catastrophic accidents that has 

affected both society and nature. Machine learning (ML) techniques are considered important 

in enabling an efficient and effective response to analyzing accident data and providing 

opportunities for lessons to be learned. Numourous studies have reported various barriers to 

the implementation of ML techniques in the Indian oil industry. Yet, there is limited knowledge 

about the weighting of importance of these barriers and the relationship between them. The 

purpose of this two‐part study is to identify and rank the 10 most reported barriers to the 

implementation of ML in accident data analysis in the context of the Indian oil industry, and to 

analyse the relationships between these barriers. This is the first study to rank and analyse the 

relationship of these barriers using a number of advanced analytical tools, as well as engaging 

with experts in the oil industry. The findings provide sobering implications for accident 

investigators, and practitioners in the global oil industry. The findings also open new 

opportunities for research in the areas of ML and accident data analysis. 

Keywords: Machine learning; Delphi; DEMATEL; TOPSIS; COPRAS; Oil industry 

1. Introduction 

Effective accident prevention requires organizations to have the ability to analyse large, 

complex datasets to identify the cause of the accident (Akbari & Do, 2021; Qureshi et al., 

2020). For example, the oil industry is considered a high-risk industry due to the hazardous 

nature of chemicals and complex operating conditions (Nolan, 2019; Perrow, 1999). 
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Specifically, accidents that occur during the processing and transportation of chemicals are 

frequent, and catastrophic (Khan & Abbasi, 1999).  Historically, accident data analysis was 

overshadowed by delays due to lack of skilled workforce, human bias, and time-consuming  

(Das et al., 2021; Cameron et al., 2017). Other related issues include poor decision making by 

management teams, and the inability to effectively analyze large, complex and varied datasets 

(Hovden et al., 2010). More recently, oil companies are increasingly investing in emerging 

technologies, such as artificial intelligence, and big data analytics (Alsaadoun, 2019) to 

generate meaningful insights and learn from previous accidents (Suh, 2021; Ranjan & Foropon, 

2021). ML techniques, a subset of AI applications, have shown potential for extracting valuable 

information from large complex accident datasets (Madeira et al., 2021; Badri et al., 2018). 

ML techniques outperform traditional accident data analysis methods in terms of reducing the 

amount of time, money, and effort required to analyse the data, as well as handling a variety of 

data issues such as class imbalance (Das et al., 2021; Sarkar et al., 2019), punctuation 

correction, outlier removal, sentence correction, and missing values imputation (Tan et al., 

2020; Kumar & Toshniwal, 2015). 

 

Recent studies have shown that ML can be used to identify the pattern of events (Suh, 

2021), find causative factors (Yazdi et al., 2020), solve complex and dynamic problems (Sarkar 

et al., 2019), predict failure events (Pramanik et al., 2021; Singh et al., 2019) provide 

alternative solutions (Ao et al., 2019). Analyzing accident data enables organizations to better 

understand the various set of accident attributes (Kumar & Toshniwal, 2015; Wang et al., 

2018), as well as design and implement preventative measures (e.g., training programmes) to 

reduce the hazards and risks that cause accidents (Sarkar et al., 2020; Wiegmann & Shappell, 

2017). India is one of the world's largest oil importers (IBEF, 2021) and has a history of 

catastrophic oil accidents, including LPG tank explosion at Hindustan Petroleum, 
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Visakhapatnam (Wasewar, & Kumar, 2010), Jaipur oil depot fire (Abbasi et al., 2014), GAIL 

pipeline fire (Lakshmi & Kumar, 2015), Baghjan oil well fire, Assam (Dutta, 2020). Due to the 

rate of serious accidents in the oil industry, analysing accident data has become an important 

activity for oil companies.  

 

Recent studies highlight the value of using ML techniques in exploration, operations, 

and maintenance activities. Despite oil companies being quick to adopt emerging technologies 

(Koroteev & Tekic, 2021), the application of ML techniques in accident data analyzes has not 

been successfully adopted in the oil industry (Pandey et al., 2021). It is suggested that an 

analysis of the barriers to the adoption of ML could support companies to develop more 

effective accident prevention strategies (Misuri et al., 2021). This study aims to address this 

gap by answering the following research questions (RQ): 

RQ.1 What are the barriers to the implementation of ML techniques in accident data analysis 

in the Indian oil industry? 

RQ.2 What is the relationship between these barriers? 

The remainder of this paper is structured as follows. First, a systematic literature review of the 

reported barriers to ML adoption is presented.  Next, the research methodology and analytical 

techniques used in this study are provided. Then, findings and analysis are presented. This is 

followed by a discussion, implications, and limitations. The paper ends with a conclusion. 

2. Systematic Review of Barriers to ML Implementation 

This section summarizes the key challenges that were identified using the PRISMA literature 

review process of ML in the context of the Indian oil industry. 
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Data collection and inconsistent data formats: Following an accident, an investigation team 

analyse multiple data sources and prepare a report that is then sent to concerned stakeholders 

(i.e., internal departments, government agencies, regulatory bodies). A major flaw with this 

process is the use of different data taxonomies which have inconsistent data formats (Kaisler 

et al., 2013; Kim et al., 2003) , as well as curating and validating data (Ansaldi et al., 2021). 

Further, the reliance on traditional accident analysis techniques are vulnerable to human bias, 

human error, due to time constraints and not reporting minor incidents (Janssen et al., 2017; 

Hovden et al., 2010) resulting in the loss of critical information (Ahmed et al., 2019).   

Human skills: A study by the World Economic Forum, (2018) revealed that 36% of respondents 

reported that a shortage of skilled labour was the top barrier for implementing data analytics in 

the domain. Subsequent studies also report that the lack of human skills a key barrier to 

implementing ML approaches (Moueddene et al., 2021; Guo et al., 2020; Paltrinieri et al., 

2019; Angrave et al., 2016) as it requires advanced statistical skills; understanding hardware 

and software compatibility, and data architecture (Sarkar et al., 2017).  

Data privacy, security and access: Access to accident datasets has been reported as a barrier 

for implementing ML to analyze accident data and develop predictive models (George & 

Renjith, 2021; Dixit et al., 2021). Data privacy and security issues have also been reported in 

numerous studies (Ansaldi et al., 2021; Khatri et al., 2020; Wang et al., 2018). Due to these 

issues, oil companies are highly susceptible to cyber-attacks (Whitworth & Suthaharan, 2014; 

Agrafiotis et al., 2018). 

Limited understanding in ML techniques: Although there is awareness about the benefits of 

ML, the lack of understanding about how to implement and utilize ML techniques remains a 

barrier (Moueddene et al., 2021; Qazi et al., 2013). A lack of tailored ML training programs is 

attributed to a lack of understanding in this context (Dogruyol & Sekeroglu, 2019; Jidiga & 
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Sammulal, 2013). While the algorithms may be faster in terms of calculation time (analysis), 

ML techniques require independent training, inference, and cooperation activities (Yokoyama, 

2019). 

Operations management: As each ML technique has a different set of accuracy, precision, 

scoring, users must know how to select relevant measures for their models (Powers, 2020; 

Gharib & Bondavalli, 2019).  Some of the operational issues identified in analyzing the safety 

data are automating the ML processes, tuning the data per the model requirement, scaling up 

the models, and measuring the performance (Paltrinieri et al., 2019; Rezapour & Ksaibati, 

2021). The lack of tailored guidelines on how to embed ML techniques within operations is 

inhibiting its implementation (Agrafiotis et al., 2018; Jharkharia & Shankar, 2005). 

IT and data infrastructure: Although the Indian oil industry has previously implemented 

technologies to reduce accidents in its operations and maintenance activities (Nianyin et al., 

2021; Wanasinghe et al., 2020; Selcuk, 2016). There are concerns that basic requirements (e.g., 

data storage, servers, parallel computing, high-speed connectivity) are impeding the successful 

implementation of ML (Kumar & Goudar, 2012; Lin & Chen, 2012). Embedding ML 

techniques would enhance infrastructure, improve communication, reduce reliance on human 

efforts, and enable real-time time data analysis (Gohel et al., 2020; Ribes & Poth, 2014). 

Resistance to change: The implementation of new ML initiatives is frequently blocked by 

organizational resistance to change (Ansaldi et al., 2021; Scholkmann, 2021; Schuetz & 

Venkatesh, 2020; Côrte-Real et al., 2019). Organizational resistance to change occurs when 

organizations lack readiness and willingness to change their current technologies and 

underlying processes (Dennehy et al., 2021; Dubey et al., 2015; (Raut et al., 2021; Alharthi et 

al., 2017). As a result, the implementation of ML techniques in the accident analysis process 

is being slowed due to a resistance to change (Mannering & Bhat, 2014) . 
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Lack of management commitment: The role of top management in driving the implementation 

of ML techniques is critical to its successful implementation (Mannering & Bhat, 2014; Yang 

& Wu, 2021; Müller et al., 2016). The empirical findings in this study, based on insights from 

industry experts revealed that companies are initially planning to implement ML initiatives in 

the maintenance activities because they presume that they can save huge costs by optimising 

maintenance activities. IOCL has already started implementing ML approaches in two oil 

processing plants in Northern India. During the data collection, a contradictory finding was 

observed that organizations' top management is committed to spending budgets on new 

technologies, but the driving force to implement these technologies is missing. 

Lack of trust in ML techniques: Employees' lack of awareness always limits the research 

capabilities of the firms (Ajimoko, 2018; Ritala et al., 2015). During the Delphi process, we 

have observed that there are no plans for developing the data analytics skills of the employees. 

Organisations might hire experienced staff to draw extracts from the data, but hiring external 

agencies brings new issues such as data sharing, security, and mis-utilisation (Hausladen & 

Schosser, 2020). Lack of trust is an un-dimensional barrier that might create many obstacles 

for the organization in the long run (Kwon et al., 2014). 

Financial constraints: Despite high profits, management are less keen on budget allocation to 

non-profit areas while prioritising investment decisions (Russom, 2013). In some cases, safety 

has never been given equal priority compared to other business processes (Fyffe et al., 2016). 

Organizations are slow to allocate the necessary budget for the recruitment of domains experts 

such as data scientists and ML engineers (Yang & Wu, 2021). There are many other costs 

associated with the implementation of ML including specialized training, upgrading IT 

infrastructure and software, and management of big data (Davenport, 2014).  
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3. Research methodology 

3.1 Prisma technique 

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) 

technique was used to conduct the review of the literature to identify studies that focused on 

the implementation of  ML in the context of accident data analysis. PRISMA is suited to this 

study as it is a widely used method for conducting systematic literature reviews (Pasayat et al., 

2020). The databases used in this study include Scopus, Web of Science, Science Direct, and 

EBSCO are they are the most widely used databases in academic research. 

The keywords including but not limited to 'data analytics', 'accident data', 'incident data', 

‘machine learning, 'accident analysis', 'injury analysis' and 'adoption', 'challenge', 'barrier' are 

used in different combinations (Boolean operations) to find the relevant papers. We have 

considered only full research articles and conference articles for the analysis. In the initial 

search total of 239 papers were collected. In the filtration process, 59 duplicates are eliminated 

from the analysis. After reading the title, abstract, and keywords of the collected papers to 

determine whether they aligned with the research topic, 17 were removed, not meeting the 

criteria. Then the second level of filtration was performed to see if the main content of those 

papers met the criteria and matched the keywords listed above. After this step, 107 articles 

were included for further categorizing. The final 107 articles chosen based on the bibliographic 

research are carefully examined to identify the potential challenges of applying machine 

learning to accident data analysis. After a detailed examination of findings in these selected 

papers, ten influencing barriers were identified. Figure 1 illustrates the process of the PRISMA 

method followed. 
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Figure 1. PRISMA process for selecting relevant literature for review 

Figure 2 illustrates the complete methodology used in this research. In the first phase, we have 

used the PRISMA method for finding relevant papers using a set of keywords (see Figure 1). 

After a careful review of the contents of the final 107 articles, ten barriers were identified which 

hinder the implementation of ML in accident data analysis.  

 

Figure 2.  Research framework (Delphi-DEMATEL-COPRAS) 
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3.2 Delphi interview process 

The Delphi method was used to acquire opinions on the barriers listed previously from 10 

experts in the oil industry (see Table I). The value of using the Delphi method is to achieve 

consensus from domain experts and for collecting complex decision-making problems 

(Amirghodsi et al., 2020; Joshi et al., 2011) . Semi-structured interviews were conducted with 

the domain experts to assess the relevance of the barriers to the implementation of ML in 

accident data analysis.  

**Insert Table I about here** 

 

During the interview process, the experts suggested merging a barrier named "Trust in ML 

techniques" with "lack of awareness in employees" since they are covering similar aspects. A 

new barrier called "lack of information sharing between the firms" emerged from this stage of 

the study. Thus, ten barriers were finalised after the Delphi process. Table II lists the changes 

in the titles of barriers before and after the Delphi process.  

 

**Insert Table II about here** 

 

3.3 The DEMATEL method 

A Decision-Making Trial and Evaluation Laboratory (DEMATEL) method was used to 

evaluate the importance of each barrier and the interrelationships between the barriers. The 

DEMATEL technique is useful for visualising the structure of complicated interdependent 

relationships (Amirghodsi et al., 2020; Joshi et al., 2011). DEMATEL helps to determine the 

causal relationship between given parameters/variables. DEMATEL confirms interdependence 

among factors, aids in developing a map to reflect relative relationships within them and can 

be used to investigate and solve complicated and intertwined problems (Amirghodsi et al., 
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2020). This method uses matrices to convert interdependency relationships into a cause-and-

effect group, and an impact relation diagram to find the critical factors of a complex structure 

system (Digraph). Network Relationship Matrix (NRM) helps to signify the interrelationships 

between the barriers (Amirghodsi et al., 2020). A five point rating scale ranging from 1 to 5 

has been used to collect the data, where one indicates no influence, five indicate high influence.  

3.4 The COPRAS method 

The final ranking of the barriers was conducted using the Complex Proportional Assessment 

(COPRAS) method proposed by Zavadskas et al., (1994). This method is useful to evaluate the 

maximising and minimising index values, and the impact of maximising and minimising 

attribute indexes on the evaluation of the results is looked at separately (Organ & Yalçın, 2016). 

Three criteria, namely, time, cost, relative importance, were given by experts for ranking the 

barriers. Since ranking techniques require weights for criteria, the experts have given cost 

(C1=weight =0.5), time (C2=weight=03), relative importance (C3=weight =0.2). To avoid any 

bias in the criteria weights, we also calculated the ranks using equal weights (C1=C2=C3=0.333) 

for all three criteria. The data collection sheet for ranking the barriers is listed in table III. As 

part of this exploratory phase of the study, three different criteria were considered based on 

expert advice to analyse the hierarchy of the proposed barriers. 

 

**INSERT TABLE III ABOUT HERE** 

4 Findings and Analysis  

The findings are presented as per the three steps required to analyze the relationship between 

the barriers to implementing ML techniques in the analysis of accident data in the Indian oil 

industry. 

Step 1: Formation of Direct Relationship Matrix (DRM) 
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Using the matrix provided in equation.1, the causality effect of one variable (barrier) on the 

other variable is calculated. 

AP = 

⎣
⎢
⎢
⎢
⎢
⎡

0 𝑎12 𝑎13 𝑎14 𝑎15 … 𝑎1𝑛
𝑎21 0 𝑎23 𝑎24 𝑎25 … 𝑎2𝑛
𝑎31 𝑎32 0 𝑎34 𝑎35 … 𝑎3𝑛
… … … … … … …

𝑎(𝑛 − 1)1 𝑎(𝑛 − 2)2 𝑎(𝑛 − 3)3 … … 0 𝑎(𝑛 − 1)𝑛
𝑎𝑛1 𝑎𝑛2 𝑎𝑛3 … … 𝑎𝑛(𝑛 − 1) 0 ⎦

⎥
⎥
⎥
⎥
⎤

			……(1) 

 

Here Ap sample format is used for data collection, N represents the no. of barriers, and no. of 

respondents are represented by P. For example, to determine the influence between "human 

skills (B1)" on "Inertia to change to new systems (B2)," all the ten experts' inputs from the data 

collection table are extracted, and the values are 3,4,3,3,4,3,3,4,2,3 respectively. All scores of 

experts’ was obtained and we took the average values, we get !"#"!"!"#"!"!"#"$"!
%&

= !$
%&
=

3.2, and this value has been confined to a cell (1, 2) of direct relation matrix (DRM) represented 

in table.IV. The value 2.3 indicates a significant effect of human skills on inertia to change to 

new systems. Another computation gives the influence between "Data collection and 

inconsistent data formats (B4)" and "Human skills (B1)", we get, !"&"&"!"!"!"%"&"&"&
%&

= %!
%&
=

1.3, specified in cell (4, 1) of DRM, indicates a low or moderate relationship between the 

variables. As the same barriers cannot affect themselves, all diagonal elements in the DRM are 

set to zero. All cells of DRM are calculated using the above procedure, and the results are 

entered in Table IV.  

**INSERT TABLE IV ABOUT HERE** 

 

Step 2: Formation of Normalised Direct Relation Matrix (NRM) 
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The data from the original direct-relation matrix is used to create the normalised direct-relation 

matrix "M2" (see table.V). The sum of all cell values in the corresponding row is divided by 

each cell. For example, see the matrix in NRM in row.1 the summation of all values 0, 3.2, 1.7, 

1.6, 3.1, 3.4, 1.2, 3.8, 2.9, 1.6 equals 22.5. Each cell in row1 of table.IV is divided by this 

corresponding row total of 22.5. This step is repeated for all remaining with their respective 

row summation values, and then we obtain normalized values. The NRM is represented in 

Table V. 

**INSERT TABLE V ABOUT HERE** 

 

Step 3: Calculation of Total Relation Matrix (TRM) 

 The total-relation matrix (TRM) is calculated using the following equation.  

 𝑇 = 𝑋	(𝐼 − 𝑋)'%   ………..(2) 

Where T stands for TRM, X indiacates NRM, and I used to denote the identity matrix. Further, 

using the procedure mentioned in Chen et al. (2021), threshold values (α), sum fo the values in 

a row (D), and Sum of values in columns (R) are calculated. Equations (3), (4), (5) are used to 

calculate the values D, R, α values 

 𝐷 = ;𝑑((=)∗% = [∑ 𝑑(+]
)
+,% )∗%

     …….….. (3) 

 𝑅 = [𝑟]%∗) = [∑ 𝑟(+]
)
(,% %∗)

    ………..(4) 

 𝛼 =
∑ .!
"#$ ∑ /%"

!
%#$

)&
 ….…..(5) 

Where i, j are values for respected rows and columns in the TRM, and n is the number of 

barriers in the study. The threshold value (𝛼) is used to determine important and insignificant 

barriers.The 𝛼 score is obtained as 0.2319, and the cell values in the TRM matrix that are 

smaller than the threshold α value (0.2319) are replaced with the value "zero (0)" (Table VI).  

**INSERT TABLE VI ABOUT HERE** 
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The values from table.VI are used to draw the Network relationship map (di-graph) as 

illustrated in Figure 3. The arrows in Figure 3 indicate the relationship between the barriers. 

For example, the "Awareness of ML models" has many incoming arrows, which means other 

barriers highly influence it. Similarly, the "human skills" barrier has many outgoing arrows 

from it, which means it is influencing other barriers. The findings of R and D corroborate the 

degree of relationship effect among each critical challenge. While the sum D+R represents the 

significance of a particular barrier, the difference D-R shows the net influence of the given 

barrier. For instance, computations of D+R and D-R are for challenge B1; the D score is 2.3437, 

and the R score is 0.8723, so adding them together D+R is 3.2161 whereas subtracting them 

D-R is 1.4714. The barriers having high D-R values will have high importance and are named 

as "cause' group or causal barriers, the barriers with low D-R scores are less significant, and 

they are influenced by cause group barriers and named as "effect" group barriers. 

 

 Figure 3. Directed graph for the barriers relationship 
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The final results obtained using the DEMTAL method are listed in Table VII. The challenges, 

Human skills (B1), Data collection and inconsistent data formats (B4), and computing 

infrastructure (B5), are found to follow under cause group. The remaining challenges, i.e., 

"Inertia to change to new systems (B2), Financial constraints (B3), Operational barriers (B6), 

Management commitment (B7), Awareness of ML models (B8), Data security and accessibility 

(B9), and Information sharing between the firms (B10)" are classified as effect group. Although 

the effect group barriers have less dominance over the other barriers, they are highly influenced 

by "cause" group barriers. 

**INSERT TABLE VII ABOUT HERE** 

The most important barrier to implementing ML for accident data analysis is "human skill 

availability (B1)," with the greatest D-R score of 1.471, implying that B1 should emphasize 

the entire system ML implementation in accident data analysis. Our findings match with results 

of existing studies that mention the unavailability of ML domain experts as a major constraint 

for ML implementation initiatives (Maurice, 2021; Tixier et al., 2016). Furthermore, Table V 

reveals that B4 is the 2nd most important factor. Barrier B4 indicates a lack of data collection 

and inconsistency in accident reports' reporting formats, making it difficult for ML models to 

process the data. This result also has roots in the published literature (Jesmeen et al., 2018). 

With the second greatest D-R value, "lack of data collection and inconsistent data formats (B4)" 

substantially influences other barriers. Without structured data, it becomes difficult for ML 

models to extract useful insights. If the data is not structured or in a unified format, it consumes 

many manhours to make it structured. Also, the efficiency of ML models depends on the 

richness of the data. The "computing infrastructure (B5)” with a D-R value of 0.6636, which 

also holds in the context of ML implementation. The interconnection between the systems and 

speed of the internet and the availability of high-speed computers help to analyze accident data 

quickly and efficiently. 
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If the value of D-R is negative, the variables (barrier) belong to the impact group (effects) and, 

the cause group variables heavily influence them. The di-graph (see Figure 4) is an illustration 

of the cause-effect relationships between the barriers. Furthermore, in terms of notable effect 

degree, awareness of ML models (B8) and operational barriers (B6) is highly influenced by the 

cause group variables. Similarly, the remaining barriers—inertia to change to new systems 

(B2), data security, and accessibility (B9) have low D-R values, implying significantly low 

importance for implementing ML in accident data analysis. Furthermore, from the cause-effect 

diagram it can be observed that the barriers, management commitment (B7) and financial 

constraints (B3) are very close to the cause-effect distinguishing line.  

 

Figure 4. Cause-effect diagram 

4.3 Weighting and ranking of barriers using COPRAS 

The steps involved to rank different alternatives using the COPRAS method is as follows: 

Step1: Calculation of normalized decision matrix (Xij) 

 

R= Xij =
0%"

1∑ 0%"
&'

(#$

                                        …..…….(9) 
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Where aij is the performance of value of alternative Ai based on criterion Cj. Where aij is a 

decision matrix. 

**Insert Table VIII about here** 

 

Step 2: Calculation of weighted normalize decision matrix (Wij): 

Wij = wj*xij          ……… (10) 

 

**Insert table.IX about here** 

 

Step 3: Calculation of S+ and S-:  

S+ and S- are the sum of the weighted normalized values computed (table.IX, X) from the 

benefit and non-benefit criteria.  In this study C1, C2 criterion is non-beneficial type, and C3 is 

beneficial. 

S+i = ∑ 𝑤(+)
+,%                   (i=1,2,3…m)                       ……...…….(11) 

S-i = ∑ 𝑤(+)
+,%                   (i=1,2,3…m)               ……………(12) 

Where Wij is the weighted normalised elements 

 

Step 4: Calculation of relative weight of each alternative Qi: 

𝑄( =	 (𝑆(") + (
∑ 2%

)'
%#$

2%
)∑ $

*%
)

'
%#$

)        ..…………..(13) 

Step 5: Priority order determination (Pri): 

𝑃/( =
3+

456	3+
                    ……..……..(14) 

 

**Insert Table X about here** 

 

**Insert Table XI about here** 
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The highest value of importance (K) is considered the best alternative. From Table XI and XII 

we can infer that the barrier B5- computing infrastructure get first rank (for two different weight 

scenarios), B1- human skills, B9-data security, and accessibility received top 2 and 3 ranks 

with different weights. During the analysis, we have not noticed a change of rank between the 

top 4 barriers w.r.t to different weights, which signifies the change of criteria weights have not 

shown any significant effect on the ranking of the barriers. Therefore, organizations and 

researchers who want to start implementing the ML in accident data analysis should first focus 

on B1, B5, B9, and B4 barriers, and the other barriers can be given less priority than these.  

Complementary to COPRAS, the MOORA technique was used to cross-check the results of 

any bais with the proposed technique. Table.X presents the summary of the ranking of 

alternatives based on COPRAS, MOORA under two-weight scenarios.  

 

**Insert Table XII about here** 

 

It was observed that the change of criteria weights and change of ranking technique does not 

have influence an overall ranking of barriers. "computing infrastructure (B5)", lack of "human 

skills (B1)", "data security and accessibility (B9)" are the prime dominant factors affecting the 

implementation of ML for accident data analysis. 

 

5. Discussion, Limitations, and Future Research 

Machine learning techniques have proven effective in analysing huge data to draw insightful 

patterns and effective data analysis in less time. Despite having access to a reservoir of financial 

resources, the Indian oil industry is facing concerning issues to the successful implemention of 

ML in accident data analysis. Ten key barriers were identified using a systematic literature 

review process (PRISMA) and engagement with industry experts using the Delphi method. The 

DEMATEL method is used to analyze the relationship between the barriers and the cause-
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effect relationships using visualisations and statistical evidence. To obtain ranking among the 

barriers, we have used COPRAS, MOORA techniques. The ranking results revealed that "B5- 

computing infrastructure", "B1-Human skills", "B9-Data security and accessibility" are the top 

barriers that require companies' attention while planning for implementation of ML for accident 

data analysis. We have used two scenarios with two criteria weights scenarios, but it was 

observed that change of criteria had affected the ranking of other barriers, not affecting the top 

four barriers. The organizations should focus on the identified causal barriers and the important 

paths in Di-graph to identify the interrelationships among key barriers. The ranking of barriers 

helps prioritize resources while planning to implement the ML techniques for accident data 

analysis. 

Activities associated with the oil industry are hazardous and accidents occur due to 

unintentional activities in the chain of events. ML techniques have the capabilities in revealing 

patterns, interpolating association rules, and predicting the weak zones for accidents. However, 

the implementation of ML in accident data analysis in Indian oil companies remains stubbornly 

poor. This study do however, provide a comprehensive decision-making framework for 

identifying the important barriers and plots the relationship between the associated barriers. A 

hybrid three-phase methodology involving Delphi-DEMATEL-COPRAS was used to establish 

the relationship among the barriers using the data from industry experts. Researchers and 

industry professionals can use the study's findings to overcome challenges in leveraging the 

benefits of ML in accident data analysis. 

 

As with all research, however, we acknowledge this study has a limitation, which also offers 

directions for future research. In this study, we have considered only the top ten barriers for the 

analysis. In the DEMATEL process, we have used a five-point scale adopted from Amirghodsi 

et al., (2020). Future studies in this domain could use a fuzzy scale that can help improve the 
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accuracy of results by removing the ambiguity in the responses. Future research could also 

identify additional criteria variables with different weight instances and the key factors 

hindering the implementation of ML techniques. Moreover, future research could formulate 

the decisions based on the causal diagram, statistics and compare their similarities and 

differences. In the future, the proposed methodology can be used with more barriers and a 

larger sample size for getting more crisp results. Despite these limitations, it provides direction 

for future research in the accident data analysis of the Indian oil industry, which has a poor 

accident safety record.  

 

6. Conclusion 
This study draws on many quantitative analytical techniques to study the relationships between 

the barriers to the implementation of ML in accident data analysis. The findings demonstrate 

the importance of understanding the relationship between barriers to ML implementation, as 

well as its weighting in terms of importance. In doing so, this study demonstrates that strategies 

for ML implementation in accident data analysis require consideration of not just the technical 

characteristics of ML, but also the real-world context in which such techniques are intended to 

be used. Concluding, regardless of the context of the ML initiative, organizations needs to 

balance the technical with the social aspects of ML. 
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