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Abstract. In 2020, the EU launched its sustainable and smart mobility strategy, outlining how
it plans to have a 90% reduction in transport emission by 2050. Central to achieving this goal
will be the improvement of rail technology, with many new visionary data-driven systems being
proposed. AI will be the enabling technology for many of those systems. However, safety and
security guarantees will be key for wide-spread acceptance and uptake by Industry and Society.
Therefore, suitable verification and validation techniques are needed.
In this article, we argue how formal methods research can contribute to achieving these targets
and present several research problems and techniques worth to be further developed.

1 Introduction

In 2020, the EU launched its sustainable and smart mobility strategy, outlining how it plans to have
a 90% reduction in transport emission by 2050. This will be key to achieving the European Green
deal of becoming carbon neutral by 20507. Central for this reduction will be the improvement of rail
technology, as rail is one of the greenest modes of transportation. To address this ambition and support
the interoperability and efficiency in the rail domain, new visionary systems based on interdisciplinary
approaches in Engineering and Computer Science are being proposed, for example, innovative signalling
systems (including moving block technology), smart monitoring and maintenance, optimal scheduling,
and automated driving. Underpinning these new systems, data is recognized as a highly valuable asset.
For instance, the UK’s Rail Technical Strategy (10/2020) states: ”Data will have fit for purpose
governance, access arrangements, systems and technical skills. These building blocks underpin the
progression of all the other functional priorities which each have their own specific data requirements
and opportunities.”8 AI will be the enabling technology for such data driven systems. However, safety
and security guarantees will be key for wide-spread acceptance and uptake by industry and society.
Therefore, suitable verification and validation techniques are needed.

In the Railway Industry and in verification and validation research, there is a skills gap in terms
of knowledge of AI principles, techniques, and practices. The Railway Industry is normally focused
on developing software and systems with fully predictable, explainable and verifiable behaviour, while
AI techniques are by nature adaptive, and open to different scenarios. More importantly, AI-based
systems have explainability problems that collide with the idea of fully controllable and verifiable
system behaviour. Therefore, the Railway Industry needs to exploit AI systems to deliver smart and
green transport, whilst at the same time maintaining the highest standards in terms of safety and
certification.

In the following, we propose several research questions and challenges to the formal methods com-
munity, to aid the development as well as the certification of safe and secure next generation rail
systems, many of which will make of use of AI techniques. Currently, ERTMS/ETCS level 39 is in the
process to replace the traditional discrete train separation mechanism (blocks protected by hardware
installed along the tracks) by a continuous mechanism (moving block), and use radio communica-
tion for the exchange of position information between trains and track-side. Also, Automatic Train

7 https://ec.europa.eu/info/strategy/priorities-2019-2024/european-green-deal en
8 https://railtechnicalstrategy.co.uk/data-driven/
9 www.ertms.net, www.era.europa.eu/activities/european-rail-traffic-management-system-ertms en
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Operation (ATO) will, at the higher grades of automation, eliminate the human driver and require
a continuous software-controlled interaction, not only of a train with the track-side system, but also
of trains between each other. Future signalling systems will be an order of magnitude more complex
than they are today, and formal modelling and verification technology will be essential to cope with
that complexity. The three challenges presented in this article will relate directly or indirectly to this
situation.

The first challenge concerns certification and the associated verification technology. Automation of
the verification is required to address the massive scale and complexity of railway systems. This entails
intricate symbolic and parallel verification algorithms. A major problem for certification is that the
implementation of the verification tools themselves could contain errors. Needed is a theory to equip
verification tools with certificate generation, thus enabling the answers of automated verification tools
to be checked independently. Furthermore, there is a need to investigate how AI based systems can be
certified as this is not in general possible on the basis of today’s CENELEC standards [Eur17, Eur11,
Eur18].

The second challenge concerns the European Rail Traffic Management System (ERTMS) level 3
which is anticipated to be the main railway system in 10 years’ time. By introducing true continuous
(moving block) signalling, it allows for both capacity increases and lower energy consumption, with
trains effectively and intelligently managed. However, it also introduces elements of a hybrid nature
into sub-systems of ERTMS, with components working with both discrete- and continuous-valued
data. Along with this, traditional modelling of both safety and security need to change to include
this hybrid nature. ERTMS consists of many interconnected components that differ in nature. This
provides modelling challenges in both terms of complete models of the system, but also in terms of
understanding and modelling the safety and security requirements of the sub systems, both individually
and as a whole. In addition, such signalling projects are often large and involve various aspects of
backwards compatibility with older signalling systems (e.g., to deal with older rolling stock) which
causes scalability issues for current techniques. Modelling and verifying hybrid systems of the size
presented by ERTMS level 3 is an open challenge for Computer Science. Needed is a complete model
of ERTMS level 3 which includes the safety and security requirements it must uphold. This will also
serve as a reference architecture for ERTMS level 3 deployment projects and help with the faster
roll-out.

The third challenge concerns the extension of formal methods to include the use of AI techniques.
We will present in Section 4 how this can be achieved, and highlight some of the methods we plan
utilise, as well as the problems that need to be overcome. Our focus on AI integration aligns well with
the planned successor of Shift2Rail, the RAIL European partnership, which will specifically focus on
digitalisation and automation. So far, there are a number of research projects and white papers (see e.g.
[BDF+22, ADL21]) that look into the integration of AI into the Railway domain. A prominent project
is “RAILS” [RAI] which provided a first overview on available AI techniques, as well as application
areas and work done in the Railway domain. We complement this by focusing on the specific challenges
for formal methods, from a methodological point of view and by means of specific case studies.

2 Certified Verification of Railway Designs

Railway systems are complex and safety-critical, imposing high safety standards and strict certifica-
tion requirements [FtB22]. The need for extensive testing, verification, and certification imposes an
unfortunate barrier to the quick adoption of innovative railway technologies, which are essential to
provide interoperability between national systems and increase utilisation of the railways. Therefore,
we propose to push automated verification techniques for their certification. The dynamic nature of
moving blocks, communication between trains and infrastructure, and the need to anticipate mal-
functioning hardware, lead to an explosion of interactions and case distinctions, which can hardly be
managed manually. Consequently, to eliminate manual errors and provide the necessary scalability, the
verification needs to be automated. Moreover, the verification process needs to interact with the overall
railway engineering process, in particular certification by regulatory bodies. To cater for the needs of
stakeholders in this process (e.g. non-verification engineers, regulators, auditors), verification needs to
be trustworthy and explainable [GMS20, Win21].

In the following, we will discuss the state-of-the-art and open challenges of verification technology in
hindsight to railway systems, and on the three axis of automation, trustworthiness, and explainability.
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We will also address the challenge of which standards to use for certifying train control (sub-)systems,
specifically when they are based on AI technology.

2.1 Automated Verification

Automated verification of railway signalling poses a scientific challenge for several reasons:
1. Complexity: As discussed above, the modern railway systems lead to highly complex designs

(of software, hardware, systems). Here, we focus primarily on the area of model checking for the
automated verification of such designs. Model checking is a purely automatic method, which decides if a
given specification (model) satisfies a given requirement (property). Various model-checking algorithms,
ranging from exhaustive (probabilistic) model checking [BK08] to statistical model checking [AP18],
have been proposed. Model checking is based on discrete enumeration [CHVB18], while statistical
model checking involves running a sufficient number of (probabilistic) simulations to obtain statistical
evidence (with a predefined confidence level).

2. Parametricity: For an effective deployment of signalling systems, there is a need to verify stan-
dard components that can be combined and instantiated to particular situations (e.g., track layouts).
However, parametric verification in general is a computationally undecidable problem [And19]. This
means that some form of abstraction and manual intervention is necessary to achieve verification re-
sults of the required generality. Compositional verification techniques [MFH17] can be employed to
combine verified standard components.

3. Continuous reasoning: Obviously, railway systems need to operate in real-time! Moreover, in-
novations like moving blocks require reasoning about continuous variables, such as braking curves.
Stochastic behaviour (like failure of hardware components) leads to other forms of continuous reason-
ing. These continuous extensions remain challenging, and sometimes even cross the border of compu-
tational decidability [HKPV98]. Moreover, in case of AI-based systems, some components might be
machine-learned models. These are of an inherently probabilistic nature and can be considered to be
black-box components around which one may need to build a safety shield for runtime enforcement of
guarantees [PKPB21].

Model checking is essentially a smart enumeration method of the possible system behaviour. Typ-
ically, the properties are checked on-the-fly, during the enumeration. The major threat to model-
checking is the state space explosion, exhausting not only time resources, but also the memory of the
computer. Statistical model checking scales better, since there is no need to explore the full state space
and the required simulations can trivially be distributed and run in parallel, but contrary to model
checking, exact results (with 100% confidence) cannot be achieved.

The field of model-checking algorithms has advanced tremendously over the last 25 years. Many
improvements are based on symbolic reasoning algorithms, like abstraction, symmetry reduction,
partial-order reduction, and the use of BDD, SAT and SMT solvers. Other improvements deploy
high-performance computing, like clusters of machines, multi-core hardware, or even many-core GPUs
to off-load intensive verification tasks [KLM+15]. While model checking is a very active field of research
with many open challenges we refrain from addressing them here. Instead, we consider issues more
specific to the railway domain in the following.

2.2 Trustworthy and Certifiable Verification

Verification can be seen as an instance of trust reduction: when employing verification in the engineering
process, trust in the safety of the resulting system will to a large extent be deduced from trust in the
correctness of the model. Therefore, on the one hand, the model needs to be a suitable representation
of the system and its environment. On the other hand, the results of the verification process need to
be trustworthy. We focus on the latter issue, which poses three fundamental challenges:

– Model-checking algorithms and implementations became so advanced and complicated that it is
hard to guarantee that these verification tools themselves are free from bugs. Indeed, several cases
of bugs in verification tools (and even verification theory [BLR05, Sie19]) have been reported in
the literature. This is clearly a threat for the certification of safety-critical systems.

– Model-checkers often run in so-called “bug hunting” mode. This means that they are specialised in
finding bugs. To save on computational resources (time, memory, energy), they use various search
heuristics. These heuristics give up completeness of the search. Hence, not finding any bugs is no
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guarantee of correctness. In this sense, bug hunting with model checking is similar to advanced,
automated testing, which is also inherently incomplete (as is statistical model checking).

– Model checking provides an asymmetric method. In principle, the answer to a model-checking
query is either yes or no (the model either satisfies the property or violates it). In the “no-case”,
the model checker typically returns a counterexample, which can be inspected, tested on the model
or even on the real system, and used to debug the model or the property. However, in the yes-case,
no further evidence is provided. This is very unfortunate for certification, not only in light of the
previous limitations, but also since no information for the safety-case is provided, besides the fact
that no bug has been found.

To remedy the situation, one might proceed by formally verifying the model checker. This provides
a rigorous mathematical proof, checked in an interactive theorem prover [RPS+19, Wie06] (like Coq
[BC04] or Isabelle/HOL [NPW02]). This approach would ensure that the “yes-result” of the model-
checker is trustworthy. However, although possible in principle, verification of an advanced model
checker would be a major undertaking. There is some progress in the formal verification of model-
checking algorithms [vdP15, OHJvdP20] and even code [ELN+14, BLFS15, BFLW18, BL18, WL18],
but so far, this could only be applied to relatively simple algorithms and basic implementations.
Consequently, the “verified model-checkers” cannot match the efficiency of high-performance model-
checkers.

We propose certified model checking, which provides a sweet-spot here: In this approach, one uses
high-performance, “unsafe” model checkers, but equips them with the potential to generate some form
of certificates in the “yes-case”. One builds a separate, independent certifier, which checks the certifi-
cates. Since checking certificates is much simpler than finding certificates, the certifier is a relatively
simple tool, which can be formally verified. If the formally verified certifier accepts the certificate gener-
ated by the model checker, then we achieve maximal confidence in the safety of the system-under-study.
Hence, in certified model checking we combine maximal efficiency (high-performance model checkers)
with maximal confidence (formally verified certifiers). The concept of certified model checking was
conceived for the µ-calculus [Nam01]. A proof of concept has been provided for SMT-based model
checking [KBT+16] (where certificates are basically invariants) and more recently for liveness checking
of finite-state systems [GRT21] and timed automata [WHvdP20] (where certificates consist of reach-
ability invariants and topological ranking functions). In the latter case, the certifier was fully verified
in the theorem prover Isabelle/HOL.

Certified model-checking poses multiple challenges. The generated certificates should contain suf-
ficient information to check the proof independently; yet be more concise than the full state space,
and easier to check than to generate. Independent certificate checker need to be constructed, possibly
based on an interactive theorem prover. The certificate checker should be simple and amenable for
formal verification. This requires a (partial) formalisation of the meta-theory of the verification tools.

The certified model-checking method is in its infancy: It is an open question what certificates for
complicated model-checking algorithms, like partial-order order or symmetry reduction, should look
like. It is also unclear how to generate certificates from parallel implementations of on-the-fly model-
checkers. The formal verification of the certification theory and the certifiers remains a challenge for
these novel applications.

Moreover, a lack of standardization in modelling formalisms makes it hard to define general-purpose
model checking certificates and to provide checkers for them. This is also particular concern with
hindsight to verification of the certificate checkers, as a large part of the laborious formalisation process
would need to be repeated for each modelling language. Naturally. a lack of standardization is equally
challenging for collaboration with regulatory bodies.

Finally, the certified verification approach needs to be extended to AI-intensive systems. In par-
ticular, classifiers and schedules generated by game-based AI algorithms should be equipped with
certificates, so their essential properties can be checked independently. Interestingly, several model
checking techniques, originally designed to analyse systems, can be extended to synthesis tasks. Tools
like Uppaal-TIGA [BCD+07] and Uppaal-Stratego [DJL+15] can solve real-timed games. PRISM-
games [KNPS20] can solve stochastic games. The winning strategies generated by such algorithms
can (in principle) be converted to safe (and optimal) controllers. The synthesis of safe and optimal
driving strategies with Uppaal-Stratego has recently been shown for ERTMS Level 3 moving block
railway signalling [BtBL20]. However, certification of synthesis algorithms is still open. In particular,
the generated controllers tend to be large and enumerate possibilities, rather than conditions on data.
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Recent work [AJK+21] proposed to use decision trees to represent winning strategies; this could be a
useful approach to synthesise controllers that are not just correct and certifiable but also explainable.

2.3 Explainable Verification

While certifiable verification can significantly increase reliability of the verification process, it is a whole
challenge in itself is to transform the computed certificate into an understandable piece of evidence,
which can contribute to the safety case for certification authorities. This explainable verification should
be the ultimate goal of this line of research. Without aspiring completeness, we identify some open
challenges in explainable verification.

Documentation of verification In particular, this should contain the precise claim of what has been
verified by the tools, including the modelling assumptions, the assumptions on the environment, and
potential approximations and inaccuracies implied by the selected options in the verification tools.

Interactive explainability It could be fruitful to base explainable verification methods on counterfac-
tual explanation techniques for AI [HIA21]. Counterfactuals provide an understanding into AI models
by identifying similar inputs with changes in decisive properties that lead to a different model outcome
than the one under study. For instance, given a particular dangerous scenario, the verification tool
should be able to generate an argument why this particular scenario cannot happen. Novel interactive
approaches that allow in-depth investigation of these properties for verification models will be needed.
This is important to increase the trust of domain experts and certification authorities in the verification
technology.

Practicality Application-oriented research is required to investigate if certified model checking can
provide useful evidence for the safety-case of railway systems, so that it significantly speeds-up the
(regulatory) certification process for novel railway technology. This requires a careful consideration of
the current standards used for certification in railways.

2.4 Standardisation

Certification of autonomous train control systems with Grade of Automation GoA 4 (unattended train
operation, neither the driver nor the staff are required) in open railway environments, is a challenge:
While conventional train control sub-systems can be certified on the basis of today’s CENELEC stan-
dards [Eur17, Eur11, Eur18], this is not the case for all AI-based sub-systems. The certification of
such AI-based systems will require extensions/modifications of the current CENELEC standards or
additional use of other standards. Therefore, there is a need to investigate how that can be done.
In [PHL22], Peleska et al have investigated how the ANSI/UL 4600 pre-standard for Evaluation of
Autonomous Products [Und22] can be used as a supplement to the CENELEC standards to certify
autonomous freight trains and metro trains based on AI technology.

3 Formal Modelling and Analysis for the Railway Domain

Historically, the application of formal methods in order to verify railway systems is well established
within academia and is beginning to see real applications in industry [FtB22]. As early as 1995,
formal methods were applied to verify an interlocking for controlling Dutch railway stations [BBV95,
GVK95]. Since then, and indeed recently, newer approaches to interlocking verification have also been
proposed, also at ISoLA, and have been shown to scale well to modern industrial systems [BFG+98,
CGM+98, Eis02, HKB11, FMGF10, Fan12, Win12, JLM+14, JMN+14a, JMN+14b, MFH16, CLS+17,
HHP17, BJL+18, BJL19]. In spite of this, such approaches still lack widespread use within the Rail
industry often due to questions surrounding the usability and expertise required for applying formal
methods [FMB+20, FMBtB21].

Railway infrastructure managers have started to use semi-formal modelling languages (e.g., UML
and SysML) to specify requirements, but they often still have to delegate formal verification activities
to academic partners. The culprit is that effectively using state-of-the-art formal verification technology
requires a thorough academic background in formal methods. A formal method that can be used by
railway engineers needs to facilitate modelling railway systems concisely at the right level of abstraction
and it should be easily parametrisable with relevant data (e.g., a track layout). Also, it must allow for
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a straightforward specification of relevant safety and security properties, verification algorithms that
scale for systems in the railway context, and provide insightful presentation of verification results.

In addition, in the next two decades, European railway infrastructure managers need to sustain
an enormous growth in mobility by increasing the capacity of their networks at acceptable costs. Key
to the capacity increase will be the introduction of innovative digital systems such as ERTMS level
3, which involves a radically new approach to train separation, and various forms of Automatic Train
Operation (ATO). The smooth roll-out of such systems on the dense European railway networks is
an enormous challenge. It is, e.g., unacceptable for a railway line to be unavailable for long periods,
and it should be possible for the innovative system to coexist with the legacy system. Therefore, it
is important to thoroughly prepare roll-out of new systems. Extensive use of formal modelling and
analysis techniques in the development process will reduce the need for testing in the field.

3.1 Domain Specific Technology and Usability

Railway infrastructure managers have started to use (semi-)formal languages to model their systems.
These models are typically very detailed and use concrete data. For an effective formal analysis, a
domain-specific modelling language that supports the appropriate level of abstraction is essential. Fur-
thermore, the modelling language should offer a means to model relevant continuous aspects of railway
systems (e.g., braking curves). Safety and liveness properties must be formulated at the same level
of abstraction. The latter is non-trivial in the context of the railway domain since normally railway
engineers are not used to formulating safety requirements at the appropriate level of abstraction. It
will be necessary to develop a property language that is, on the one hand, expressive enough to express
relevant safety requirements, and on the other hand can be used by railway engineers. Formal verifica-
tion in the railway sector has focussed on safety properties. The verification of liveness properties has
not received much attention but is highly relevant in view of dependability of railway systems. For the
verification of liveness properties, one typically needs to incorporate progress or fairness assumptions
in the verification process. Verification technology for the domain-specific modelling language should
be built on top of a state-of-the-art general-purpose verification engine.

Another concern that is limiting uptake is the need to model in such a way that requirements can be
efficiently verified for all relevant track layouts. With virtual fixed or moving blocks, data-parameterised
verification becomes more important because track layouts are dynamically configurable. Currently,
formal verification by model checking must often be carried out for specific track layouts. There is
a need to develop formal modelling and verification technology that can efficiently verify safety and
liveness properties of a signalling system for a class of relevant track layouts. To this end, the modelling
language should facilitate data parametrisation. Not all data are realistic and so any approach will need
to investigate ways of efficiently expressing assumptions on the parametrisation domain (e.g., using
probability distributions). These assumptions must then be considered in the verification activities.
Finally, a core aspect of this verification process is that is must be usable by railway engineers, a
non-trivial endeavour. For railway-specific modelling and verification technology it is a major concern
that railway engineers without extensive formal methods expertise can use it to gain insights in their
systems. To this end, the modelling language should be easy to use, and verification results should
be visualised (e.g., by running a graphical simulation of a counterexample). Railway engineers verify
their designs by considering how they behave with respect to various operational scenarios. Model-
checking technology can be used to generate interesting operational scenarios as evidence for certain
properties. The idea is to formulate meaningful properties to verify and obtain the operational scenarios
as evidence.

3.2 Standardised Reference Architectures

To facilitate interoperability, European railway infrastructure managers and operators and railway
supply industry pursue standardisation of command and control systems. The best-known example is
the European Rail Traffic Management System which aims to standardise train-trackside communi-
cation (GSM-R), the train control system (ETCS), and the train management layer (ERTMS). The
standard is formulated mostly in natural language and is therefore inherently ambiguous, which ham-
pers a smooth deployment. Another standardisation project is EULYNX10; it aims to standardise

10 https://eulynx.eu
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the interfaces between the components of signalling systems (interlockings and field elements such
as points, level crossings, light signals, etc.). In EULYNX the official standard is still formulated in
natural language, but there is also an explicit aim to supplement standard with SysML models. The
academic project FormaSig11 develops verification and model-based testing technology by which these
SysML models can be formally verified and used for model-based testing purposes [BWL+22]. Similar
to EULYNX, railway operators have started OCORA in which a standardised modular architecture
for on-board command and control equipment is developed. This effort too should be supported with
formal methods.

Although parts of the ETCS standard have been formally modelled and analysed [PQ09, CCM+10,
CCL+12, BCPV17, BLW18, BtBC18, BJL+18, BtBFL19, BFR21], it would be both challenging and
highly desirable to develop a formal model of ETCS level 3. The ongoing development by railway
infrastructure managers of an RCA, a common reference architecture for railway command and control
systems will be a convenient vehicle. This reference architecture consists of standardised components
(e.g., interlocking and field elements with EULYNX-compliant interfaces), which will facilitate the
deployment of innovative systems. Here, one particular challenge that is still open is to integrate
ETCS level 3 with RCA by developing an integral model including all relevant components, in order
to analyse the correctness of the interactions between those components and determine if the safety
and security requirements are met. Of course this also requires a systematic analysis of both safety
and security requirements for ETCS level 3.

3.3 Digital Railway Innovations

A number of upcoming digital railway innovations bring promises in terms of improved safety, capacity
and resilience. With these adaptations to infrastructure come fresh challenges for formal modelling and
verification in particular throughout the certification process of these systems.

A significant increase in capacity can be realised by going from blocks protected by train detection
equipment to train separation based on more precise position information from the train. The intro-
duction of such a new train separation system entails new challenges for the signalling system. For
instance, it needs to be robust against radio connection problems between train and trackside and take
into account inaccuracies in positioning information. But most importantly, for a significant period of
time such a new system needs to coexist together with the old system. Railway infrastructure managers
are designing digital systems to deal with such issues, and these digital systems are an order of mag-
nitude more complex than what inframanagers are used to. An example is the Hybrid ERTMS/ETCS
Level 3 concept, which tries to bring the flexibility of moving block train separation to a signalling
system based on traditional trackside train detection [FHAB17]. The application of formal modelling
and analysis techniques have proved to be beneficial for improving the specification of the concept
and for coping with its complexity [BLW18, BHRR20, AKJ20, CM20, DDPS20, HLK+20, MFTL20,
FFLM20, BFRM21].

A further increase in capacity, energy consumption and reliability is expected to come from Auto-
mated Train Operation (ATO). Railway infrastructure managers and operators are currently experi-
menting with a form of semi-automatic train operation, in which the automatic train operation system
is not connected to the safety system meaning that the driver is still responsible for safe movement
of the train. The next step is to integrate a form of ATO with a signalling system, and in particular
ERTMS/ETCS. This integration serves as the perfect example of a complex hybrid system and thus
modelling and verification challenges that exist for hybrid systems apply. In particular, this integration
poses challenges in terms of the discrete and continuous nature of the system. Concretely, models need
to be developed that focus on the interaction of the ATO system with the safety system, and that
consider modelling the influence of braking curves. Following this, suitable abstractions that involve
reasoning over continuous data need to be explored and verification processes that scale for such a
setting developed.

4 Formal Methods for AI

Formal methods have become a well-established and widely applied technique for ensuring the cor-
rectness of fundamental components of safety-critical systems in the railway domain, in particular

11 https://fsa.win.tue.nl/formasig
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verification techniques based on model checking (cf. Section 2.1). However, while a survey on software
engineering for AI-based systems considered 248 studies published during the past decade, of which
more than two-thirds since 2018 [MBF+22], the application of formal methods to AI-based systems is
still in its infancy. A recent paper by Wing [Win21] lists the following three key insights:

– The set of trustworthiness properties for AI systems, in contrast to traditional computing systems,
needs to be extended beyond reliability, security, privacy, and usability to include properties such
as probabilistic accuracy under uncertainty, fairness, robustness, accountability, and explainability.

– To help ensure their trustworthiness, AI systems can benefit from the scrutiny of formal methods.
– AI systems raise the bar on formal methods for two key reasons: the inherent probabilistic nature of

machine-learned models, and the critical role of data in training, testing, and deploying a machine-
learned model.

We envision to improve this situation by developing verification techniques that provide explainability
or guarantees for AI-based systems in the specific safety-critical domain of railway systems, because,
as Bešinović et al. put it, “although AI is still in its very infancy for the railway sector, there is
certain evidence showing that its potential should not be underestimated” [BDF+22]. To this aim,
we will first need to identify the state of the art of formal methods techniques developed for and
applied to systems with AI-based components in the specific setting of transport systems (railways,
but also automotive [SKOK18, TFP+20]) and of safety certification. A key difference with respect to
the traditional formal verification approach, i.e. verifying a correctness property specified in some logic
over a system model, is the inherent probabilistic nature of the (machine-learned) model in case of AI-
based systems. We intend to study how to deal with safety concerns in the presence of uncertainty, and
how probabilistic (and statistical) model-checking techniques or correctness-by-construction techniques
can be adapted to provide appropriate fail-safe guarantees for AI-based railway systems. Correctness-
by-construction, in particular when considering also non-functional properties (X-by-construction),
in combination with probability and runtime verification is being studied also at ISoLA [tBCL+20,
tBCLS22]. The same holds for formal methods for AI [LLSS22].

4.1 Guaranteeing Safety Behaviour

The wide availability of AI technologies and the pace of their evolution makes it hard for industry,
with its consolidated processes, to profit from the potential benefits offered by these techniques. This
is particularly true for the railway domain, in which the safety culture is strong, thus reinforcing
the attachment to traditional, well-established practices that have proven their relevance even for
the development of software systems that are not safety-critical. While many railway systems are
required to fulfil SIL-4 certification requirements, many others, most notably maintenance systems,
could instead make full use of the benefit of AI and process or data mining techniques. At the same
time, explainability always must be ensured, to guarantee that the system behaviour can be explained,
also for legal reasons, in case a failure occurs. Additionally, correctness is desirable as it would be
difficult for a human to intervene and rectify mistakes made by such a system. For example, if a train
is incorrectly routed across a junction it may take some time before it can be routed back across the
junction in the correct direction and this would have impact on other trains in the area.

A concrete example from industry concerns an AI scheduler. Modern railway control systems are
equipped with automatic route setting and traffic management but it is not clear how well they perform,
specifically in case of a divergence from operational norms (e.g., if a train breaks down). It is typically
the task of a qualified human to ensure trains run according to schedule, and to intervene when
problems occur. Initial implementations of an AI scheduler could provide the human with guidance is
such cases, assisting the human signaller in an efficient fashion to return the railway to an operational
state by rerouting trains around the problem. When assisted by such an AI component, it is natural
to want solutions that are presented by the AI component to both be explained or justified, and to not
lead to intervention form safety critical components (for example, by providing solutions that violate
the rules of the governing interlocking). For the human in the loop case it is essential for the AI system
to be explainable and produce a justification that can be manually checked prior to making a decision.

4.2 Learning Formal Models of Railway Behaviour

Formal behavioural models are the building blocks of automated verification techniques in the field of
formal methods. Such models define how a system behaves as a result of interacting with its users and
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its environment. Traditionally, these models (e.g. variants of automata and state machines) are obtained
starting from semi-formal models (e.g. UML and message sequence charts) developed during the initial
development phase. However, it frequently occurs that such behavioural models are either unavailable
or outdated and thus need to be reconstructed from implementations in order to enable formal analysis.
In such cases, model learning is an automated technique that can produce such models. This is a
popular research field and much progress has been made since Vaandrager noted that “even though
model learning has been applied successfully in several domains, the field is still in its infancy” [Vaa17].
Recent examples include [ABE+19, DMdSS21]. However, to the best of our knowledge, specific success
stories in the railway domain are missing.

We envision the usage of data or process mining techniques to build digital twins of railway systems
that can provide predictive (runtime) behaviour and ultimately enable real-time predictive monitoring
and maintenance (cf. Section 4.3). Engineering digital twins is being studied also at ISoLA [FLMW20,
MS21, FLM+22], including some initial, recent attempts in the railway domain [Lec20]. This requires
the use of a variety of techniques from formal methods, in particular probabilistic (and statistical) model
checking to deal with the inherent probabilistic nature of the (machine-learned) model, game theory
(for instance for controller synthesis), and automata or model learning, but also specific techniques
from data or process mining [vdA16]. Railway system models are characterised by the need to deal
with real-time aspects and a degree of uncertainty. We will thus have to study how to perform data or
process mining on the provided observation data, like execution traces (i.e., logs) of a railway system,
and how to use this to learn a digital twin of the railway system. This digital twin is meant to be a
formal model that can handle real time and probabilistic or stochastic behaviour (e.g., conform the
timed stochastic models accepted by the Uppaal model checker).

4.3 AI for Monitoring and Maintenance

Current railway monitoring and maintenance systems are mostly rule-based and typically do not
include AI-based components, which can be particularly useful, e.g., to predict possible failures and
to plan specific maintenance actions [CSV+19, NHSvN19]. AI systems, combined with existing rules
provided by experts, can enable predictive maintenance, by identifying patterns of faults based on
systems logs. Model learning for maintenance implies learning of the system model, and learning of a
system’s fault model, so that future faults can be predicted based on current system behaviour. The
system’s digital twin can also be used to forecast and simulate future long-term scenarios, thus helping
to plan for maintenance actions in advance, i.e., before faults occur. Refactoring current rule-based
maintenance systems with AI-based components poses numerous challenges. The effective exploitation
of AI and process or data mining techniques requires the domain experts to annotate field data, such
that the machine can learn from experts. Similarly, experts are needed to assess the correct behaviour
and interpretation of possible failures of the AI-based maintenance system. Explainability of these
systems becomes crucial, as well as correct communication of the behaviour’s explanation to experts
and other railway stakeholders. In the envisioned maintenance process, the behaviour of the onboard
system can easily be reconstructed and visualised, and maintenance and improvement actions can be
taken in a more flexible and effective way.

4.4 AI for Optimisation in Scheduling and Design

Whilst so far we addressed principal problems that need to be solved when using AI techniques, we now
want to look at several specific applications in the railway domain. The first two applications concern
problems for which currently no general optimal solutions exist, but where one can hope with the use of
AI to achieve better solutions, i.e. solutions which are more efficient in terms of energy/time or which
require less track-side equipment. For the solutions in this section it is, of course, essential that they are
still safe and fulfil all safety requirements. Therefore it is anticipated that the solutions produced are
not only very good, but that they also come with a guarantee or explanation. Overall, optimisations
like, saving energy or requiring less track-side equipment contribute to the aim of reducing carbon.
Also capacity improvements support the green deal (indirectly), as efficient and safe provision leads to
a higher customer satisfaction and a higher uptake of railway use.

Our first application refers to scheduling which has frequently been considered as an optimisation
problem in the past [JMN+14c, JR14, DH19, MSLF14, PPPW22]. An AI Scheduler (see section 4.1)
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could help to support and improve the decision making of a human signaller and optimising the flow
of trains through the railway network.

A second standard application concerns the optimisation of railway design and layout. Railways
are designed by engineers who create scheme plans with the topology of the railway and the layout of
the equipment along the tracks. Publicised solutions for the automatic generation of signalling design
seem not to consider optimisation at all. Desired would be an AI solution for the placement of the
equipment that is still fulfils all required constraints, such as number of balises in a given area, or
a requested distance between balise groups, etc. Model checking/SMT solving can then be used to
check the constraints and highlight counter examples in a efficient way (where the visualisation of
counterexamples in a domain specfic area constitutes an interesting problem on its own.) Various
AI techniques as well as Game theory and Explainable AI (XAI) can be used for the optimisation
according to a given measure such as energy/material consumption.

5 Conclusion and Further Work

In this article, we discussed several challenges for Formal Methods in Railway linked to the areas of
(1) Verification and Certification, (2) Modelling of ETCS related systems, and, (3) the use of AI in
the railway domain. Their common aim is a robust development of complex railway technology that is
reliable and efficient at the same time. Our specific focus in (1) and (3) was that any (new) techniques
need to come with explanations/ guarantees in order to be accepted by the Railway engineers and the
general public. Specifically, regarding the question of using AI techniques in Railway, further research is
needed about which AI techniques we can apply and how to create explanations and guarantees. This is
relatively straightforward in the case of applying, for instance, SMT-solving. Here, SMT solving would
provide counterexamples, and the gap to be closed concentrates on making these counterexamples
(1) readable in the Railway context and (2) independently verifiable. Conversely, at the other end of
the spectrum, if we want to apply machine-learning techniques for, e.g., classification, the situation
is completely different: Explainable AI (XAI), with LIME and SHAP as prominent techniques, has
become established for providing explanations, however recent work has demonstrated that different
XAI techniques do not necessarily coincide on their results [DFB+21]. Problems like these prompt
research towards a theory of faithful explanations [PYT22] and the idea of Verifiable XAI. More effort
and case studies will be needed to develop these techniques and make them usable in the Railway
context.
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CSV+19. Thyago Peres Carvalho, Fabŕızzio Alphonsus A. M. N. Soares, Roberto Vita, Roberto
da Piedade Francisco, João Pedro Tavares Vieira Basto, and Symone G. S. Alcalá. A system-
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