
Fakey: A Game Intervention to Improve News Literacy on 
Social Media 

NICHOLAS MICALLEF, Center for Cybersecurity, New York University Abu Dhabi, United Arab Emirates 
MIHAI AVRAM, Observatory on Social Media, Indiana University Bloomington, USA and Luddy School of 
Informatics, Computing, and Engineering, Indiana University Bloomington, USA 

FILIPPO MENCZER, Observatory on Social Media, Indiana University, USA and Luddy School of Infor-
matics, Computing, and Engineering, Indiana University Bloomington, USA 

SAMEER PATIL, Luddy School of Informatics, Computing, and Engineering, Indiana University Blooming-
ton, USA 

We designed and developed Fakey, a game to improve news literacy and reduce misinformation spread by 
emulating a social media feed. We analyzed player interactions with articles in the feed collected over 19 
months within a real-world deployment of the game. We found that Fakey is efective in priming players to be 
suspicious of articles from questionable sources. Players who interact with more articles in the game enhance 
their skills in spotting mainstream content, thus confrming the utility of Fakey for improving news literacy. 
Semi-structured interviews with those who played the game revealed that players fnd it simple, fun, and 
educational. The principles and mechanisms used by Fakey can inform the design of social media functionality 
to help people distinguish between credible and questionable content in their news feeds. 

CCS Concepts: • Human-centered computing → Empirical studies in HCI; Empirical studies in collabora-
tive and social computing. 

Additional Key Words and Phrases: misinformation, fake news, low-credibility content, news literacy, game, 
social media, news feed 

ACM Reference Format: 
Nicholas Micallef, Mihai Avram, Filippo Menczer, and Sameer Patil. 2021. Fakey: A Game Intervention to 
Improve News Literacy on Social Media. Proc. ACM Hum.-Comput. Interact. 5, CSCW1, Article 6 (April 2021), 
27 pages. https://doi.org/10.1145/3449080 

1 INTRODUCTION 

As a large proportion of the population receives news from social media, online misinformation 
has emerged as a critical societal threat. Nearly 66% of American adults stated that “fake news” 
has caused them confusion, and nearly a quarter admitted to sharing such content, knowingly or 
unknowingly.1 The spread of misinformation can have severe consequences. For instance, several 
1https://www.pewresearch.org/fact-tank/2017/12/28/key-trends-shaping-technology-in-2017/ 
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Telecom engineers in the United Kingdom received death threats from people who believed that 
the novel coronavirus was being spread through newly installed 5G antennas,2 and 5G antennas 
were set on fre in several locations.3 Recently, election-related misinformation was a major factor 
underlying the deadly attack on the US Capitol.4 

The impact of misinformation could be substantially reduced if people readily recognized and 
ignored such content. Researchers have attempted to address this issue by promoting greater 
news literacy via various means, such as teaching people to recognize fake news articles [5, 64], 
changing people’s news consumption behavior [14, 38, 42, 45], and fagging questionable content 
with credibility indicators [53, 57, 58, 84]. 

The prevalence of the spread of misinformation within social media news feeds has been examined 
to determine the impact of various relevant signals, such as news sources [46], social engagement 
metrics [4], text and image cues [29, 67], etc. For instance, the literature provides consistent evidence 
that social media users do not pay much attention to the source of the news [13, 33, 45, 52]. While 
there have been explorations for enhancing the news feed with new signals [6, 31], there has been 
little empirical research on training social media users to be vigilant toward misinformation and to 
use available signals to recognize and scrutinize suspicious content [58]. 
To address the research gaps identifed above, we designed, developed, and deployed Fakey,5 a 

game that emulates relevant interface elements of popular social media platforms such as Facebook 
and Twitter. Fakey simulates a news feed in which players can Share, Like, or Fact Check 
individual articles (see Figure 1). Each article in the news feed contains a headline, a photo, a 
description, and a simulated social engagement metric randomly generated with a distribution 
similar to that for engagement metrics encountered on real-world social media services. The articles 
are randomly selected in equal measure from mainstream (e.g., The New York Times) and low-
credibility (e.g., Now8News) sources. The game was designed to answer the following research 
question: Can a game that emulates social media feeds improve news literacy? 

We addressed the above question by analyzing the analytics of user interactions collected over 19 
months in a real-world deployment of the game. We separately conducted a small-scale investigation 
where we interviewed people immediately after they played the game. We found that Fakey helps 
players improve news literacy. As they play the game, players get better at recognizing mainstream 
content. The interviews confrmed that players understand the purpose of the game and fnd it 
useful. 
Specifcally, we make the following contributions: 
• We present a game to promote news literacy and deploy it in the real-world. 
• We demonstrate that players who interact with more articles in the game improve their 
capability to recognize mainstream content without afecting the ability to spot low-credibility 
content. 

In the sections that follow, we begin by situating our work in the literature regarding news 
literacy, misinformation, social news feed signals and related gaming, behavioral, and corrective 
interventions. We then describe the operation of Fakey along with our data collection and analysis 
approaches. Next, we report the fndings related to our research question, followed by a discussion 
of the practical implications of the insight. At the end, we mention a few limitations and conclude 
with important future directions. 

2https://www.bbc.com/news/newsbeat-52395771 
3https://www.bbc.com/news/uk-england-leeds-52692654 
4https://apnews.com/article/donald-trump-conspiracy-theories-michael-pence-media-social-media-
daba3f5dd16a431abc627a5cfc922b87 
5https://fakey.iuni.iu.edu/ 
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Fig. 1. Example news feed as seen within Fakey. 

2 RELATED WORK 

News literacy is defned as the ability to access, analyze, evaluate, and create messages in a variety of 
forms [3]. This defnition has been extended to include the heterogeneous and dynamic environment 
of online media [41]. The exploding volume of online news makes it challenging to engage in 
rigorous fact checking. As a consequence, there has been a rise in misinformation and propaganda 
aimed at infuencing or deceiving people [32, 38]. In the following subsections, we cover the salient 
existing work on the prevalence of online misinformation embedded within social media platforms 
along with interventions to shape user behavior to detect and curb its spread. 

2.1 Misinformation Prevalence and Spread 

Research on misinformation includes methods to quantify its prevalence [72, 75]. Prevalence 
has been measured for various types of misinformation, such as false information [2, 28, 71], 
rumors [18, 70, 73], deepfake videos [10, 23], etc. Although a majority of misinformation remains 
obscure, the small percentage of it that spreads does so more virally than true information [79]. 

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW1, Article 6. Publication date: April 2021. 
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The viral spread of misinformation has increased the pressure on journalists and fact checkers who 
typically lack the resources to verify all of the false claims spread online [50]. 
Misinformation would be less prevalent if information consumers could easily recognize and 

ignore it. In reality, people struggle to distinguish between true and false information online [36, 
37, 61], discerning misinformation with an accuracy ranging from 53% to 78% [37, 61]. Older users 
(ages 65 or above) share seven times as many false news articles on average compared to younger 
users [25]. Long, well written, and craftily referenced misinformation can fool even those who 
have been trained to spot false claims [36]. Social media further exacerbates the vulnerability to 
misinformation because users of these platforms are afected by groupthink, flter bubbles, and echo 
chambers [12, 15, 20, 62]. Other factors that lower the ability to recognize misinformation include 
low levels of education, low media consumption, confrmation bias, and conservative political 
beliefs [24, 51, 54, 60, 69]. 

2.2 Social News Feed Signals 
To reduce the spread of misinformation via social media, researchers have examined news con-
sumption practices on these platforms, paying particular attention to the various signals present in 
the User Interface (UI) of the news feeds. For instance, Glenski et al. [22] found that most Reddit 
users read only the headlines and the corresponding summary, without accessing the full content 
or reading the associated comments. Although some researchers have found that social media users 
utilize the available cues pertaining to the source of a news story [13, 74], most studies report that 
users do not pay much attention to source information [13, 33, 45, 52]. Indeed, those who come 
across a news story on social media are far less likely to attribute it to the original source than 
those who encounter the same story directly on the site of the source [34]. 

Rather than basing their evaluation of a news article on its original source, social media users are 
instead more likely to determine trustworthiness of the story depending on whether it is shared 
or endorsed by a well-known public fgure and, in turn, more likely to endorse and/or share it 
with their friends or family [74]. Since people place a great deal of importance on such social 
endorsements when selecting the content to consume on social media, they are much less likely 
to be exposed to content that covers diverse perspectives, such as viewpoints or arguments that 
counter misinformation [46]. Indeed, social engagement metrics, such as the number of Likes, have 
been found to increase vulnerability to misinformation [4]. Relatedly, the use of images alongside 
text can boost the credibility of posted content, regardless of veracity [29]. 
While the above research has examined the impact of the available signals on credibility judg-

ments, the application of these signals to train users to recognize and scrutinize suspicious con-
tent [58] has received limited attention. Our research addresses this gap. 

2.3 Behavioral and Corrective Interventions 
Various behavioral interventions have been attempted to improve people’s news literacy. These 
include: (i) encouraging people to pause to assess the credibility of headlines [6, 14]; (ii) promoting 
civic online reasoning [44] and critical thinking [42, 45]; (iii) enhancing social media feeds with 
signals derived from the posting history of the source [31]; and (iv) adding credibility indicators 
and warnings to prompt users to question or refute the information being consumed [7, 11, 53, 56– 
58, 80, 84]. 
In addition, researchers have evaluated the use of corrective interventions aimed at reducing 

the spread of misinformation. Such studies have found that succinct and repeated corrections can 
reduce misperceptions created by false information [40, 80], even for users who report disregarding 
the correction [7] and for misinformed users who might be afected by confrmation bias [76]. The 
corrections that have a measurable impact on social media user behavior are those that come from 
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misinformation-fagging algorithms [7, 11, 57], reputable organizations (e.g., the CDC) [80, 82], 
domain experts [27], or multiple other users who link to a credible source [43, 81]. The outcomes 
of professional fact checking eforts can be similarly efective depending on the manner in which 
they are conveyed to users [1, 21, 54, 77, 83–85]. 
Although corrections can address misperceptions created by misinformation, they might not 

always change the underlying attitudes and beliefs [53, 77]. Another limitation of typical corrective 
mechanisms is that their implementation within real-world platforms does not necessarily ensure 
that they reach the users who were exposed to the corresponding misinformation [26, 30, 49, 68]. 

2.4 Game Interventions 
Some research eforts have involved the use of games as interventions to improve news literacy. 
For instance, the game PolitiTruth6 is similar to the dating app Tinder. PolitiTruth presents players 
with statements of public fgures along with a timestamp. Players swipe left to classify the state-
ment as fake or right to classify it as true. However, the impact of the game is limited to quotes 
from public fgures and does not cover a broad spectrum of diverse misinformation content. In 
contrast, Factitious7 is a game that provides players with the text of a short article, along with the 
corresponding image, headline, and source. After indicating whether they believe that the article 
is true, players are given the option to see the article in the context of its original source and an 
explanation of the correct choice. While useful as basic news literacy training, the limited set of 
manually curated articles available within the game signifcantly limits its scope. Play Fake News8 

uses content similar to Factitious and user interaction similar to PolitiTruth, thus sufering from 
the same limitations as those two games. 

Instead of focusing on fake news consumption, the Fake It To Make It9 and Bad News10 games sim-
ulate the experience of fake news creation, to teach players about various misinformation strategies. 
For instance, players of Bad News learn six common techniques used to produce misinformation: 
creating polarization, invoking emotions, spreading conspiracy theories, trolling people, defecting 
blame, and impersonating fake accounts [63, 64]. The premise of Fake It To Make It and Bad News is 
that learning about the tactics of misinformation creators can help people spot them in the content 
they consume. Given that misinformation spread shares commonalities with viral contagion [9], 
the premise is an attempt to apply inoculation theory to create a misinformation ‘vaccine’ that 
creates ‘mental antibodies’ by exposing people to existing misinformation practices [78]. Although 
there has been no reported evaluation of Fake It To Make It, a large-scale evaluation of Bad News 
showed that it helps people improve their ability to recognize fake news [5, 64]. However, both 
games currently include limited content that lacks variety. Therefore, the extent to which their 
premise is successful in a real-world environment is yet to be confrmed. 
In contrast to the above games, Fakey covers a large volume of diverse content because it 

incorporates live news articles updated dynamically, thus ensuring that players always obtain 
previously unseen news articles. Moreover, Fakey is more directly connected to the real-world 
context because of its emulation of social media news feeds. 

6https://www.cinqmarsmedia.com/politifact/ 
7http://factitious.augamestudio.com/ 
8https://www.rand.org/research/projects/truth-decay/fghting-disinformation/search/items/fake-news-the-game.html 
9https://www.fakeittomakeitgame.com/
10https://getbadnews.com/ 
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Description

Social Engagement

Action Buttons

Fig. 2. An item in the news feed as presented within Fakey. 

3 METHODS 

Fakey was released to the general public as a web and mobile app. We analyzed the analytics 
collected by public use of Fakey followed by a small-scale study in which we conducted semi-
structured interviews to verify player understanding of the game elements. The procedures for both 
components of the research were reviewed and approved by the Indiana University Institutional 
Review Board (IRB). 

3.1 Game Design 

Fakey emulates a social media news feed with the aim of analyzing user interaction with news 
items. The UI of the game mimics the appearance of Facebook or Twitter feeds for players who 
log into the game through the respective platforms. In addition, Fakey provides an anonymous 
mode for those who do not wish to login via Facebook or Twitter. Our goal was not to clone the 
Facebook or Twitter UIs (which are diferent from each other and change over time), but to present 
a generic conceptual replica of a social media news feed in which players are exposed to articles 
from diverse news sources and can take various actions related to these items. 
Each round of play in Fakey presents players with a batch of ten news articles in the form of a 

news feed (see Section B in the Appendix). The game directions instruct players to Share, Like, 
Fact Check, or Skip the presented articles or use a Hint (see Section A in the Appendix). As shown 
in Figure 2, each item in the news feed consists of a corresponding photo, headline, description, 
social engagement metric, and action buttons. 

Fakey helps players learn to pay attention to various signals, such as clickbait headlines, partisan 
or emotionally-charged language and images, and context. In addition, players can see the news 
source by using the Hint button. Players may choose to investigate the credibility of an article 
outside the game as well. 

Fakey rewards players with points for each correct action and provides feedback for each article 
with which they interact (see Figure 3). The outcomes of these interactions are captured via two 
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scores — Points and Skill — displayed at the top of the news feed (see Figure 1). Points are awarded 
according to the scheme presented in Table 1. As Table 1 shows, players get the maximum number 
of points for sharing mainstream content or fact checking low-credibility articles. Using a hint 
prior to taking an action halves the number of points received for taking the same action without 
the use of the hint. Skill is the average of the points accumulated across game rounds. As such, 
the skill indicates whether a player is improving with each round. After fnishing a round of ten 
articles, players can choose to continue to another round or check the leaderboard to compare their 
Points and Skill with those of top-performing players. Player actions within Fakey are recorded in 
an analytics database. 

Table 1. The points awarded for each action within Fakey, separated by mainstream and low-credibility 
articles. 

Action 
Mainstream 

Without hint After hint 
Low-credibility 

Without hint After hint 

Share 10 5 0 0 
Like 8 4 2 1 
Fact Check 4 2 10 5 

3.2 News Source Selection 

Fakey uses the News11 and Hoaxy12 APIs to extract articles from mainstream and low-credibility 
sources, respectively. This approach follows the practice of analyzing content credibility at the 
domain (website) level rather than the article level. Such an approach circumvents the challenge of 
assessing the accuracy of individual news articles, which is infeasible at scale [8, 24, 38, 59, 65, 66]. 
Moreover, Shao et al. [65, 66] found that 82% of tweets that link to articles from low-credibility 
sources used by Fakey make claims that are classifed as misinformation. The false positive rate (i.e., 
factually correct content) for these sources was found to be only 14%. Flagging or fact checking all 
articles from a source with a high rate of false claims is an appropriate action, even if fact checking 
confrms that a specifc article from that source is accurate. Such an operation is analogous to how 
users may interact with low-credibility content on social media platforms. 
For mainstream news, we manually selected 32 sources with a balance of moderate liberal, 

centrist, and moderate conservative views: ABC News Australia, Al Jazeera English, Ars Technica, 
Associated Press, BBC News, Bloomberg, Business Insider, Buzzfeed, CNBC, CNN, Engadget, Financial 
Times, Fortune, Independent, Mashable, National Geographic, New Scientist, Newsweek, New York 
Magazine, Recode, Reuters, Techcrunch, The Economist, The Guardian, The New York Times, Next Web, 
Telegraph, Verge, The Wall Street Journal, The Washington Post, Time, and USA Today [4]. We chose 
low-credibility sources based on fagging by various reputed fact-checking organizations, such as 
Snopes [65, 66]. We consider these sources as ‘low credibility’ because they tend to publish fake 
news, conspiracy theories, clickbait, rumors, junk science, and other questionable content. 

Importantly, Fakey does not use a fxed set of labeled articles from mainstream and low-credibility 
sources. Rather, it shows current news articles selected from these sources (see Section B in the 
Appendix for an example showing articles presented within a round). Since articles within Fakey 
are retrieved in real time using public APIs, players always obtain fresh content, thus avoiding 
repeated exposure to an article. In fact, Fakey ensures that a player never encounters the same 

11https://newsapi.org
12http://rapidapi.com/truthy/api/hoaxy 
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article twice. Although it is conceivable that a player has previously come across an article outside 
of Fakey, the recency of articles presented within Fakey signifcantly decreases the likelihood of 
such prior knowledge. As a result, prior exposure to an article is likely to have minimal, if any, 
impact on player actions within Fakey that we analyzed in our study. 

3.3 Social Engagement 
For each article, Fakey displays a single metric for social engagement, i.e., the number of people 
who liked or shared the article. Having a single metric decreases the cognitive load for players and 
simplifes analysis compared to having distinct metrics for likes and shares. Engagement values 
� are randomly drawn from an approximately log-normal distribution with a maximum possible 
cutof value of � = 106. The distribution is such that roughly 69% of the articles display engagement 
values � > 102, with roughly 3% showing values � > 105. Although the simulated engagement in 
the game is not drawn from empirical data, the metric numbers shown have a heavy tail similar to 
those typically observed on social media [79]. 

Feedback

Fig. 3. Feedback provided by the game afer the user performs an action on a news item. 
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3.4 Game Mechanics 
To select the ten articles shown to a player in each round, Fakey randomly picks fve articles from 
mainstream and fve from low-credibility sources, avoiding duplication within and across rounds 
and minimizing the selection of articles from the same source. For a given source, any article 
returned by the News or Hoaxy APIs is shown regardless of topic, without further fltering. Players 
interact with each article in the feed using one of the following action buttons: 

3.4.1 Share: A social media user who shares an article or post participates in its spread. In the real 
world, users could share questionable content while stating that they do not endorse it. However, 
within the context of our research, when a player shares an article in the game, it means that 
the player endorses the article and wishes to share it with the world. Players are informed of 
this assumption in the instructions displayed before the start of the game (see Section A in the 
Appendix). Therefore, players who choose to share articles from low-credibility sources do not 
gain any points (see the Share row in Table 1). On the other hand, players receive the maximum 
number of points (i.e., 10 points) for sharing mainstream news. 

3.4.2 Like: Liking an article on social media platforms is highly correlated with approving or 
endorsing its content [39]. Therefore, we assume that when a player likes an article in the game, it 
means that the player is endorsing the article. This assumption is mentioned in the initial game 
instructions (see Section A in the Appendix). Since liking is not as infuential as sharing [55], 
players receive fewer points for liking a mainstream news article compared to the points received 
for sharing it (see Table 1). Further, players who like an article from a low-credibility source receive 
a minimal number of points (i.e., 2 points) compared to those awarded for liking a mainstream 
article (i.e., 8 points). 

3.4.3 Fact Check: On many social media platforms (e.g., Facebook, Instagram, and Twitter), a user 
has the option to report or fag a potentially harmful article or post. The Fact Check button within 
Fakey mimics the mechanism of fagging suspicious content by seeking additional verifcation. 
As explained in the game instructions (see Section A in the Appendix), Fakey assumes that fact 
checking an article is a signal that the player does not trust the content. Therefore, fact checking 
a news article from a low-credibility source yields the maximum number of points (see the Fact 
Check row in Table 1). In contrast, fact checking a mainstream article is awarded relatively fewer 
points (i.e., 4 points). 

3.4.4 Hint: When unsure, Fakey players can access a hint about the article. Clicking on the Hint 
button displays a link to the article’s URL and mentions its source along with whether it is considered 
mainstream or low credibility. Share, Like, or Fact Check actions taken after accessing the hint 
are awarded half the number of points compared to the corresponding points that would have been 
received without consulting the hint (see Table 1). 

3.4.5 Skip: As in any social media platform, the player can choose not to interact with an article, 
so Fakey provides a Skip button that does not impact the score in any way. 

3.5 Deployment and Recruitment 
Fakey was developed using MySQL, Python, and Django for the back end, and JavaScript, CSS, 
Vue, Quasar, and Apache Cordova for the front end. Fakey analytics capture player interaction 
with each article shown. Along with a timestamp, the recorded information includes whether 
the player shared, liked, or fact checked the article and whether a hint was used. In addition, the 
analytics record whether the article was retrieved from a mainstream or low-credibility source and 
the simulated social engagement metric displayed with the article. 
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Since the beginning of May 2018, Fakey has been deployed through a web interface and available 
within the iOS and Android app stores in the major English-speaking countries (Australia, Canada, 
United Kingdom, and United States). People from other countries can play the game only via 
the web interface. After release, Fakey was advertised through several channels. The researchers 
involved in creating Fakey announced the game on social media through institutional and personal 
accounts. In addition, Indiana University issued a press release through its media channels, and 
The Conversation research news portal featured an article about the game.13 Further, Fakey was 
promoted at conferences, in keynote talks, and via word-of-mouth. It should be noted that the 
recruitment is not tied to a controlled experiment with systematic and pre-planned study enrollment 
eforts. Fakey remains accessible to anyone worldwide, and our research is based on observational 
analyses of naturalistic data. For the analyses in this paper, we saved a snapshot of the analytics 
database on November 26, 2019. The fndings are therefore based on the analytics collected over 19 
months between May 2018 and November 2019.14 

3.6 Game Analytics 
To respect player privacy and maximize participation, Fakey does not collect any user information 
apart from game analytics. Consequently, we did not have any means to reach out to players to 
compensate them. To provide some context regarding the fndings presented in Section 4, we 
describe high-level usage data collected from Google Analytics. Most players played the game via 
their mobile devices (74%), which included tablets (4%). The rest played from desktop or laptop 
computers (26%). Fakey was accessed the most from Japan (~150k users). However, we excluded 
these game sessions because their average duration is only 14 seconds, suggesting that most of 
them did not involve any game-playing activity. Similarly, we excluded 533 sessions from South 
Korea with average duration of 4 seconds. Considering only players from countries with an average 
session duration of more than 40 seconds, most of the data reported in the paper comes from those 
in the United States (78%), Australia (8%), United Kingdom (4%), Canada (3.7%), Germany (3.6%), 
and Bulgaria (2.4%). These analytics refect that the game was advertised heavily in the United 
States, through a US university, and in US-based conferences. 

3.7 Semi-Structured Interviews 
To verify and refne our understanding of how players interact with Fakey, we conducted a separate 
small-scale follow-up study in which participants played the game. We used a semi-structured 
protocol (see Section C in the Appendix) to interview the participants before and after they played 
the game. Six participants from six states in the United States (4 women, 2 men) with ages ranging 
from 19 to 46 (mean 28) were recruited via Reddit and Indiana University’s classifeds board. The 
interview sessions lasted 38 minutes on average. We compensated each participant with $5 gift 
certifcate to Amazon.com. We determined this incentive based on the minimum wage of US $7.25 
per hour in our state. 

4 FINDINGS 

We aggregated the sessions of the same person based on login information (for players who logged 
in via Facebook or Twitter) or a cookie (for anonymous players). While this approach cannot mark 
all Fakey sessions of a single person with complete certainty, any disparity should be within the 
small margin of error typical of analytics-based user matching. With this caveat, the game session 

13https://theconversation.com/misinformation-and-biases-infect-social-media-both-intentionally-and-accidentally-
97148 
14The data is available at: https://doi.org/10.7910/DVN/OPMIS4 
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data we analyzed involved 8,608 unique users who interacted with 119,166 news articles, distributed 
roughly equally between mainstream and low-credibility news sources. 
For the present analysis, we consider clicking on the Share and Like buttons for articles from 

mainstream news sources along with clicking on the Fact Check button for articles from low-
credibility sources as the most ‘correct’ actions. We frst analyzed the Share and Like actions 
separately and found that these actions follow the same trends for all analyses. Therefore, we 
simplify the presentation of results by aggregating the Share and Like actions. 
Kolmogorov-Smirnov tests showed that most of the data is not normally distributed (� < 0.05). 

Therefore, all statistical testing for diferences was conducted using the non-parametric Kruskal-
Wallis test, unless specifed otherwise. For statistically signifcant diferences, we further conducted 
post hoc pairwise Mann-Whitney tests with Bonferroni correction for multiple testing. We report 
efect sizes calculated by dividing the Z-statistic extracted from the pairwise comparisons by the√
square root of the sample size �, i.e., �/ � [19]. 

4.1 Efect of Intervention 

To investigate the efect of session length, we grouped players into three bins: ‘Short’ for those 
who played a single round of the game (i.e., 1–10 articles); ‘Medium’ for those who played between 
2 and 3 rounds (i.e., 11–30 articles); and ‘Long’ for those who played more than 3 rounds (i.e., more 
than 30 articles). For each player in these groups, we calculated the accuracy by adding the number 
of interactions in which they shared or liked mainstream articles with the number of interactions 
in which they fact-checked low-credibility articles and dividing the sum by the total number of 
articles. We did not fnd any statistical diferences in the mean accuracy values across these player 
groups (Short: 0.636; Medium: 0.657; Long: 0.665; � > 0.05). 
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Fig. 4. Mean accuracy for the Short, Medium, and Long player groups, split by interactions with mainstream 
and low-credibility content. 

To understand the efectiveness of the game intervention, we investigated player interactions 
with mainstream and low-credibility content separately across the same player groups mentioned 
above (i.e., Short, Medium, Long). For each player we calculated: (1) the accuracy of recognizing 
mainstream content by dividing the number of Share and Like actions by the total number of 
interactions with mainstream content and (2) the accuracy of recognizing low-credibility content 
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by dividing the number of Fact Check actions by the number of interactions with low-credibility 
content (see Figure 4). 

Kruskal-Wallis tests revealed statistically signifcant efects across player groups for mainstream 
articles (�2 (2) = 79.47, � < 0.001) as well as low-credibility articles (�2 (2) = 24.91, � < 0.001). 
We conducted post hoc Mann-Whitney tests to determine the specifc comparisons that were 
statistically signifcant. We found statistically signifcant improvement when comparing the Short 
player group with Medium and Long player groups for mainstream content (Short-Medium: efect 
size = 0.081, � < 0.001; Short-Long: efect size = 0.075, � < 0.001) as well as low-credibility articles 
(Short-Medium: efect size = 0.037, � < 0.01; Short-Long: efect size = 0.053, � < 0.001). However, 
the efect size is higher for mainstream articles than that for low-credibility content. Comparing 
Medium and Long player groups revealed no statistically signifcant diferences for either type of 
content. These results indicate that those who play more than one round are better at recognizing 
whether an article comes from a mainstream or low-credibility source. 

The improvement in accuracy observed above could be attributed to self-selection (i.e., those who 
play multiple rounds having a predisposition to distinguish between mainstream and low-credibility 
content) or learning (i.e., those who play multiple rounds improving their news literacy because 
of the game). We conducted two further analyses aimed at disentangling the two factors. We frst 
compared the accuracy of recognizing mainstream and low-credibility news for the frst round (i.e., 
the frst ten articles) for the three player groups defned above (see Figure 5). Kruskal-Wallis tests 
revealed statistically signifcant efects across player groups for mainstream articles (�2 (2) = 23.00, 
� < 0.001), but not for low-credibility ones (�2 (2) = 2.58, � > 0.05). We conducted post hoc 
Mann-Whitney tests to determine the specifc comparisons that were statistically signifcant. We 
found statistically signifcant improvement when comparing the Short player group with Medium 
and Long player groups (Short-Medium: efect size = 0.046, � < 0.001; Short-Long: efect size 
= 0.038, � < 0.001). These results show that those who played for only a single round were worse 
at recognizing mainstream content during that round compared to the frst-round performance of 
the others who continued on to play further rounds of the game. The lower performance could 
potentially have led these players (i.e., those in the Short group) to quit playing, thus indicating 
that self-selection might be a factor infuencing the observed results. 
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with mainstream and low-credibility content. 
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To understand whether those who proceeded to play more than one round experienced a learning 
efect, we analyzed the Medium and Long player groups in detail. Within both of these player 
groups, we binned interactions into those representing the frst round, those included in rounds 2 
and 3, and those for rounds 4 and higher. Since those in the Medium player group played either 2 or 
3 rounds, that group contained two bins, while the Long player group contained three bins because 
players in this group played more than 3 rounds. We then calculated the accuracy of recognizing 
mainstream and low-credibility articles for each bin within the Medium and Long player groups 
(see Figure 6). 

For mainstream content, we found statistically signifcant improvements for Medium (Round 1 
bin vs. Rounds 2–3 bin: efect size = 0.095, � < 0.001) as well as Long player groups (Round 1 bin 
vs. Rounds 2–3 bin: efect size = 0.195, � < 0.001; Round 1 bin vs. Rounds 3+ bin: efect size = 0.158, 
� < 0.001). On the other hand, for low-credibility content, we found a statistically signifcant 
decrease in accuracy for the Medium player group (Round 1 bin vs. Rounds 2–3 bin: efect size 
= 0.061, � < 0.001). Those who play up to three rounds of Fakey Share or Like more articles 
from mainstream as well as low-credibility sources. We did not fnd a corresponding statistically 
signifcant decrease in accuracy for players in the Long group, i.e., those who play more than three 
rounds learn to Share or Like more mainstream content, but avoid a similar increase in sharing or 
liking low-credibility articles. 
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Fig. 6. Mean accuracy for the Medium and Long player groups binned by game rounds: Round 1, Rounds 
2–3, and Rounds 3+. 

The above results address our research question regarding the learning efect of Fakey: playing 
the game for more than three rounds improves the recognition of mainstream articles, without 
afecting the detection of low-credibility content. Yet, the fact that players do not get better at 
recognizing questionable articles underscores the challenge of quickly dismissing such content 
as fake; recall that the content from low-credibility sources may not always be misinformation. 
Further game mechanisms should be explored to disincentivize sharing or liking dubious content 
within the game. 

4.2 Role of Hints 
Across the dataset, players used the Hint button 6,676 times, i.e., in 5.6% of all recorded interactions. 
Players used the hint slightly more when dealing with mainstream articles (3,622 times, 54%) than 
when deciding on low-credibility content (3,054 times, 46%). We found that the hint feature was 
used similarly by all three player groups (Short: 2,212, 33%; Medium: 2,294, 34%; Long: 2,170, 33%). 
As observed in Figure 7, in more than 70% of the cases, the hint helped players subsequently take the 
correct action (i.e., sharing or liking mainstream content or fact checking low-credibility content). 
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Figure 7 further shows that the ratio of correct post-hint actions to the number of hints increases 
as players interact more with the game. We compared the respective ratios of correct post-hint 
actions to the number of hints for Round 1, Rounds 2–3, and Rounds 3+. Since the data is normally 
distributed (� > 0.05 using a Kolmogorov-Smirnov test), we conducted a one-way ANOVA that 
showed statistically signifcant diferences across the three groups (� (2, 57) = 9.24, � < 0.001). Post 
hoc pairwise comparisons via the Tukey test found that the ratios of correct post-hint actions for 
Rounds 3+ are statistically signifcantly higher than those for Round 1 and Rounds 2–3 (� < 0.01). 
These diferences suggest that the utility of the hint increases as players play longer. 

Although the hint feature was used sporadically, it was highly efective when invoked and its 
utility increased with longer game play. 
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Fig. 7. Hints used during each article interaction within Fakey. The bars indicate the number of hints sought 
during the corresponding article interaction, with the light blue portion signifying the number of correct 
post-hint actions and the orange portion depicting the number of incorrect post-hint actions. The maroon 
horizontal line plots the ratio of correct post-hint actions to the number of hints for each article interaction. 

4.3 User Experience 

Semi-structured interviews confrmed that players understand the purpose of Fakey and fnd the 
game useful. Interviewees described the game as simple, fun, and educational. Importantly, we 
confrmed that players understand the game UI and the action buttons as intended, especially after 
playing an initial round. In particular, interviewees equated the Share and Like buttons to the 
corresponding social media features and understood the combined number of shares and likes as 
indicating a metric related to the engagement of other people with the article. 

“I think it’s similar to social media. The more people that share or like something, 
the more likely it is to go viral or that it’s probably more credible if it’s shared that 
much.” – (P6, 20, Female) 
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Interviewees reported using all or most of the pieces of information within the game (i.e., photo, 
headline, social engagement metric, and, sometimes, the hint) to discern whether the presented 
article was high- or low-credibility. 

“The photos helped a lot [in judging credibility]. But I also looked at other things, 
like the headline, like how it was written. . . if it sounds like something that could be 
true.” – (P4, 36, Male) 

Further, as intended, interviewees reported using the Fact Check button when they were unsure 
about an article’s credibility and desired additional fact-checking information. As P3 (19, Male) 
said, the Fact Check button was expected to help in “confrming whether the claim is true or false.” 

The interviews confrmed that Fakey seems to meet its goals of increasing awareness about news 
content consumed on social media and training players to be vigilant regarding misinformation 
and questionable content. 

“It [Fakey] gave me an idea that I should be careful. When I’m reading a headline 
or an article, I should double check and make sure that what I’m reading is coming 
from a trusted source. The game defnitely gave me a perception of how headlines 
and pictures can be very deceiving and very misleading when it comes to reading 
information online.” – (P5, 24, Female) 

Interviewees specifcally mentioned learning efects even when they felt that they did not perform 
especially well. 

“I want to play it again to get better at those skills. I think I like the fact that it’s 
testing your ability to know what’s real and what’s not. If that’s something people 
have an interest in, then they should play this game.” – (P6, 20, Female) 

5 DISCUSSION AND IMPLICATIONS 

We discuss the implications of the main results related to our research question, followed by the 
limitations of our approach and data. We then ofer promising directions for future research. 

5.1 Priming Efect 
Our results show that priming people to fact check makes them more suspicious of mainstream 
and low-credibility content alike. The priming leads people to dispute half of the mainstream and 
over 70% of the low-credibility content that they encounter in the game. These rates highlight 
that more than a quarter of questionable content still sneaks through without verifcation, even 
when people are explicitly primed to look for it. At the same time, people become overly suspicious 
of legitimate content. Our fndings support the need for news consumers to pause and consider 
the credibility of headlines [6, 14, 58], engage in civic online reasoning [44], and develop critical 
thinking [42, 45]. However, it is important that such interventions not create excessive suspicion of 
legitimate content. Finding the right balance between excessive suspicion and insufcient scrutiny 
is an important challenge for future research. 

One of the reasons for the inability of people to spot questionable content is the UI used to display 
news on social media. Plenty of research has shown evidence of the efectiveness of credibility 
indicators (e.g., [57, 58, 84]). Further empirical work is needed to explore how such indicators could 
be presented within the UI and the information they should contain. 

5.2 Learning 

We found that repeated play improves the ability to recognize mainstream content without afecting 
the ability to recognize questionable content. Further research is needed to determine the amount of 
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game play required to achieve sufciently high profciency in separating legitimate and questionable 
content and the length of time the acquired skill is retained. 
Games like Fakey could be useful if administered as an intervention to social media users. 

For instance, social media platforms could conduct regular drills (akin to ‘phishing drills’ used in 
organizations for employee security training) wherein users are trained using examples of debunked 
articles. Such games could even be integrated into media literacy curricula in schools. 

5.3 Player Retention 

When considering only the results of the frst round played, we found that players who stop playing 
the game within a single round perform worse than those who play more than one round. Semi-
structured interviews indicated that some players may fnd the point scheme to be less rewarding 
than expected. 
Since our results show that players who continue playing improve their performance, the 

interview fndings imply that further research is needed to fnd techniques that can retain players 
who do not perform well in initial rounds. Player retention could be addressed by employing 
techniques from research on persuasion [16, 47]. For instance, players could be encouraged to use 
the Hint button right after performing the frst incorrect action or could be shown encouraging 
messages when they make a mistake [17, 48]. If these techniques are evaluated to be successful in 
retaining players who do not perform well in the initial rounds, then the game has the potential of 
becoming more efective in its goal of training users to become more vigilant when consuming 
online content. 

5.4 Limitations and Future Work 

The research reported in this paper focuses on user interaction elements within Fakey. Of course, 
various other factors infuence the spread of online misinformation. For instance, knowing about 
education, demographics, and/or political afliation of players might provide further insight. 
However, to respect privacy, Fakey does not collect any player information except game analytics. 
For instance, we cannot associate a country of origin with a specifc player session because Fakey 
analytics are anonymous and country information is obtained separately from Google analytics. 
Similarly, we have no data to comment on representativeness of players from each country. 

The types of content that are more likely to be infuenced by engagement metrics would further 
improve our understanding of misinformation spread. However, to limit player cognitive burden 
and simplify analysis, Fakey currently displays a single social engagement metric that combines 
the number of shares and likes. During the semi-structured interviews, none of the interviewees 
reported that this design choice impacted their understanding of the social engagement metric. 
However, we acknowledge that social media platforms do not show social engagement in the form 
of such a combined metric and might show additional elements such as comments. 

In each round, Fakey shows fve news articles each from mainstream and low-credibility sources. 
This is likely a higher proportion of misinformation compared to that experienced by most social 
media users in the wild. As a result, the game setting might make players more suspicious within 
the game compared to the real world, increasing fact-checking rates. However, this efect applies to 
both types of sources, so comparative results are unafected by the priming efect. 

News sources are typically not displayed prominently on social media news feeds, such as those 
of Facebook and Twitter. As a result, social media users are vulnerable to content from questionable 
sources to a greater extent. A goal of Fakey is to help social media users become aware of this 
vulnerability. Therefore, Fakey interface mimics the lack of emphasis on sources in real-world 
social-media feeds. However, when a player takes an incorrect action or asks for a hint, Fakey 
provides feedback that includes the article source. In this way, players have a chance to realize 
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the importance of the source and transfer that knowledge to the real world. Our analysis indeed 
suggests that hints about article sources help improve news literacy. Future work could evaluate 
variations in the presentation of source information to achieve optimal learning. 

By emulating the relevant interface elements of popular social media platforms, such as Facebook 
and Twitter, Fakey avoids the ethical concerns of manipulating content in real-world news feeds [35]. 
However, a simulated social media environment has clear limitations as it difers from the actual 
platform. For instance, Fakey minimizes the cognitive load of players by capturing only the Like 
and Share actions, which were the earliest ones on social media platforms and, as such, are the 
most common across platforms and most familiar to users. 

In addition to an inability to decide whether to share or like an article, skipping could be attributed 
to other reasons, such as a lack of interest or a lack of attention. Unfortunately, the game platform 
does not collect data about the Skip action, so this information is not available for analysis. Since 
Fakey is designed to simulate a social media news feed in which users scroll through items without 
necessarily interacting with each one, we did not feel the need to capture explicit Skip actions. 
Due to this design choice, the data that we are able to analyze is limited to the cases when a player 
performed an action other than Skip. Investigating when, how, and why people decide to skip 
articles is an interesting avenue for future research. 

6 CONCLUSION 

Game-based approaches can be useful to help people improve news literacy and avoid falling victim 
to misinformation. Given that social media is a primary vehicle for misinformation spread, such 
approaches must be efective in countering exposure to questionable content in a social media 
context. To that end, we designed a game that emulates the experience of a real-world social media 
news feed to train people to verify questionable content and avoid endorsing and spreading it to 
their friends. We confrmed that the game can enhance information evaluation skills and increase 
digital literacy. Our research underscores that countering online misinformation is a multi-faceted 
challenge that requires paying attention not just to the content and the actors but also to the UX 
and UIs of the platforms on which the content is disseminated. 
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A GAME INSTRUCTIONS 

A.1 Introductory page 

How to Play: 

This game aims to teach media literacy and study how people interact with misinformation. 

You will see a simulated news feed with articles like the one below: some coming from legitimate 
news sources and some from sites that typically publish false or misleading reports, clickbait 
headlines, conspiracy theories, junk science, and other types of misinformation. 

Your goal is to support a healthy social media experience by promoting information from reliable 
sources and not from low-credibility sources. 

A.2 Page 2 

Inspect each article in the feed just as you would in your favorite social media service. Look at the 
image, headline, and description to decide whether it’s credible, in which case, you may share or 
like it. Select Fact Check to indicate that you don’t trust the article. 

These actions are just simulations and will not afect your social media profle. Select Hint or Skip 
if you are not sure. 
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A.3 Page 3 

The game will score each action you take. Your points describe how much experience you have. 
Your skill measures how good you are at promoting information from trustworthy sources and 
spotting articles from low-credibility sources. 

You will get top points for sharing articles from credible sources and fact checking articles from 
suspicious sources. 

On the other hand, sharing an article from an untrusted source will cause your skill to decrease. 

Liking a suspicious article or fact checking information from a legitimate source will get you few 
points. You may also use a hint, but it will cost you a few points. 

A.4 Page 4 

Scroll down to view more articles. Scrolling past an article or selecting Skip will not afect your score. 

To end the game session, scroll down to the bottom and press Done to see how you did. You may 
play as many rounds as you like. Check the leaderboard to see how your skills compare to other 
players! 
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B SAMPLE ARTICLES 
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C INTERVIEW QUESTIONS 

[Show and explain the Study Information Sheet.] 

Do you have any questions before we start? 

May I record this session? [If participant agrees, start recording.] 

As we discussed, the purpose of our research is to study a game called Fakey by gathering feedback 
from people such as yourself. Please feel free to be candid. Your honest feedback will help us 
understand how to make games like Fakey more efective. 

[Bring up Fakey and share screen.] 

As you can see, Fakey displays a variety of articles from mainstream as well as fringe sources. Your 
primary task will be to distinguish real information from questionable content. 

Looking at each article, you are able to see the photo connected to the article, the headline of 
the article, a brief description of the article, and the number of users who liked or shared the content. 

User Interface: 
For starters, we would like to gather your initial thoughts on Fakey. 

• What are your frst impressions upon seeing Fakey? 
• Go through each UI element (e.g., button, caption, etc.) within Fakey and ask: What do you 
think this element does? 

• What do you believe is the purpose of including the photo with each headline? 
• What would you say is the purpose of including the number of interactions (i.e., likes and 
shares) for each article? 

• How do you think Fakey operates? 
• What do you think is the purpose of Fakey? 

Now that you’ve had a chance to think about Fakey, we would like you to experience interacting 
with it. Before we let you play with Fakey on your own, we would like to give you a brief overview 
of how each button within Fakey works and how it will afect the score you achieve: 

• Share - The share button means that you would like to share this article with your social 
network. If you share accurate information, your Points and Skill will increase much more 
than if you share misinformation. 

• Like - The like button indicates that you would ‘Like’ the article on social media. Liking a 
true article will increase your Points and Skill, though not as much as sharing it. 

• Fact Check - This button is used if you believe an article may contain misinformation. Fact 
checking potential misinformation will increase your Points and Skill much more than doing 
so for articles from mainstream sources. 

• Hint - If you press the Hint button, Fakey will reveal the source of the article. You can 
then use this extra information to help you distinguish between real or questionable news. 
However, you will get fewer points for taking the correct action with a hint than without a 
hint. 

• Skip - As the name implies, the Skip button simply skips the article. You are free to skip any 
article. 
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Before we proceed, do you have any questions about how Fakey works? 

Now, we would like you to interact with Fakey on your own. Fakey can be accessed by going to: 
https://fakey.iuni.iu.edu/. Please visit the site using any device and browser of your choice. When 
you are on the site, you may select ‘Play Anonymously’ if you do not wish to login to your social 
media account. We will not observe you while you play, so please take your time and play as much 
as you wish. We will wait while you do so. Please let us know when you are done playing. 

[Wait while the participant interacts with Fakey.] 

Now that you have played the game, we would like to ask you questions about your experience. 

User Experience: 

• What was your experience in interacting with Fakey? 
• How did you decide whether to play anonymously or use your social media account? Why 
did you prefer one over the other? 

• How well did the buttons in the UI match what you expected them to do? 
• When did you use the Hint button? If participant did not use the button: why not? 
• What do you think of the Fact Check button? 
• How would you use the Fact Check button if it were available on mainstream social media? 
How often? 

• What factors did you take into account when deciding how to interact with the articles 
presented in Fakey? 

• What do you think about the Points and Skill you received from Fakey? 
• How well do you think the Points and Skill match your ability to spot misinformation? 
• What did you like about Fakey? 
• What did you dislike about Fakey? 
• What, if anything, was confusing or difcult during your interaction with Fakey? If anything 
was confusing or difcult: what would have made it easier? 

• What do you think is missing in Fakey? 
• If you could change anything about how Fakey works, what would it be? Why? 
• If you could improve Fakey by adding any functionality, what would you add? Why? 

Participant Background: 
Finally, we would like to know a bit more about you and your general thoughts about online 
misinformation. 

• What do you think about fake news and online misinformation? 
• What are the major sources from which you get your news? 
• How do you determine whether the information contained within a news article is accurate 
and trustworthy? 

• What are your thoughts on fact-checking sites and services? 
• Have you ever used fact-checking sites and services? If yes, when and why? If no, why not? 
• Which social media services do you use on a regular basis? If participant does not use social 
media on a regular basis: why not? 

• How often do you like or share news articles on social media? Why kind of news articles? 
With whom? For what purposes? 

• How does the number of social media likes, shares, or comments infuence your opinion 
regarding a news article? 
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Conclusion: 
Those are all the questions we have for you. Before we end, is there anything else you’d like to tell us? 

Thank you for participating in our study. We greatly appreciate your time. We will send you a $5 
Amazon gift certifcate to your email address. 

If you have any questions after we end, please feel free to contact us by email. Thank you. 

Received June 2020; revised October 2020; accepted December 2020 
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