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Abstract
An online world exists in which businesses have become burdened with managerial and legal duties regarding the seeking 
of informed consent and the protection of privacy and personal data, while growing public cynicism regarding personal data 
collection threatens the healthy development of marketing and e-commerce. This research seeks to address such cynicism by 
assisting organisations to devise ethical consent management processes that consider an individual’s attitudes, their subjective 
norms and their perceived sense of control during the elicitation of consent. It does so by developing an original concep-
tual model for online informed consent, argued through logical reasoning, and supported by an illustrative example, which 
brings together the autonomous authorisation (AA) model of informed consent and the theory of planned behaviour (TPB). 
Accordingly, it constructs a model for online informed consent, rooted in the ethic of autonomy, which employs behavioural 
theory to facilitate a mode of consent elicitation that prioritises users’ interests and supports ethical information manage-
ment and marketing practices. The model also introduces a novel concept, the informed attitude, which must be present for 
informed consent to be valid. It also reveals that, under certain tolerated conditions, it is possible for informed consent to be 
provided unwillingly and to remain valid: this has significant ethical, information management and marketing implications.

Keywords Informed consent · Theory of planned behaviour · Privacy · Big data · Personal data · Information management · 
Marketing ethics

Introduction

The overreaching aim of this paper is to support ethical 
personal information management and marketing practices 
by developing a conceptual model for online informed con-
sent decision-making, situated in normative ethics theory, 
based upon the unification of the autonomous authorisation 
(AA) model of informed consent and the theory of planned 
behaviour (TPB), which prioritises users’ interests. It seeks 
to equip organisations with a behavioural-focussed, theo-
retical framework that describes the mechanism of online 

consent provision, as experienced by the web user. This user-
focussed frame of reference has the potential to substantially 
address many of the privacy concerns and the scepticism of 
the online citizen.

Informed consent to personal data processing has its 
roots in and derives its core meaning from the domains 
of medicine and research (Beauchamp, 2011). That core 
meaning concerns the primacy of human autonomy: peo-
ple have the right to make decisions for themselves (Kirby, 
1983; Tymchuk, 1997). Autonomy is a foundational ethical 
principle in Kantian deontology, which is often described 
as moral autonomy—the capacity of rational persons to 
impose upon themselves moral laws, free from external 
influences. However, it has also been argued to play a key 
role in consequentialist ethical theory via its association 
with well-being—and resulting utilitarian value. Consent 
and autonomy are also central aspects of the contractual-
ist tradition in which individual interests are pursued for 
effective mutual advantage via autonomous agreement 
to achievable self-imposed obligations and constraints 
(Heugens et al., 2006a, 2006b). Autonomy, in business-
consumer interactions, essentially requires organisations 
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to respect the right of consumers to make rational deci-
sions. This means furnishing consumers with all relevant 
information, and to not subject them to manipulation or 
coercion, which are core principles of the AA model of 
informed consent.

Consent also possesses “moral force”: it can transform 
a wrong into a right and it has the ethical power to recast 
the normative expectations that exist between individuals 
(Hurd, 1996). Kant’s conception of autonomy is inelimina-
bly linked with morality being a form of self-governance, as 
opposed to earlier interpretations of morality as obedience 
to the state, church or others professing to be wiser than us, 
and it heralded the emergence of the Western liberal view 
of society (Campbell, 2017). More recently, the concept has 
been transferred to the digital self in the online world.

The digital self is founded upon personal information 
stored about an individual in online databases. Concerns 
have been expressed for some time about the manner in 
which this information is collected and aggregated (Bashir 
et al., 2015; Borgesius, 2015; Cate & Mayer-Schönberger, 
2013; Solove, 2013) and the power that it is handing to 
multi-national corporations (Lanier & Weyl, 2018). Rev-
elations such as the 2018 Facebook-Cambridge Analytica 
data scandal where it was reported that Facebook user data 
was used to influence voters’ choices at the US ballot box 
(Cadwalladr & Graham-Harrison, 2018) and a multitude of 
reports of data security breaches (Hajli et al., 2017), have led 
to a general diminishment of trust in technology companies 
(O'Flaherty, 2018). A recent global survey (of Millennials) 
indicated a pervasive, deep disillusionment in governments 
and corporations, with widespread scepticism of business’ 
motives and dissatisfaction with the way in which personal 
data are being used (Deloitte, 2019).

Linked to this are growing privacy concerns which 
are becoming more significant in the big data era and are 
requiring increased organisational focus (Hong et al., 2021; 
McAfee et al., 2012). These concerns frequently inhibit the 
adoption and exploitation of big data analytics (Alharthi 
et al., 2017; Pantano et al., 2021), which has consequences 
for innovation (Mikalef et al, 2019) and, ultimately, long-
term business sustainability. Indeed, organisations that take 
advantage of the business benefits that big data promises, but 
fail to appropriately reconcile these concerns, risk repercus-
sions that could cause serious detriment to their reputation, 
capabilities and overall competitive advantage (Hajli et al., 
2021). To address these challenges, the concept of privacy 
by design (PbD) is gaining traction (Romanou, 2018), and 
is a key concern for the general data protection regulation 
(GDPR) (Andrew & Baker, 2021). PbD involves embedding 
privacy principles into the design, operation and manage-
ment of information systems, in which the individual’s free 
and specific consent is required for the collection, use or 
disclosure of their personal data (Cavoukian, 2009).

In the UK and the EU, disclosed personal data may be 
processed under several legal bases, one of which is consent 
[GDPR Article 6(1), Data Protection Act 2018]. Consent 
requests often form part of a "secondary exchange" in rela-
tion to the "primary exchange" of purchase of or subscription 
to mainstream goods or services that have become part of 
the everyday digital economy (Culnan & Bies, 2003; Obar, 
2020). A system exists at present in which many businesses 
satisfy their legal duties regarding the seeking of consent for 
personal data processing using “clickwraps”. Clickwraps are 
digital prompts that enable web users to effortlessly signify 
their consent by checking a box, clicking a button or employ-
ing some other similar means (Obar, 2020). They also pro-
vide a means to opt out of all or some of the data collection 
activities, but this is commonly a more inconvenient process, 
with more buttons to click (Obar, 2020) and with access to 
service often being denied if consent is not provided (Sch-
ermer et al., 2014; Tsohou & Kosta, 2017). Indeed, if a user 
wishes to check the privacy policy associated with a consent 
request, they usually find a lengthy document, often written 
in legalistic language that they do not understand (Acquisti 
et al., 2015; Mai, 2016; Schermer et al., 2014; Wright & Xie, 
2019). Moreover, in the context of data processing, due to 
the complexity of data-sharing arrangements, the individual 
is no longer able to make rational, conscious or autonomous 
decisions (Marwick & Hargittai, 2019; Obar, 2020; Scher-
mer et al., 2014). Cumulatively, this leads to consent desen-
sitisation or fatigue in which people do not make active, 
informed choices, become disinterested, or feel powerless 
when confronted with the consent request (Obar, 2020; Tene 
& Polonetsky, 2012).

Understanding this dynamic is key to implementing prac-
tices that prioritise users’ interests in the domain of consent 
elicitation. However, despite informed consent being intrin-
sic to much of the personal data collection that takes place 
online, the nature of online consent remains ill-understood 
(Solove, 2013). Models have been proposed which seek to 
explain online personal information disclosure behaviours 
across a variety of situations (see e.g. Dinev & Hart, 2006; 
Li et al., 2011; Malhotra et al., 2004; Smith et al., 1996; Van 
Slyke et al., 2006; Xu et al., 2013), and studies have inves-
tigated an increasing number of antecedents and outcomes 
for privacy concerns in an ever-growing number of contexts 
(Yun et al., 2019). This has led to calls for a consolidation of 
privacy-related constructs that can cater for disparate con-
texts to allow the development of a robust underlying theo-
retical model that explains consent behaviours (Yun et al., 
2019). However, no such models have been produced to date 
and a gap certainly exists in the sense that no attempt has 
been made to build a macro-level model for online informed 
consent that is situated in behavioural modelling theory. This 
paper proposes a model that connects behavioural theory to 
informed consent theory, to promote better understanding 
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of the behavioural mechanisms that are congruent with the 
principle of informed consent in the context of personal data 
collection and subsequent processing. A corollary of the 
model allows situations or behaviours that are not concord-
ant with an individual’s informed consent for personal data 
processing to be discerned, for example, to identify unethical 
data collection practices in the marketing domain.

In the present research, the TPB is the chosen theoreti-
cal behavioural lens. While the scope for its improvement 
has been acknowledged (Ajzen, 1991) and it has received 
criticism in some quarters (see Bagozzi, 1992, 2007; Ben-
basat & Barki, 2007), it remains extensively used in con-
temporary studies to analyse a profusion of behaviours in 
numerous contexts (including online contexts) either in its 
original form, in an extended form, or in combination with 
other theories or models (see e.g. Apau & Koranteng, 2019; 
Ho et al., 2017; Li et al., 2019; Sharif & Naghavi, 2020). 
Among several advantages that the TPB has over competing 
behavioural models is its parsimony, and a set of explana-
tory variables that have distinct conceptual foci (Crespo & 
del Bosque, 2008). Moreover, it has commonly been used to 
underpin investigations concerning online personal informa-
tion disclosure (Smith et al., 2011).

A number of models exist for informed consent, one of 
which considers informed consent as a form of autonomous 
authorisation (AA) (Faden & Beauchamp, 1986). Although 
the AA model originally derives from the medico-legal 
domain, Faden and Beauchamp (1986) did not preclude its 
use in other contexts. Moreover, this mode of autonomous 
consent provision is particularly applicable to the present 
research because it forms the basis for providing consent for 
personal data processing under the GDPR (Carolan, 2016; 
Schermer et al., 2014). Moreover, as is demonstrated in the 
section “Relationships between AA and TPB constructs”, 
the variables within the TPB model align with those of the 
AA model of informed consent. Accordingly, combining 
these models offers the potential to address the gap regard-
ing macro-modelling of online informed consent through 
a behavioural lens. In addition to addressing this gap, this 
paper also serves an inter-disciplinary function by extending 
the use of the AA model from a tradition within the medico-
legal ethical domain into a new domain of business ethics 
and, in particular, the ethics of online subscription to goods 
and services and associated marketing activities.

Literature Review and Theoretical 
Framework

Various theoretical constructions have been proposed for 
informed consent. On one level, there are those construc-
tions that seek to characterise the provision of consent in 
terms of the extent to which the consent of an individual may 

be purposed or re-purposed. These models include broad 
consent, blanket consent (Ploug & Holm, 2015a), presumed 
consent (Hofmann, 2009), express consent (Win, 2005) and 
implied consent (Hofmann, 2009). On an entirely different 
level, there are models that seek to address the ontology of 
consent. These models, because they seek to address the 
intrinsic nature of consent, are of particular interest in the 
present paper. They include the disclosure model (Faden 
& Beauchamp, 1986; Friedman et al., 2000; Marta, 1996; 
Sim & Wright, 2000), the effective consent model (Faden 
& Beauchamp, 1986), the AA model (Faden & Beauchamp, 
1986) and the fair transaction model (Miller & Wertheimer, 
2011). This paper is especially concerned with the AA 
model, because of its direct relationship with data protec-
tion legislation, as discussed in the section “Introduction”. 
A brief description of this and the other ontological models 
is provided in this section to place the AA model in context.

The disclosure model is the traditional medico-legal 
model, and it identifies five constituents of consent: disclo-
sure, comprehension, voluntariness, competence and agree-
ment (Faden & Beauchamp, 1986; Friedman et al., 2000; 
Marta, 1996; Sim & Wright, 2000). Disclosure refers to the 
adequacy of the information provided to the participant. 
Comprehension concerns the participant’s understanding 
of the information provided. Competence concerns the par-
ticipant’s ability to make a rational decision, and includes 
psychological as well as social and legal criteria (e.g. age 
thresholds) (Faden & Beauchamp, 1986). Voluntariness 
relates to the absence of control regarding the decision. 
The final element, agreement, is sometimes omitted as an 
element and, in other analyses, it is given a different label, 
being variously referred to as consent, decision, collabora-
tion or agreement (Faden & Beauchamp, 1986; Friedman 
et al., 2000; Marta, 1996; Sim & Wright, 2000).

The effective consent model, proposed by Faden and 
Beauchamp (1986), closely resembles the disclosure model, 
in which a framework of organisational and institutional 
rules, policies and procedures shape the seeking of consent. 
It does not rely upon the autonomy of the person. Rather, it 
is concerned with legally and institutionally effective sys-
tems of processes and regulations that govern the seeking 
of consent and regulate the behaviour of the consent seeker 
(Faden & Beauchamp, 1986).

In the fair transaction model (Miller & Wertheimer, 
2011), disclosure, comprehension, competence, voluntari-
ness and absence of deception are key aspects but, unlike the 
disclosure model, they are context sensitive. What comprises 
fairness is dependent upon the risk–benefit profile; greater 
efforts are required to promote and verify comprehension as 
the negative consequences to individuals increase.

The AA model of consent, proposed by Faden and 
Beauchamp (1986), is purely logical in concept and 
free from normative conditions which may be applied 
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for practical or policy reasons. The model submits that 
informed consent is synonymous with autonomous author-
isation, i.e. that autonomy and authorisation are its con-
stituent elements. They define autonomy as consisting of 
substantial understanding, non-control and intentionality.

According to Faden and Beauchamp (1986), substantial 
understanding requires “apprehension of all the material 
or important descriptions—but not all the relevant (and 
certainly not all possible) descriptions”. They describe 
how the importance of a description may largely be deter-
mined by “the extent to which the description is material 
to the person’s decision to authorize” (p. 302), which they 
say is entirely subjective. An intentional action, according 
to Faden and Beauchamp (1986), is one “willed in accord-
ance with a plan” (p. 243), but it also includes tolerated 
acts. Tolerated acts are those that may be unwanted or 
undesirable. Non-control refers to there being no external 
controls on the action: an external controlling influence 
would negate autonomy.

Autonomy is a principle that is key to deontological 
theories and has been argued to also play a pivotal role in 
consequentialist ethical theories. It is a fundamental prin-
ciple of ethics in Kantian deontology that lies at the heart 
of his fundamental principle of morality—the Categorical 
Imperative, which states that you should act only accord-
ing to that maxim that you would wish all other rational 
people to follow as if it were a universal law (Kant, 1785). 
Kant’s formulation of autonomy is based upon the prin-
ciple that a person is obliged to follow the Categorical 
Imperative because of their use of reason, rather than any 
external influence (White, 2004). This proposition requires 
people to recognise the right of others to also act autono-
mously. In the commercial context, this translates to busi-
nesses furnishing consumers with material information 
relevant to their decision and respecting their right to be 
free from external control or influence.

To some extent, this resonates with the stakeholder 
theory approach to marketing ethics. As a normative the-
ory, the stakeholder theory contends that managers have a 
fiduciary relationship with all stakeholders and when the 
interests of stakeholders conflict, the optimal balance must 
be achieved (Hasnas, 1998). In its empirical form, it effec-
tively asserts that a business's financial success requires all 
stakeholders' interests to be given proper consideration and 
that policies should be adopted to effect the best balance 
among them (Hasnas, 1998). Cohen (1995) suggests that 
consent is intrinsically related to the concept of stakehold-
ership—that what an individual or a group of individuals 
would consent to is an important aspect of stakeholder 
interest and that notions of stakeholdership would benefit 
from the perspective of consent theory—for which agent 
autonomy is a central principle.

However, in stakeholder theory, the interests of the indi-
vidual can be subdued to the interests of the wider collec-
tive group of stakeholders to achieve the optimal balance so 
while their autonomy may be respected, their interests may 
not actually be served in the stakeholder paradigm (Ambler 
& Wilson, 1995; Hasnas, 1998). At a more fundamental 
level, the prioritisation of competing stakeholder claims 
also encumbers normative stakeholder theorisation (Van 
Oosterhout et al., 2006).

The approach of contractualism is very different. Contrac-
tualism does not aggregate interests, but rather centres on 
the interests of individuals and captures “the separateness of 
persons” (Rawls, 1971). Parties to an agreement must have 
(a) interests that largely align, (b) the ability to abide by the 
terms of the agreement and (c) have sufficient autonomy to 
adhere to self-imposed obligations and constraints (Heugens 
et al., 2006a, 2006b).

The principle of autonomy is not generally associated 
with consequentialism because it allows for aggression 
against individuals to aid others (Cummiskey, 1990). How-
ever, Mill’s (1859) view of autonomy is actually rooted in 
consequentialist ethical theory, claiming that it is an essen-
tial element of well-being and, therefore, has utilitarian 
value. In the commercial context, a sense of autonomy has 
been argued as being vital to a consumer’s well-being, with 
consumers experiencing utility from the attribution of posi-
tive outcomes to the self when they feel in control of their 
behaviours or choices (André et al., 2018).

Making informed choices is key to Faden and Beau-
champ’s (1986) AA model but they refused to generalise 
the model beyond the medical and research settings and 
even acknowledged that it might not be possible to apply 
the AA model to some environments. However, more impor-
tantly, they did not preclude its use in other contexts, and 
subsequent literature has since recognised the AA model as 
valid within the personal data processing context (Schermer 
et al., 2014). Within this context, automation is, for example, 
facilitating micro-targeted marketing practices, based upon 
behavioural observations, which, on the one hand, facilitate 
easier consumer choices and enhance well-being but, on 
the other hand, could undermine their sense of autonomy 
and undermine well-being (André et al., 2018). The model 
presented in this paper helps to dissect the factors at play in 
such decision-making processes.

Table 1 summarises the consent models described in this 
section.

The protection of personal data falls to the general data 
protection regulation (GDPR) in the EU and, in the UK, its 
incorporation into post-Brexit UK law as the UK GDPR. 
Schermer et al. (2014) point to the GDPR as strongly influ-
enced by the AA model but they argue that AA does not 
consider the realities of the human decision-making process 
concerning personal data processing. Therefore, a model 
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that also considers human behaviour would be particularly 
advantageous.

As far as online consent behaviour is concerned, in the 
EU and the UK, the regulatory framework dictates that 
signification of consent is required “by a statement or by a 
clear affirmative action” [GDPR, Article 4(11)], typically 
by ticking a box or clicking “I agree”. In this sense, it has 
a discernible behavioural component. Several behavioural 
models exist to explain human behaviour in various contexts, 
of which the main ones of relevance to consent behaviours 
are shown in Table 2.

Of the theories described in Table 2, the TPB is the 
theory of choice to advance the development of a model 
for online consent to personal data processing. Some justi-
fication is provided in Table 2, but the merits or otherwise 
of competing models shown in Table 2 is not the focus of 
this paper—for fuller details pertaining to each of the mod-
els, the reader may consult the referenced articles included 
within the table.

The TPB is a psychological theory that connects beliefs 
with behaviour. It states that attitudes towards the behaviour, 
subjective norms and perceived control over the behaviour 
are predictors of behavioural intentions. In turn, these behav-
ioural intentions, in conjunction with perceived behavioural 
control (PBC), are predictors of the behaviour (Ajzen, 1991). 
The TPB is designed to predict and explain human behaviour 
in specific contexts. Figure 1 illustrates this relationship.

Upon initial inspection, as explained next, there is a high 
degree of commonality between the constructs of the AA 
model of consent (understanding, non-control, intention 
and authorisation) and those of the TPB (attitude, PBC, 

subjective norm, intention and behaviour). In brief, an atti-
tude is formed from one’s understanding of something in 
much the same way as one’s control over something also 
derives from one’s understanding of it. In this regard, both 
the attitude construct and the PBC construct in the TPB are 
related to the understanding construct in the AA model. 
Subjective norms relate to the perceived social pressure to 
engage or not to engage in a behaviour (Ajzen, 1991) and 
such pressure ostensibly relates to how much individual con-
trol a person feels they have in relation to that behaviour. In 
this manner, the subjective norm construct in the TPB is 
related to the non-control construct in the AA model. An act 
of authorisation is, essentially, a behavioural act, so the TPB 
construct of behaviour and the AA construct of authorisa-
tion, have a clear association. Furthermore, the intention 
construct is common to both models. These associations are 
summarised in Table 3 and are discussed more fully in the 
section “Relationships between AA and TPB constructs”.

Methodology

This research uses a qualitative method (logical reasoning) 
supported by an illustrative example. First, it employs logi-
cal reasoning to develop an original conceptual model for 
online informed consent decision-making based upon the 
unification of the AA model of informed consent and the 
TPB: each of the constructs of each of the theories is dis-
sected and conditions are highlighted under which a TPB 
construct aligns with an AA construct. Second, an illus-
trative example, consisting of an analysis of web users’ 

Table 1  Consent models

Consent model Description Constituents Source

Autonomous 
authorisation 
(AA)

Consent is an act of authorisation with complete 
autonomy

(1) Understanding
(2) Intentionality
(3) Absence of control/voluntariness
(4) Authorisation

Faden and Beauchamp (1986)

Effective consent Balances AA model requirements with institu-
tional concrete concerns and priorities. Rules 
are applied in aggregate to serve efficiency and 
effectiveness

(1) Disclosure
(2) Understanding
(3) Competence
(4) Agreement/authorisation
(5) Voluntariness

Faden and Beauchamp (1986)

Fair transaction Validity of consent transactions is based on fair 
terms of cooperation for the respective parties 
that reflect the context of the activity for which 
consent is given

(1) Fairness
(2) Disclosure
(3) Assessing understanding
(4) Voluntariness
(5) Cooperation
(6) Agreement/authorisation

Miller and Wertheimer (2011)

Disclosure Relevant information is disclosed to a competent 
person who understands what is disclosed and 
voluntarily agrees

(1) Disclosure
(2) Understanding
(3) Competence
(4) Agreement/authorisation
(5) Voluntariness

Friedman et al. (2000) and others
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behaviour regarding tracking is employed to demonstrate 
various aspects of the model. The illustrative example is 
based upon extant research.

The use of an illustrative example to demonstrate the 
empirical relevance of a theoretical model was advanced by 
Eckstein (1975) in his seminal paper which considered how 

Table 2  Key behavioural theories/models and their relevance to online consent to personal data processing

Theory Area addressed Relevance to online consent to personal data 
processing

Theory of planned behaviour (TPB) (Ajzen, 
1985)

Designed to predict and explain human behav-
iour in specific contexts

High—looks viable, flexible, does not pre-
determine the investigation, well-established. 
TPB is widely used to explore online 
privacy-oriented behaviours

Protection motivation theory (Rogers, 1975) Protective behaviours Little—consent is not necessarily a protective 
behaviour, for example, consent to a waiver 
of legal rights

Social cognitive theory (Bandura, 1986) Behaviour is learned by observing the conse-
quences of others’ behaviour and whether 
that behaviour has a positive or a negative 
outcome

Little – an explanation of the behaviour is 
sought, not at how it was arrived

Trans-theoretical model (Prochaska & DiCle-
mente, 1984)

Provides strategies for positive behavioural 
change

Little—an explanation of the behaviour is 
sought, not how the behaviour may be 
changed

Social practice theory Looks at how human beings act within a struc-
ture of social practices to “do stuff”

Too broad—general social practices do not 
allow the level of granularity required to 
analyse online consent to personal data 
processing

Personality theory (Eysenck, 1963; Goldberg, 
1990; McCrae & Costa, 1987)

Traits are determinants of behaviour Some—general personality traits cannot be 
used in isolation

Elaboration likelihood model (ELM) (Petty & 
Cacioppo, 1986)

Attitude change/persuasive communications Little—change of attitudes may affect consent, 
rather than explain it. The attitude itself is 
more relevant

Internet users information privacy concerns 
model (Malhotra et al., 2004)

Internet users’ information privacy concerns Some—but does not begin from a neutral 
standpoint. It pre-judges that privacy con-
cerns may affect consent

Fig. 1  Theory of planned 
behaviour [adapted from Ajzen 
(1991)] Attitude 

toward the 
behaviour

Intention Behaviour
Subjective 

norm

Perceived 
behavioural 

control

Actual 
behavioural 

control
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case studies could be used to facilitate research in the social 
sciences domain. More recently, Yin (1994) has similarly 
argued that the illustration of certain topics within a research 
domain, by way of case study or example, can greatly help 
to understand real-life phenomena in depth.

The use of an illustrative example is beneficial for three 
primary reasons: (i) it allows for closer inspection of con-
structs and empirical illustration of causal relationships by 
studying complex phenomena within their contexts (George 
& Bennett, 2005; Siggelkow, 2007); (ii) it can attain high 
levels of conceptual validity by providing a mechanism to 
refine concepts (George & Bennett, 2005); (iii) it allows for 
the study of phenomena that would otherwise be difficult to 
quantify or study outside of their natural setting (Bonoma, 
1985).

More specifically, in the present research, using tracking 
cookies to illustrate specific aspects of the proposed model 
has the advantage of being able to leverage considerable 
prior research in the domain of web user behaviour in rela-
tion to cookie notices.

Relationships Between AA and TPB 
Constructs

This paper is primarily concerned with eliciting the relation-
ships between the AA and the TPB constructs to facilitate 
a mode of consent elicitation that supports ethical informa-
tion management and marketing practices. It uses the defini-
tions of the constructs detailed within each of the models, as 
articulated by each of their architects, Faden and Beauchamp 
(1986) and Ajzen (1991) respectively. It is not concerned 
with scholarly debates surrounding the nature of these con-
structs. This section draws heavily upon the description of 
the TPB as per Ajzen (1991) and the interpretation of con-
sent as per the AA model of Faden and Beauchamp (1986).

The Relationship Between Understanding 
and Attitude, and Between Understanding and PBC

This section demonstrates that the understanding construct 
embedded within the AA model of informed consent (Faden 

& Beauchamp, 1986) and the attitude construct in the TPB 
(Ajzen, 1991) are concomitant, to the extent that one over-
laps, either wholly or partially, with the other. A similar 
demonstration is presented for the relationship between 
understanding and PBC.

The AA model of consent defines the understanding 
that is required for the validity of informed consent. This is 
wholly independent of what an individual actually under-
stands. Therefore, required understanding and actual under-
standing may not be congruent.

Understanding is a highly nuanced phenomenon with 
numerous interpretations. The AA model, however, is con-
cerned with two particular categories of understanding in 
relation to the consent process. These are (i) the requirement 
that an individual “understands that” they are authorising 
and (ii) that they “understand what” they are authorising 
(Faden & Beauchamp, 1986). Both are explored in this 
section.

The Relationship Between Understanding that they are 
Authorising and PBC Over the Authorisation Process

The PBC construct in the TPB owes much to Bandura’s 
work on self-efficacy (Ajzen, 2002). Perceived self-efficacy 
is concerned with “people’s beliefs about their capabilities to 
exercise control over their own level of functioning and over 
events that affect their lives” (Bandura, 1991, p. 257). The 
difference between the two is that PBC is concerned with 
control over the behaviour, whereas perceived self-efficacy is 
concerned with control over outcomes (Ajzen, 2002). In the 
context of providing authorisation for the sharing of personal 
data, this distinction is important: an individual may have 
control over the authorisation behaviour (i.e. they can choose 
to share their personal data or not), but their control over the 
authorisation outcome (i.e. precisely how their personal data 
is used) is an entirely separate consideration.

The PBC construct in the TPB comprises control beliefs 
and the strengths of those beliefs in respect of their capacity 
to influence the behaviour in question. These beliefs com-
bine to create a “perceived ease or difficulty of perform-
ing the behaviour”, which serves as the definition of PBC 
(Ajzen, 1991). The construct is given by Eq. (1):

where n is the number of salient control beliefs, and pi is 
the perceived power of the control belief ci to facilitate or 
inhibit the behaviour.

In the course of authorising, an individual uses any 
“right, power, or control” that they possess in order to 
bestow another with the right to act (Faden & Beauchamp, 

(1)perceived behavioural control (PBC) ∝

n
∑

i=1

pici

Table 3  Mapping of autonomous authorisation model of consent con-
structs onto theory of planned behaviour constructs

AA constructs Associated TPB constructs

Understanding Attitude and perceived 
behavioural control

Non-control Subjective norm
Intention Intention
Authorisation Behaviour
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1986). This Faden and Beauchamp describe as the “per-
mission giving” and “transfer-of-control” function of 
authorisation.

To understand is to perceive. Therefore, an individual 
understanding that they are authorising, is synonymous with 
them perceiving that they are authorising, i.e. they perceive 
that they are giving permission and transferring control. If 
they perceive that they are transferring control, then it logi-
cally follows that they must also perceive that said control 
lies within their means in the first place. They may have one 
or more beliefs concerning their control over the authorisa-
tion process, and each such control belief (ci) they may hold 
to a greater or lesser extent (pi). The totality of these beliefs 
constitutes their understanding that they are authorising and 
it can be represented by the PBC construct in the TPB, if 
authorisation is considered as a form of behaviour.

Whether perceived control is transferred voluntarily is 
an entirely separate consideration. Voluntariness is a dis-
tinct construct that is related to the non-control construct 
in the AA model and the subjective norm construct in the 
TPB model, as discussed in the section “Non-control (and 
its relationship with subjective norms)”.

Whether an individual has the power or control to author-
ise is a matter of fact, not belief or understanding. It is a 
binary construct (i.e. they either have control or not), and it 
adds a third dimension (the first two being what is required 
to be understood and what an individual actually under-
stands) to the consent process. Ajzen (1991) recognises this 
as actual control over the behaviour in question.

An individual’s beliefs regarding their control over the 
authorisation process may correspond with the fact of their 
control, or it may not. If it does not, it is a false belief. Faden 
and Beauchamp (1986) adopt a “justified belief” standard to 
evaluate the quality of an individual’s understanding: is the 
person holding the belief justified in believing that it is true?

The understanding of an action and the performance of 
it, based solely upon a demonstrably false belief, is less than 

fully autonomous (Faden & Beauchamp, 1986). Where an 
individual holds several beliefs, some justified and some 
demonstrably false, substantial understanding may still 
be possible, depending upon the extent to which the false 
beliefs affect their understanding.

There are two types of false beliefs concerning control 
over the authorisation process. Firstly, when an individual 
believes that they have control over the authorisation process 
when, in fact, they do not. Secondly, a false belief can also 
arise when an individual believes that they do not have con-
trol over the authorisation process when, in fact, they do. In 
both cases, the individual misunderstands their capabilities 
in terms of the authorisation. In the latter case, in terms of 
PBC constructs, this could be considered an individual hold-
ing a “negative control” belief (i.e. pi has a negative value).

In their discussion of false beliefs, Faden and Beauchamp 
(1986) declare, “some false beliefs are more important…
than others, and these must be given more weight” (p. 253). 
This assertion accords with how beliefs are framed in the 
TPB: in the TPB, false control beliefs ci and cj are not neces-
sarily equal: they have different weights or powers, pi and pj.

Furthermore, an individual may hold “mixed beliefs”, 
partly believing that they have control and, partly believ-
ing that they do not. This ambivalence, in terms of PBC 
constructs, may be viewed as an individual holding one or 
more control beliefs with a positive  pi and one or more con-
trol beliefs with a negative pi. Depending upon the strength 
of each control belief and whether it is positive or negative 
will determine, on balance, whether they believe they have 
control or not. Table 4 summarises this discourse.

Requiring an understanding that one is authorising and 
actually understanding that one is authorising are not syn-
onymous. Given that a requirement of informed consent is 
the individual understanding that they are authorising, then 
they are required to hold a set of control beliefs that are com-
patible with that understanding. If they do, then their PBC 
over authorisation equates with their understanding that they 

Table 4  Mapping of actual power or control to authorise against the belief of power or control to authorise, and resulting belief type

Reality Belief Type of belief

Power or control to authorise exists That power or control to authorise exists True
No power or control to authorise exists That power or control to authorise exists False
Power or control to authorise exists That power or control to authorise does not exist False
No power or control to authorise exists That power or control to authorise does not exist True
Power or control to authorise exists Mixed beliefs—Some belief that power or control to authorise 

exists and some belief that power or control to authorise does 
not exist

May be true or false, 
depending upon 
the strength of each 
belief

No power or control to authorise exists Mixed beliefs—Some belief that power or control to authorise 
exists and some belief that power or control to authorise does 
not exist

May be true or false, 
depending upon 
the strength of each 
belief
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are authorising. Conversely, in the case where an individual 
has the power or control to authorise a particular course of 
action, but they hold no belief that they do, then their PBC 
over authorisation does not match with the required under-
standing that they can authorise, and they cannot provide 
valid consent.

Further, an individual may not have the power or control 
to authorise a particular course of action, and hence they 
cannot provide valid consent, but they believe that they do. 
Here, they hold a demonstrably false belief. The belief of 
their control over the authorisation process does not cor-
respond with the fact of their control, so any authorisation 
would be less than fully autonomous, and informed consent 
is impossible. Here, their PBC over authorisation equates 
with a false understanding that they can authorise.

If they do not have the power or control to authorise a 
particular course of action and this is what they believe, 
then, clearly, they do not possess an understanding that they 
can authorise, so informed consent is not possible. In this 
scenario, their PBC over authorisation corresponds with the 
understanding that they cannot authorise (see Table 5).

It is only when the required understanding, the actual 
understanding and the factual power/control over authori-
sation are all positive that informed consent is possible (see 
Fig. 2).

Understanding what they are Authorising (and Its 
Relationship with Attitudes)

Attitude is defined as the “degree to which a person has a 
favourable or unfavourable evaluation or appraisal of the 
behaviour in question” (Ajzen, 1991) and it is expressed by 
Eq. (2). According to Ajzen (1991), beliefs concerning the 
consequences of a behaviour determine attitudes towards 
the behaviour. Beliefs about something are formed by asso-
ciating it with attributes. In the case of attitude towards a 
behaviour, those attributes may be the outcome or the cost of 
performing the behaviour. The attitude construct in the TPB 

is constituted of salient belief strengths (assessed usually 
on a scale ranging from likely to unlikely), and a subjective 
outcome evaluation of each belief held about the object of 
the attitude (assessed usually on a scale ranging from good 
to bad).

where n is the number of salient beliefs and bi is the strength 
of each salient belief, and ei is the subjective evaluation of 
the belief’s attribute.

In their discussion of what it means to understand an 
action, Faden and Beauchamp (1986) observe that it col-
loquially corresponds to having “justified beliefs” about the 
consequences of what one is doing (Faden & Beauchamp, 
1986). Regarding the concern with “beliefs”, already appar-
ent, therefore, is some similarity between the attitude con-
struct in the TPB and the understanding construct in the 
AA model.

(2)A ∝

n
∑

i=1

biei

Table 5  Relationships between required understanding of control, the actual understanding of control, factual power/control, and whether 
informed consent is possible

Required understanding of control (AA requirement) Actual understanding of control (perceived 
behavioural control)

Factual power/control Informed 
consent pos-
sible?

That power or control to authorise does not exist That power or control to authorise does not exist Does not exist No
That power or control to authorise does not exist That power or control to authorise does not exist Exists No
That power or control to authorise does not exist That power or control to authorise exists Does not exist No
That power or control to authorise does not exist That power or control to authorise exists Exists No
That power or control to authorise exists That power or control to authorise does not exist Does not exist No
That power or control to authorise exists That power or control to authorise does not exist Exists No
That power or control to authorise exists That power or control to authorise exists Does not exist No
That power or control to authorise exists That power or control to authorise exists Exists Yes

Fig. 2  Conceptual representation of the relationship between the 
required understanding of power/control to authorise, the actual 
understanding of power/control to authorise, the factual control over 
authorisation, and where informed consent is possible
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The AA model of consent requires a substantial under-
standing of what one is authorising. Substantial understand-
ing lies on the continuum between full understanding and 
full ignorance (Faden & Beauchamp, 1986). As discussed 
earlier, substantial understanding requires apprehension of 
all material or important descriptions.

A material description is one that would be viewed, by the 
individual concerned, as worthy of consideration in deciding 
whether to perform a proposed action (Faden & Beauchamp, 
1986). If an individual regards a description as worthy of 
consideration regarding their decision to authorise, they 
must be able to form some belief concerning that descrip-
tion and accord some positive or negative attributes to that 
belief. The individual may possess several beliefs concern-
ing the material description, and each belief they may hold 
to a greater or lesser extent. The totality of these beliefs 
represents their apprehension of the material descriptions. 
This corresponds with the summative salient belief index in 
the attitudinal construct in the TPB. According to the TPB, 
an attitude will be formed towards what is being authorised, 
based upon the material descriptions. For substantial under-
standing to be achieved, it is necessary to form an attitude 
towards what is being authorised based upon all material 
descriptions.

Substantial understanding also requires an “extra subjec-
tive component”. The extra subjective component essen-
tially comprises some objective facts that must be under-
stood. These are “the essential elements of the arrangement” 
(Faden & Beauchamp, 1986). The attitude towards what is 
being authorised will only be affected if the individual forms 
salient beliefs concerning the objective facts that must be 
understood. Salient beliefs will only be formed in respect of 
material descriptions. If these objective facts are material to 
the individual, then salient beliefs will be formed which will 
affect attitude formation. If the individual has an apprehen-
sion of all the material descriptions and the objective facts 
are material to the individual, then, for the purposes of the 

present paper, it will be called an “informed attitude”. If the 
objective facts are not material to the individual, then salient 
beliefs will not be formed regarding them, and they will not 
affect attitude formation: this will be called an “uninformed 
attitude”. An uninformed attitude is also formed if individu-
als form an attitude towards what they are authorising based 
upon some, but not all, material descriptions.

The apprehension of non-material or unimportant 
descriptions of what one is authorising have no bearing 
upon informed consent. Given that they are not material to 
the individual, the individual will not form salient beliefs 
regarding those descriptions. The attitude construct in the 
TPB is concerned with salient beliefs, so these non-material 
descriptions will not contribute to the formation of the atti-
tude towards what they are authorising.

In summary, informed consent requires attitudes to be 
formed towards all material descriptions of what is being 
authorised. The material descriptions must include the 
objective facts required to be understood; attitudes towards 
non-material descriptions have no bearing upon informed 
consent. Figure 3 illustrates the composition of informed 
and uninformed attitudes.

Note that it may be the case that a description that is 
material to the person’s decision to authorise is a false 
description which leads to a false (but salient) belief forma-
tion. The false belief will affect the attitude towards what is 
being authorised. Where an individual holds several beliefs, 
some justified and some demonstrably false, but salient, sub-
stantial understanding may still be possible, depending upon 
the extent to which the false beliefs affect their understand-
ing. An informed attitude is still possible, but it will only 
be formed if substantial understanding is achieved and the 
objective facts that must be understood are material to the 
individual.

Fig. 3  Conceptual representa-
tion of the factors at play in the 
definition of a informed and b 
uninformed attitudes
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Non‑control (and Its Relationship with Subjective 
Norms)

This section highlights the relationship that exists between 
the subjective norm component of the TPB and the non-
control component of the AA model of informed consent.

For valid informed consent, there must be an absence of 
external control on the individual’s decision to authorise. 
Faden and Beauchamp (1986) call this criterion “non-con-
trol”. Control is applied through influencing the individu-
al’s analysis of a situation. Faden and Beauchamp (1986) 
describe three types of external influence: persuasion, 
manipulation and coercion. In their description, persuasion 
is never controlling, while coercion is always controlling. 
Manipulation occupies the grey region between the two, 
and it may be persuasive or coercive, depending upon the 
degree to which the individual’s decision is affected by the 
influence. If the influence on action is substantially control-
ling, then the action cannot be autonomous. Conversely, 
if an influence on action is substantially non-controlling, 
then the action can be autonomous. Therefore, non-control 
reflects a spectrum of allowable influence upon an informed 
consent decision that does not invalidate it. Consequently, 
the relationship between subjective norm and non-control is 
demonstrated by illustrating that a subjective norm is a form 
of influence and that it can exist on the same spectrum of 
influence as that of non-control.

Norms have a powerful and consistent impact on behav-
iour (Cialdini et al., 1991). With reference to a particular 
social group, two types of norms exist: descriptive norms 
and injunctive norms. A descriptive norm is an individual’s 
perception of what most people do, and its motivational 
element is characterised by informational social influence 

(Cialdini et al., 1991). Informational social influence is 
defined as “an influence to accept information obtained 
from another as evidence about reality” (Deutsch & Gerard, 
1955). An injunctive norm is an individual’s perception of 
what most people would approve or disapprove, and its moti-
vational element is characterised by normative social influ-
ence (Cialdini et al., 1991). Normative social influence is 
defined as the influence to conform to another person's posi-
tive expectations or group or even to one’s “self” (Deutsch 
& Gerard, 1955). The subjective norm component in the 
TPB is an injunctive norm (White et al., 2009). It is, there-
fore, concerned with normative social influence so it may 
be substantially controlling or substantially non-controlling.

Figure 4 illustrates the relationship between coercive 
influences (which are controlling) and persuasive influ-
ences (which are not controlling). Manipulation is depicted 
as occupying the region between coercion and persuasion 
and it can either be substantially controlling or substantially 
non-controlling depending upon where it lies on the influ-
ence scale. Figure 4 also illustrates the influence spectrum 
along which normative social influences (NSI) and infor-
mational social influences (ISI) may operate. Only when the 
combination of both of these influences is not substantially 
controlling is informed consent possible. If their combina-
tion is substantially controlling, then informed consent is 
not possible.

Relationship Between AA Intention and TPB 
Intention

The intention construct is common to the AA model of 
consent and the TPB. This section examines the interpreta-
tion of intention in each of the models and then proceeds 

Fig. 4  Relationship between autonomy and norm formation showing a the absence of or b the presence of controlling influences, building upon 
Faden and Beauchamp (1986)
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to highlight the relationship that exists between both 
manifestations.

In the TPB, intentions are “indications of how hard peo-
ple are willing to try, of how much of an effort they are plan-
ning to exert, in order to perform the behaviour” and they 
“capture the motivational factors that influence a behaviour” 
(Ajzen, 1991, p. 181). The TPB deliberates very little over 
the nature of intention. However, it is clear that intention in 
the TPB is a motivational construct and is associated with 
a willingness to expend effort to try to enact the behaviour 
(Rhodes et al., 2006).

The model of intentional action used by Faden and Beau-
champ (1986) is somewhat different from that used in the 
TPB. In their model, as well as acts that are willed in accord-
ance with a plan (as per the TPB formulation) they also 
include “tolerated acts”. Tolerated acts are not undertaken 
willingly: they may be undesirable or unwanted but follow 
from the willed acts (Faden & Beauchamp, 1986), possibly 
as a “side effect”. Therefore, according to the TPB, given the 
lack of willingness, tolerated acts could not be considered 
as intentional. Hence, for the act of providing informed con-
sent, intention, as per the AA model of informed consent, is 
a superset of the intention with which the TPB is concerned. 
Figure 5 illustrates this relationship.

Relationship Between Authorisation and Behaviour

There is no generally accepted definition of the phenomenon 
that we call “behaviour”. For the purposes of the present 
analysis, the version that descriptive psychology offers is 
adopted. This states that behaviour is an attempt on the part 
of an individual to bring about some state of affairs—either 
to change that state of affairs or to maintain it (Bergner, 
2011; Ossorio, 2006).

The act of authorising provides official permission for or 
formal approval to an action or an undertaking (Oxford English 
Dictionary, 2019). Authorisation brings about a state change. 

This state change concerns permission or approval: what once 
did not have permission or approval, following authorisation, 
gains permission or approval. It follows that authorisation is 
a form of behaviour.

Relationship Combination

Sections “The relationship between understanding and atti-
tude, and between understanding and PBC”, “Non-control 
(and its relationship with subjective norms)”, “Relationship 
between AA intention and TPB intention” and “Relationship 
between authorisation and behaviour” related the constructs 
of the TPB to those of the AA model of informed consent. 
Figure 6 shows the resultant original conceptual model 
which overlays the AA constructs of understanding, non-
control, intention and authorisation onto the TPB model.

Illustrative Example: Tracking Cookies

Cookies are short text strings sent by web servers to the 
browser of an internet user. They initially emerged as a 
means for web users to revisit web sites without re-iden-
tifying themselves and their preferences with each visit. 
(Millett et al., 2001). However, they have evolved to be 
capable of collecting information about user’s browsing 
habits, information that can be distributed extensively and 
with relative ease to companies that can utilise it in mar-
keting campaigns (Palmer, 2005; Stead & Gilbert, 2001). 
The GDPR requires that acceptance of these so-called track-
ing cookies is accompanied by an associated cookie policy 
or notice which explains how the user’s data is to be used 
(Bornschein et al., 2020). However, research has shown that 
many web users routinely accept these cookies with little or 
no reflection (Choi et al., 2018; Utz et al., 2019) or how they 
provide a mechanism through which their online practices 
may be monitored (Bauer et al., 2021; Lin & Loui, 1998). 
The unified model presented in this paper provides a means 
through which this form of web user behaviour can be better 
understood.

This section briefly explores the case of tracking cookies 
and how they provide a means to illustrate and contextualise 
the relationships between the constructs of the TPB and the 
AA model of consent presented in the section “Relationships 
between AA and TPB constructs”.

The Relationship Between the Web User 
Understanding that they are Authorising and Their 
PBC

When a person browses a website for access to goods or 
services, permission to share their personal data via a cookie 
notice is frequently requested (Bornschein et al., 2020). In 
this regard, they are presented with an authorisation request. 

Inten�on 
(AA version)

Inten�on 
(TPB version)

Tolerated 
acts

Acts willed in 
accordance 
with a plan

Fig. 5  Relationship between intention as per the AA model and inten-
tion as per the TPB
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This is consistent with the predominant “notice and choice” 
paradigm of privacy self-management, in which individu-
als act as their own gatekeeper for access to their personal 
information (Hoofnagle & Urban, 2014; Milne & Rohm, 
2000; Solove, 2013).

The person may not understand that they are being asked 
to authorise something (Plaut & Bartlett, 2012) and, even if 
they do, it may not be entirely clear to them precisely what 
they are authorising (Acquisti & Grossklags, 2005; Solove, 
2013). However, when they do understand that their authori-
sation is being requested (via the cookie notice), it is asso-
ciated with increased perceived power, or control, over the 
process (Bornschein et al., 2020). Conversely, if the person 
does not perceive that they have control over their own act of 
authorisation (i.e. that they must accept the cookie), then it 
is most unlikely that they consider that they are performing 
a legitimate act of authorisation.

The Relationship Between the Web User 
Understanding what is Being Authorised and Their 
Attitude Towards Authorisation: Informed 
and Uninformed Attitudes

The web user’s attitude towards authorising the processing 
of their personal data via a cookie notice would, in line with 
the TPB, be shaped by their beliefs concerning the conse-
quences of clicking “I accept”. It is evident that many people 
do not make active, informed choices (Ploug & Holm, 2012, 
2015b; Schermer et al., 2014), and are simply unaware of 
the consequences of their acceptance. In this case, their lack 
of understanding of the consequences translates directly to 
a lack of justified belief formation (Faden & Beauchamp, 
1986). Cookie notices generally provide too many or too few 
options, fuelling the belief that the choices are not meaning-
ful, resulting in a lack of engagement with the notice (Utz 

Attitude toward 
the behaviour

Intention Authorisation

Subjective 
norm

Perceived 
behavioural 

control
Actual 

behavioural 
control

Understanding 
what is being 

authorised

Understanding 
one’s control 

over 
authorisation

Non-control/
Voluntariness

Note
Green circles indicate AA informed consent constructs.
Black circles indicate TPB constructs.
Dotted green & black circles indicate overlapping AA and TPB constructs.

Fig. 6  Conceptual model of the relationship between TPB constructs and AA model of informed consent constructs [building upon Ajzen 
(1991)]
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et al., 2019). A lack of interest in the notice would corre-
spond to the web user deeming the notice as being unworthy 
of consideration because they regard it as immaterial [i.e. 
not a “material description”, as per Faden and Beauchamp 
(1986)]. Therefore, any objective facts that must be under-
stood for substantial understanding to be achieved would 
likely remain unknown to the web user, and an uninformed 
attitude would be established. Conversely, let us suppose that 
the web user takes an active interest in the cookie notice. In 
this case, their interest logically derives from the wish to 
reach a (substantial) understanding of any clauses that may 
be of concern to them (i.e. “material descriptions”), because 
they have particular attitudes towards the consequences of 
sharing their personal data. If the clauses of interest also 
correspond to the essential elements of the agreement, then 
an informed attitude would be formed.

The Relationship Between Non‑control 
and Subjective Norms

It has been argued that companies appear to abuse their 
power as cookie policy authors by using linguistic tech-
niques to obfuscate reality and to confuse and deceive 
the user (Pollach, 2005). For example, cookies are often 
described as small files which are used as standard prac-
tice, suggesting that they are innocuous and of no cause for 
concern (Pollach, 2005). If a cookie banner is designed to 
manipulate web user acceptance, then (following the logic of 
Faden and Beauchamp (1986)) there is a substantially con-
trolling influence on the user’s decision to accept a tracking 
cookie, and it cannot be legitimately asserted that the web 
user can act autonomously (Bauer et al., 2021). Moreover, 
in the case of the tracking cookie, non-acceptance may, for 
example, result in a web user’s exclusion from online social 
activity in which significant others partake. This engages the 
subjective norm construct within the TPB. Social injunc-
tive norms are subjective norms which are concerned with 
perceived social pressures from significant others to perform 
a particular behaviour (White et al., 2009). While subjec-
tive norms can motivate action, research has highlighted 
their weakness as a predictor of behaviour (Ajzen, 1991). 
Notwithstanding this, perceived social pressure, which is 
characterised by the normative social influence to conform 
to another’s or even one’s expectations (Cialdini et al., 1991; 
Deutsch & Gerard, 1955) (subjective norm) has been shown 
to be the most important TPB factor in predicting the inten-
tion to disclose personal information for incentives offered 
by commercial websites (Heirman et al., 2013). Such norms 
can exert a strong influence upon the individual’s decision to 
accept a cookie, to such an extent that they may be regarded 
as being substantially controlling.

Intention: Secondary Exchanges and Tolerated Acts

The web user’s intention to share personal data via the 
acceptance of a tracking cookie is often part of a second-
ary exchange in relation to the primary exchange of their 
access to mainstream goods or services (Obar, 2020). This 
secondary exchange, which is central to the understanding of 
a user’s privacy concerns, provides the information required 
to support a marketing relationship with the user (Culnan 
& Bies, 2003), and may be regarded as a tolerated act, as 
per Faden and Beauchamp’s (1986) AA model of consent. 
Clear evidence of the toleration effect was seen in a 2016 
study which found that participants, when engaging with a 
social networking site, considered notices as an “unwanted 
impediment” to the real purpose of accessing the site (Obar 
& Oeldorf-Hirsch, 2020).

Discussion

The present research addresses the identified gap that exists 
concerning the absence of a macro-level behavioural model 
for online informed consent that consolidates privacy-
related constructs across disparate contexts. It does so by 
developing a parsimonious original conceptual model for 
online informed consent, rooted in normative ethics theory 
and argued through logical reasoning, which unites the AA 
model of informed consent and the TPB. This model facili-
tates the analysis of acts of online consent through a well-
established behavioural theory. This is illustrated by way of 
an exemplar that applies the model to the case of tracking 
cookies and explains a variety of web user behaviours in 
the context of the relationships between AA constructs and 
TPB constructs.

While various theoretical perspectives on consent have 
been highlighted in this paper, it would appear that con-
tractualism, with its particular focus on the autonomy and 
informed consent of the individual, would appear to be 
an appropriate lens through which to view personal data-
sharing arrangements. The key word here is “personal”. The 
“personal” is the bedrock of contractualism, whereas stake-
holder theory subsumes personal interest to the collective 
and consequentialism abrogates personal interest if greatest 
utility can be found by other means.

This paper also contributes to ethical information man-
agement research and ethical marketing practices, at a 
theoretical and a practical level, by shedding light on the 
operation of consent elicitation in online interactions and 
transactions between web users and businesses and how such 
elicitation can align with architectures that properly respect 
the interests of users, for example, PbD implementations.
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Theoretical Contributions

The current research develops theory in the domain of ethi-
cal personal information management. The primary theo-
retical contribution of this paper is the unification of the 
TPB with the AA model of informed consent, which were 
hitherto only considered distinctly. The proposed conceptual 
model augments privacy practices (e.g. PbD) by assisting 
organisations and researchers to understand the mechanism 
of a web user’s consent provision across a variety of con-
texts, thus facilitating ethical online consent processes that 
prioritise users’ interests.

The proposed model also benefits inter-disciplinary the-
oretical practice by extending the AA model of informed 
consent, which has a tradition in the sphere of medico-legal 
ethics, to a new sphere within business ethics. This has par-
ticular relevance to domains concerning the collection and 
processing of personal data for management or marketing 
purposes.

Another theoretical contribution of this research, which 
derives from the unified model, is to demonstrate that 
informed consent for personal data processing can be pos-
sible under circumstances of unwillingness, if it is a toler-
ated side effect of some overarching objective, providing it 
is given voluntarily and with substantial understanding of 
the data-sharing arrangement.

The notion of a tolerated act (as per the AA model of con-
sent) accords well with online behaviour in relation to track-
ing cookies, where the sharing of personal data often occurs 
as an exchange which is usually secondary in relation to the 
primary act of accessing online goods and services. Regard-
ing the intention to consent, the addition of tolerated acts 
is key to understanding informed consent in the context of 
personal data sharing, i.e. in personal data-sharing contexts, 
often the intention to share data is situated in the “tolerated” 
space. According to the TPB, given the lack of willingness, 
tolerated acts could not be considered as intentional. How-
ever, this work provides an argument demonstrating that it is 
theoretically possible for informed consent to be valid in cir-
cumstances where personal data is shared unwillingly. Given 
that consent is frequently provided under circumstances 
in which there are asymmetries in knowledge and power 
(Solove, 2013), this has considerable ethical implications 
as it appears to shift the balance of power further in favour 
of the consent-requester. However, this is only the case if 
toleration is considered as a binary construct. As toleration 
is often measured in degrees (Crick, 2014), it should then be 
considered whether there is a level of toleration that is too 
great and beyond which consent can be nullified. Moving 
the focus of online personal data sharing from willingness 
to toleration has clear and significant ethical implications, 
but ostensibly represents a more authentic recognition of 
the online consent dynamic in many situations. One such 

implication, which follows directly from the analysis herein, 
concerns Mill’s (1859) consequentialist perspective of 
autonomy: tolerated acts that are unwanted or undesirable 
diminish a person’s sense of autonomy and can have detri-
mental consequences for well-being. Conversely, acts that 
are willed are positively attributed and heighten a person’s 
sense of autonomy and well-being.

A further theoretical contribution concerns the informed 
attitude: this construct is a new theoretical conception that 
especially cements the link between informed consent and 
behaviour. It sheds light on what it means, from a behav-
ioural perspective, to understand an agreement for which 
informed consent is being sought. This construct frames 
informed consent in terms of people having established 
attitudes towards (i) all aspects of the agreement that are 
important to them (subjective components) and, (ii) the 
essential elements of the agreement (objective components). 
Informed consent is not possible if either of these criteria 
is not present.

The concept of the uninformed attitude is particularly 
helpful in explaining the disinterest and lack of understand-
ing that is often exhibited by web users regarding cookie 
notices, and the associated criticism that online consent is 
rarely truly informed. Yet, operationalisation of the informed 
attitude construct presents challenges: descriptions that are 
important to one individual may not be important to another 
individual; they are subjective. However, if only objective 
facts that must be understood were required for consent to 
be valid, operationalisation would be simplified, but at the 
expense of violating an aspect of the AA model of con-
sent (i.e. ignoring subjective elements of the agreement 
that are important to a particular individual); on balance, 
the practical benefits of such an implementation may out-
weigh the dilution of the ethical purity of a true AA model 
operationalisation.

Practical Contributions

With an increasingly regulated environment, effective man-
agement of consent processes for web user data collection 
is becoming increasingly important. While there is an abun-
dance of guidance for organisations concerning data protec-
tion and management, there is a lack of guidance on what 
constitutes collection that considers the web user’s attitudes, 
their sense of control and subjective norms i.e. collection 
that is user-centric. This largely stems from the absence 
of a framework for online informed consent that considers 
peoples’ behaviour, and it is having a detrimental effect on 
public trust in personal data processing activities.

By dissecting user behaviour in relation to online con-
sent through the creation of a high-level behavioural model, 
as presented in this paper, it is possible to build ethical 
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consent management processes for businesses that leverage 
the TPB’s rich backdrop of methods and materials to better 
understand various online consent behaviours. For example, 
if there is a lack of understanding of what is being author-
ised, behavioural interventions that target attitudes towards 
what requires authorisation may be considered. Or, if the 
voluntariness of consent is in question, an avenue of redress 
may be to examine any subjective norms that may be at play. 
A lack of understanding may also deny a person the ability 
to make a rational decision. As well as being a clear viola-
tion of informed consent as per the AA model, in Kantian 
terms it also violates the Categorical Imperative because the 
person could not be considered as a rational agent applying 
the principle of reason in an autonomous fashion. Respect-
ing autonomy and keeping the interests of individuals 
uppermost, as well as having benefits for well-being (as dis-
cussed), aligns with principles of user-centricity, such as in 
the PbD framework, and can assist in addressing the public’s 
growing scepticism in personal data collection procedures.

Conclusions

A model for online informed consent has been developed 
that can be employed to augment ethical personal informa-
tion collection and associated marketing practices by cre-
ating a user-centric model for consent transactions which 
unites behavioural theory, specifically the TPB, with the 
AA model of informed consent. This unified model cre-
ates a novel theoretical platform that explains the inter-
nal mechanisms of online consent behaviours and which, 
depending upon one’s theoretical standpoint, can be viewed 
through the normative ethical lens of either consequential-
ism or deontology. A qualitative method has been adopted 
in which the model is constructed through logical reasoning 
and then illustrated using the example of tracking cookies. It 
is shown that, under certain conditions, (i) the understand-
ing construct in the AA model of consent aligns with two 
constructs in the TPB: attitude and perceived behavioural 
control. (ii) Non-control within the AA model aligns with 
the subjective norm in the TPB. (iii) Intention is common 
to both models, albeit with subtle but significant differences 
in meaning. Finally, (iv) the authorisation element of the 
AA model equates to the behaviour component in the TPB 
model.

The model also introduces a novel construct, the 
informed attitude, which must be present for informed 
consent to be valid. An informed attitude to an agreement 
is formed if an individual understands (a) all aspects of the 
agreement that are important to them and (b) the essential 
elements of the agreement.

Of particular ethical significance in the information 
management and marketing domains is the determination 
that it is theoretically possible for a web user to share per-
sonal data unwillingly, and for consent to remain informed, 
if it is a tolerated side effect of some greater intended pur-
pose, provided it is given voluntarily and with substantial 
understanding. However, the unwillingness of consent 
provision for data-sharing activities sits uneasily with the 
narrative of individual autonomy and privacy practices, 
although it may be tempered if toleration is measured on 
a continuum on which there are levels of toleration beyond 
which consent could not be considered authentic.

Limitations and Further Work

A limitation of this study is related to the inclusion of 
descriptive norms in the model. This has the consequence 
that the model does not provide a definitive substantially 
controlling/non-controlling outcome in the case where 
informational social influence (ISI) is substantially con-
trolling and normative social influence (NSI) is substan-
tially non-controlling (or vice versa). Extending the model 
to overcome this limitation will require a construct that 
allows for the weighting of a combined NSI/ISI. This sce-
nario can be explored in future research.

Further research which analyses the willingness of con-
sent in a variety of online personal information disclosure 
contexts, and to what extent such disclosure is simply tol-
erated, would clarify the extent to which greater research 
efforts should be directed towards analysing online consent 
through a new ethical lens of toleration versus the tradi-
tional lens of willingness.

As substantial understanding is a core component 
of informed consent, another fruitful avenue of future 
research would be to investigate ways in which actual 
understanding can reach substantial understanding by 
managing other components of the unified model.

Operationalisation of the informed attitude construct 
would require further research efforts at the theoretical 
level. If understanding an agreement would require only 
the understanding of the objective facts, the departure that 
this would represent from a pure AA model operationali-
sation may predicate a modified form of consent that lies 
between the effective model of consent and the AA model.
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