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a b s t r a c t

Coupled blade element momentum-computational fluid dynamic (BEM-CFD) approaches have been
extensively used to study tidal stream turbine performance and wake development. These approaches
have shown to be accurate when compared to tests conducted in tow-tanks or in regulated flumes with
uniform flows across the turbine. Whilst such studies can be very useful, it is questionable as to what
extent the results would differ in a larger scale environment where the flow is more representative of
real-world conditions, being either unsteady or non-uniform. In this work, the effectiveness of a
generalised actuator disk-computational fluid dynamics (GAD-CFD) approach in accurately capturing
fluid-machine interaction for single and multiple tidal energy converters models is further assessed. A
unique large-scale experimental facility, FloWave, has been used to conduct physical testing of three
instrumented model tidal energy converters of rotor diameter 1.2 m under differing turbine layouts and
realistic scaled environmental conditions. These large-scale tests provide a unique dataset against which
this work's numerical simulations have been extensively validated. Comparisons between the tank and
GAD-CFD approach show good agreement, particularly when comparing modelled to measured thrust,
and enabled an evaluation of the effects of turbine spacing and arrangement on turbine performance and
flow-field response.
© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Tidal stream power generation has emerged in recent years as a
potentially reliable form of renewable energy due to the predict-
ability of tidal periods and magnitudes [1]. Many tidal sites across
theworld are being identified and tidal current turbines installed in
small arrays to generate and export electricity to local networks [2].
Academic interest in the sector is growing in parallel to the growth
of industrial investment. A number of experimental and numerical
studies have been conducted to improve our understanding of
these devices, ranging from device design, through environmental
impact, to the hydrodynamic performance of devices, individually
and in arrays. The works by Selig et al. [3], Bahaj et al. [4], Stallard
et al. [5], and Mycek et al. [6,7], are all suitable experiments which
.J. Williams).
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can be utilised for the assessment of turbine performance. These
data sets can also be used to validate numerical models repre-
senting the turbine performance characteristics, thus allowing local
turbine flow details to be examined, which are difficult to obtain
using experiments.

Computational fluid dynamics (CFD) has been used, through a
number of approaches, to predict the response of tidal turbines,
including their loading, performance and wake generation, under
complex environmental inflow conditions. Each approach has ad-
vantages and disadvantages, with the main balance being a trade
off between detailed simulation of the physics and the computa-
tional time and resources required to achieve a result [8].

At the smallest and most detailed scale, fully resolved turbine
geometry models have been used to provide insight into the
development of the wake flow downstream of a device [9e12].
However, these approaches require small time steps due to re-
strictions imposed by explicitly solving the turbine flow, thus
under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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placing a high demand on computation. As such, they are not
feasible when considering simulation of large array of full scale
turbines at a useful level of approximation for studying turbine
performance and wake flow. In addition, high computational cost
restricts simulation of a wide range of incident environmental
conditions, which are known, for tidal energy sites, to be highly
variable resulting from complex combinations of waves, currents
and turbulence. Computations of these nature are often performed
using representative turbine models or body force methods.

The level of complexities in the body force methods varies from
prescribing the body forces [13,14], through to coupling a more
complex turbine performance code which accounts for the varia-
tion along the blade geometry such as the Blade Element Mo-
mentum Theory CFD (BEM-CFD) approach [15e17]. The approach
utilises a radially varying set of blade characteristics, uniformly
distributed in an axial direction. Hence, computational cells at the
same radius from the rotor centre have the same properties,
however, as the flow varies from cell to cell, the resultant forces on
the fluid also vary. It follows that the BEM-CFD approach can also be
useful for predicting turbine-turbine interactions with respect to
positioning. These models can also allow the local environment to
be simulated providing a comprehensive study of a tidal farm [18].
With this in mind, the use of BEM-CFD approach which accurately
predicts device operationwithout the extensive computational cost
of expensive fully resolved turbine geometry models would be of
great benefit to the industry.

A steady state BEM-CFD [19] was used to predict the effect of
rotor on the fluid domain. The authors then examine the power
output of rows of turbines where each row is reduced in perfor-
mance by a constant factor. This type of model has also been used to
study wake length and inflow characteristics [20], the effect of
accelerating flows [21] and the interaction of arrays of turbines [16].
The application of tip loss corrections and downwash pertinent to a
CFD type model representation takes this approach further. This
extension, the Generalised Actuator Disk (GAD-CFD) has provided
confidencewhen applied to laboratory scale flume studies [22]. The
benefit of the GAD-CFD approach, with respect to computational
cost, is unequivocal. This technique allows us to move into the
realms of array interaction modelling and site design at a more
reasonable level of cost.

To further assess the performance of the GAD-CFD approach, in
terms of modelling accuracy and capacity to model multiple tur-
bines in more varied configurations, new validation datasets are
required. To secure these datasets the numerical simulation work
was coordinated with physical tank-testing conducted at the
FloWave facility [23] to create replicate domains which enable
detailed cross-comparison of results.

FloWave was specifically designed to enable the testing of
offshore renewable energy devices in arrays, featuring a large 25 m
diameter round tank, 2 m working depth and the ability to create
combined waves and currents from any direction. The FloWave
experiments enable both an increase in the underlying flow-speeds
and scale of model testing (reducing uncertainties arising from
scale and friction effects and allowing more and higher fidelity
model sensing), and comparisons between tidal energy converter
farm layouts.

The aim of the present study is to (i) assess the performance of
the GAD-CFD approach for the prediction of the loadings and wake
details through detailed comparison with experimental FloWave
data and (ii) analyse any compromises required for such a model
and the computational cost necessary to make such assessment
possible.

The remainder of this paper is organised as follows: In x2 we
present the experimental approach, while the mathematical and
numerical details of the GAD-CFD is explained in detail in x3.
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Turbulent Lift and Drag Data and the sensitivity of the GAD-CFD
methodology are explained in x4 and x5 respectively. Results are
presented in x6 for a tank only baseline model as well as single and
three turbine array cases. Comparison is made to the wake profile
and turbine loads. Summary and concluding remarks are presented
in x7 and x8 respectively.

2. Experimental set-up and methods

2.1. Test facility

All the experimental work reported in this paper was carried out
at the Flowave Ocean Research facility located at the University of
Edinburgh, UK [23e25]. Flowave (see Fig. 1) is a circular, combined
wave and current tank, with a diameter of 25 m and an operating
water depth of 2 m. In the centre of the tank is a 15 m diameter,
raisable floor that provides access to the floor for model and
instrumentation installation. A movable gantry, that spans the
diameter of the tank, provides access to the floor. As shown in Fig. 1,
beneath the floor, in the plenum chamber along the entire tank
circumference, are 28 impeller units that create a re-circulating
flow system [26]. This arrangement of impellers allows the gener-
ation of a predominantly straight flow in any direction across the
central test area of the tank [27].

The maximum current velocity achievable is 1.6 m/s. There is no
facility available to control the turbulence intensity of the currents
generated and is around 7% for the flow velocity used in these ex-
periments. This is approximately representative of some real-world
tidal sites for periods of fast flows [28]. Due to the nature of flow
generated in a circular tank, there is some spatial variation of the
mean flow and turbulence intensity across the tank area, which
have been characterised in Refs. [27,29]. [27] shows a 50 m2 region
of relatively straight uniform flow (±10%) in the tank centre. The
turbines, used in this test campaign, were installed in this region of
the tank.

The flow in the tank was set at the design flow speed of the
turbine model [33], nominally 0.8 m/s inflow at a hub-height
location without the turbine installed in the tank, which is
consistent with previous tests with a single turbine [34]. This cor-
responds to a full-scale flow speed of 3.1 m/s. The chord-length
Reynolds numbers vary between 0.5 � 105 (root) and 2.5 � 105

(tip). From previous experiments, the power and thrust coefficients
(CP and CT) for the model turbine rotor were found to be Reynolds
invariant above a current velocity of 0.6 m/s.

2.2. Turbines and instrumentation

An array of three turbines was used in the tests (see Fig. 2), one
fully instrumented primary turbine with two additional turbines
upstream to alter the inflow conditions as would happen in an
array. The turbines are generic bed-mounted, fixed-pitch, three-
bladed horizontal axis design. The turbine models are 1:15 scale,
corresponding to an 18 m diameter prototype. Full details of the
turbine design used for the test, including on-board instrumenta-
tion is described in Refs. [31e33]. Table 1 also summarizes the
principal dimensions of the turbine.

The primary turbine (red fairing in Fig. 2) had an array of
instrumentation, including sensors to measure the streamwise root
bending moment for each blade RBM, torque Q and thrust T on the
rotor. The front two turbines were identical to the primary turbine
but did not have RBM sensors on them. The generators in the tur-
bines were simulated using permanent magnet servo motors,
directly connected to the rotor shafts. They provide a controllable
resisting torque to the hydrodynamic torque imparted by the
interaction of the flow and the turbine rotor. Rotor angular



Fig. 1. Sectional schematic of FloWave basin showing: (A) wavemaker paddles around circumference; (B) turning vanes and flow conditioning filters; (C) current drive impeller
units; (D) buoyant raisable floor (15 m∅) below test area [29].

Fig. 2. Turbine array installed in FloWave, as the floor descends after installation. Fully instrumented primary turbine (red fairing) in the centre between front turbines (yellow and
blue). Array layout and configurations tested are shown in Fig. 3. Grid on tank floor relative to tank centre, with 0.5 m spacing [29].

Fig. 3. (left) Three turbine array layout, and (right) two configurations tested: T1 empty tank, T2 primary turbine only [30].
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Table 1
Turbine dimensions [30].

Parameter Dimension[m]

Rotor diameter 1.2 (1D)
Nacelle length 1.03
Nacelle diameter, hub to tower 0.12
Nacelle diameter, beyond tower 0.16
Hub height 1.0 (0.83D)
Tower diameter 0.102
Distance from rotor plane to tower axis 0.486 (0.4D)

Table 2
Description of installed instrumentation including position relative to the turbine
rotor plane centre.

Instrument Model Parameter SampleRate[Hz] Location[m]

ADV Vectrino Profiler U, V, W 100 x, y, 0
TST UoE T, Q, RBM, q 256 0, 0, 0
Load Cell AMTI OR6-7 FX, FY, FZ, 256 0.49, 0, �1

MX, MY, MZ

* NB: UoE represents University of Edinburgh.
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positions, q, were obtained from the motor encoders. The turbines
were operated in speed control mode over a range of different tip
speed ratios.

The primary turbine, both in the single turbine and array tests,
was mounted on a bottom-mounted six axes (6 DOF) load cell to
measure the forces and moments on the entire turbine structure
(including the blades, the turbine nacelle and the tower). The load-
cell was flush-mounted within the tank floor, which dictates the
location of this turbine, with the tower offset 1.6 m downstream
and 0.5 m to the side of the tank centre.

2.3. Array configuration

To investigate array effects on the primary turbine, two addi-
tional identical turbines were placed upstream to alter the inflow,
as shown in Fig. 3. This was based on an array configuration tested
numerically using Blade Element Momentum Theory-
Computational Fluid Dynamics (BEM-CFD) in Ref. [18]. The hubs
of these two upstream turbines were 1 D upstream and 1.5 D either
side of the primary turbine, giving a transverse separation of 3 D.
This configuration was shown in Ref. [18] to accelerate the flow
experienced by the rear turbine and improve its performance.
Additionally, the front row being only 1 D in front of the primary
turbine, means that the rear turbine is not in the wake of the front
two turbines. Flow measurements and loading tests were con-
ducted for two array configurations as shown in Fig. 3: (left image)
the full three turbine array and T2 with only the primary turbine
installed. For baseline comparison, the flow was measured in the
tank without any turbines installed, shown as configuration T1 in
Fig. 3.

The blockage ratio of the 1.2 m diameter turbine at Flowave,
defined as the turbine rotor plane area divided by the tank cross-
section area, is approximately 2.3%. The vertical blockage, D/
h ¼ 0.6 is representative of real deployments [28,35]. The hori-
zontal blockage D/w ¼ 0.048, where w is the width of the basin, is
low due to the large horizontal dimension of the tank. These pa-
rameters show that any unrealistic blockage effects are not ex-
pected during single turbine testing. For the three-turbine array,
the blockage is higher at 6.9%, but the horizontal dimension of the
tank is large enough to remove any impact on the bypass flow
around the array.

The local coordinate system used for these tests has the origin at
the primary turbine hub, with X positive in the streamwise direc-
tion. Distances are normalised by the turbine diameter D of 1.2 m.

2.4. Flow measurement

Flow measurements at different points in the flow field were
made at hub height (1 m above the tank floor) to characterise the
inflow, the wake and the flow in the region between the turbines.
These measurements were made using a Nortek Vectrino Profiler
Acoustic Doppler Velocimeter (ADV) [36] with a sampling rate of
100 Hz. By periodically seeding the tank with neutrally buoyant
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glass micro-spheres, per-beam correlation values returned by the
ADV were maintained at approximately 95%. The velocity range
was set to 1.8 m/s to prevent wrapping due to high velocity spikes.
At each measurement point, flow was measured for 256 s based on
previous work at Flowave [29], after allowing the flow to reach
steady state. The measured flow data, with the streamwise, trans-
verse, and vertical velocity components, was then processed to
remove outlier spikes using a despiking algorithm [37,38]. Due to
time constraints and other investigation priorities, the number and
position of flow measurement points varies slightly between array
configurations. It was not possible to measure flow within 0.3 m of
the turbine rotor.

Table 2 summarizes the specifications of all the instrumentation
used in the tests.

3. Numerical Methodology

3.1. Governing equations

The OpenFOAM toolbox [39] is utilised for the model imple-
mentation. The OpenFOAM toolkit provides a range of standard
solvers which can be modified for use with the additional turbine
physics. The additional GAD source terms are implemented in the
steady state Reynolds Averaged Navier Stokes (RANS) “simple-
Foam” solver. Within the assumption of an incompressible fluid,
the set of equations maybe written in the form:
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where xi represents the Cartesian coordinates (X, Y, Z), Ui is the

Cartesian mean velocity components ðU
̄
x;U

̄
y;U

̄
zÞ and fi includes an

additional source representing the disc rotor characteristics. The

Reynolds stress is u’i
̄
u’j and must be modelled to close the gov-

erning equations by employing an appropriate turbulence model.
The k-ε RNG turbulence model [40] has been used for this work.

In this model two equations are solved; k represents the energy
contained within the turbulent fluctuations, and ε represents the
dissipation rate of this energy. The equations for the transport of
these variables are similar in form to the momentum equations.
The model has been credible when applied to flows involving large
rotating downstream wakes [8,18,22] which is one of the key as-
pects of the present application.

3.2. GAD-CFD model

Fig. 4 shows how a turbine with three hydrofoils is discretised



Fig. 4. Generalised Actuator Disk rotor discretisation scheme.

Fig. 5. This diagram highlights the components required to define the induced angle of
attack ai. Where the effective angle of attack is redefined as ae. The resultant velocity,
VR, shown in this illustration is thus redefined with respect to Fig. 4.
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for use with the GAD-CFD approach. The hydrofoil properties are
determined at radius ri, and then averaged over 2p radians. This
process is repeated for each hydrofoil element over the interval [r0,
rmax].

At any given span wise location ri, lift is defined as a force
perpendicular to the effective flow direction vR, and drag is defined
as being parallel to, and opposing, the effective flow direction. The
forces can be described, with reference to Fig. 4, by the following
equations:

FL ¼ 0:5 r jvRj2c CL (3)

FD ¼ 0:5 r jvRj2c CD (4)

where FL is lift force, and FD is drag force, r is fluid density, vR is the
resultant velocity, c is chord length, CL is the chord based coefficient
of lift, and CD is the chord based coefficient of drag.

The fluid applies axial and tangential forces to each element as
illustrated in Fig. 4. Here FT is the tangential force and FA represents
the axial force. The lift and drag forces, FL and FD respectively, are
dependent on CL and CD as functions of Reynolds number and the
effective angle of attack a. This is the angle between the hydrofoil
element and the resultant velocity vR.

Based on the approach in Ref. [41], an axial force on a hydrofoil
can be defined as follows:

FA ¼ FLsin4þ FDcos4 (5)

and the tangential force on a hydrofoil can be defined as:

FT ¼ FLcos4� FDsin4 (6)

where 4 is the flow inclination angle defined by:

4 ¼ tan�1ðður� vtÞ = vaÞ (7)

Here vt and va are the tangential and axial velocities respectively,
and u is angular velocity [rad/s]. The variation in lift force dFL, and
drag force dFD, acting along the hydrofoil radius are given as
follows:

dFL ¼ 0:5 r jvRj2c CL dr (8)

dFD ¼ 0:5 r jvRj2c CD dr (9)

where:
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jvRj2 ¼ v2a þ ður � vtÞ2 (10)

Substituting Equations (8) and (9) into Equations (5) and (6)
gives the following:

Sa ¼ dFA ¼ 0:5 r jvRj2c ðCLsin4þCDcos4Þdr (11)

St ¼ dFT ¼ 0:5 r jvRj2c ðCLcos4�CDsin4Þ dr (12)

To better account for the effect of tip losses on the flow field an
additional source term, representing the tip vortex induced
downwash w (see Fig. 5), is computed. The downwash force is
proportional to the force deflecting the flow around the foil (Sa &
St), weighted by a downwash distribution function that is calculated
by taking into account the blade geometry. A more detailed
description of the GAD-CFD model including the extended down-
wash distribution method is presented in Ref. [22].

4. Turbulent Lift and Drag Data

The prediction of aerofoil characteristics such as lift and drag,
with a focus of predicting aircraft performance, is a well studied
subject [42]. There is much data available for a range of aerofoils
both experimental [43], and analytical [44,45]. However, in most
cases the focus is on high Reynolds number predictions of lift and
drag within the pre stall set of angles of attack. In addition, the
effects of turbulence intensity (TI) on performance is neglected in
these studies. This is due to the turbulent fluctuations being small
relative to the speed of the aircraft, and thus implies small levels of
turbulence.

In contrast to aero environments, lift and drag characteristics in



Table 3
Table of initial mesh subdivisions for the set of meshes studied. The total cell count is
post refinement using the snappyHexMesh utility.

Mesh Subdivisions Total no of cells

G1 100 � 100 � 30 95686
G2 200 � 200 � 60 766968
G3 300 � 300 � 90 2590032
G4 400 � 400 � 120 6146016
G5 500 � 500 � 150 11998116
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the marine environment are usually a function of high turbulence
intensity, often operating at lower Reynolds numbers (particularly
in lab scale tests). This makes the use of existing experimental data
from the aero environment a source of uncertainty for the accurate
prediction of marine environment case studies. In addition to these
issues, analytical approaches for predicting lift and drag charac-
teristics generally have problems with the accurate prediction of
stall. This is exacerbated at lower Reynolds numbers, and the
general inability to predict turbulent effects accurately.

Models that predict horizontal axis tidal turbine performance
require coefficients of lift and drag (CL and CD) at the correct
operating conditions to be assembled and inputted into the given
model. This model will perform calculations using this data in
conjunction with geometric aspects of the foil, i.e. chord, twist and
angle of attack, to compute the local forces.

The fluid velocity is to be determined based on some predefined
set of initial/boundary conditions. With this in mind it is thus
important to provide accurate inputs to these types of model, and
thus it is better to describe CL and CD in terms of:

LiftForce ¼ 0:5 r U2 c CLða; TI;ReÞ (13)

DragForce ¼ 0:5 r U2 c CDða; TI;ReÞ (14)

where TI is turbulence intensity, and Re is Reynolds number.
As the experimental turbines were based on the NACA63812

and 63815 aerofoil sections, a separate CFD study was conducted to
determine a set of CL and CD curves at a range of Reynolds numbers
and turbulence levels required for these sections to use for this
study. Fig. 6 compares the NACA63812 and NACA63815 foil sections
Fig. 6. CFD derived comparison of NACA63812 and NACA63815 foil sections with respect to z
right is coefficient of drag plotted against angle of attack. Bottom left is coefficient of lift pl
attack.
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for TI set to zero percent and TI set to seven percent. It is observed
that there is a significant change in performance particularly with
respect to drag.

5. The numerical domain: case study-fluid only

5.1. Mesh configuration

All grids were created utilizing both “blockMesh” and “snap-
pyHexMesh” in OpenFOAM version 6.0. The “blockMesh” utility is
used to generate an initial block (mesh domain) subdivided into
discreet elements. The initial size of the block is set to 30 m square
and 4 m deep. The subdivisions are tabulated in Table 3 for the set
of meshes used in the mesh sensitivity study (see also subsection
5.3). The discretisation does not use any grading in this case thus
“simpleGrading” is set to one. Once the blockmesh is generated it is
then further refined using the “snappyHexMesh” utility. The
“snappyHexMesh” utility approximately conforms to the geome-
tries by iteratively refining the blockMesh and morphing the
resulting split-hex mesh to the geometries.
ero and seven percent TI. Top left is coefficient of lift plotted against angle of attack. Top
otted against coefficient of drag. Bottom right is lift drag ratio plotted against angle of

G6 600 � 600 � 180 20740456



Fig. 7. [a] Mesh topology generated using a combination of “blockMesh” and “snap-
pyHexMesh” utilities. Note 0 shows the outer/base distribution of cells, while Note 2
shows the level 2 refinements made in the wake region. Note 3 identifies the assembly
area refinement, and Note 5 identifies the level 5 assembly region. [b] Zoom in of level
3 and 5 refinements.
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The wake region is defined as a cylinder 0.7 m radius, extending
Fig. 8. The geometry of the tank used
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from the rotor to 9 m downstream, i.e. to the domain outflow. The
refinement level in this region is specified as level 2, i.e. sub-divide
the base cell/mesh twice in this region (Note 2 in Fig. 7). The rotor
assembly and bladebox is set with a refinement level of 5, i.e. Note 5
in Fig. 7. The region around the rotor assembly (Note 3 in Fig. 7) is
set at level 3 up to 0.1 m from the assembly. A reasonable level of
detail of the nacelle and support is included in the model as shown
in Fig. 7.
5.2. Initial and boundary conditions

Initial and boundary conditions for the set of meshes outlined in
subsection 5.1 are described in terms of the CFD case setup in
OpenFOAM. The inlet/outlet subsections observed at the edge of
the tank (see Figs. 8 and 9) are set to either mass inflow, mass
outflow, or no flow depending on the location. The flow rates are
set according to Table 4, where in/out location one is located at 12
o'clock, and counted clockwise, see Fig. 9. It was not necessary to
model the tank in its entirety i.e. from the inlet/outlet vents only.
This reduced the complexity significantly. The tank walls are set to
zero velocity and wall functions used for k, ε, and nut. The top of the
domain is set to a full slip condition representing the open fluid
surface. The initial conditions are mapped to the boundary condi-
tions in all but velocity. The initial velocity condition is set to zero.
The kinematic viscosity n of this problem is set to 1.6667e�6 m2 s�1.
5.3. Mesh sensitivity studies

Mesh dependency studies of the simulations within the tank
was assessed with no turbine present (see T1 in Fig. 3). Velocity and
turbulence data were then sampled along the centre of the tank (at
hub height, 1 m (0.83D) above the tank floor, see Fig. 10). After
running the simulations until the residuals dropped to less than
0.001 for all data fields, the results were compared. The results
converge to the answer shown in Fig. 11 after mesh G4, and the
general distribution of the velocity and turbulence fields stops
evolving, i.e. stabilises, after mesh G4. Based on the study, mesh G4
(see Table 3) representing a reasonable compromise in accuracy
and computational cost, was chosen to perform the remaining
studies.
to build the mesh seen in Fig. 7.



Fig. 9. Enumeration of the in/outlet configuration seen in Fig. 8. This enumeration is
used to identify inlet and outlet patches in the numerical model.

Table 4
Table of mass flow rates representing the Flowave tank in cross flow configuration
i.e. x axis flow direction, where positive values are inflow and negative is outflow.
Both inflow and outflow sum to the same values maintaining conservation of mass.

PatchNo MassFlow[kg.s�1] PatchNo MassFlow[kg.s�1]

1 0 15 0
2 0 16 0
3 0 17 0
4 �4.0 18 3.150
5 �3.4 19 3.000
6 �2.9 20 2.900
7 �2.1 21 2.825
8 �1.6 22 2.650
9 �2.1 23 2.825
10 �2.9 24 2.900
11 �3.4 25 3.000
12 �4.0 26 3.150
13 0 27 0
14 0 28 0

Fig. 10. Schematic showing points at which flow measurements were made. The flow
measurements were taken 1 m (0.83D) above the tank floor (at hub height) without
the turbines.

Fig. 11. Velocity magnitude (a) and turbulence intensity (b) plotted against x-axis
location along the centre of the tank at hub height, i.e. y ¼ 0 m and z ¼ 1 m, No turbine
present.

C.E. Badoe, M. Edmunds, A.J. Williams et al. Renewable Energy 190 (2022) 232e250
6. Results

6.1. FloWave tank only (No turbines present)

This section compares the flow measured in the tank without
any turbines installed (baseline test) with the GAD-CFD results.
Flow velocities and turbulence intensities were evaluated at
various locations in the tank at an inflow speed of 0.8 m/s with no
turbines present to characterise the inflow and the wake (see
Fig. 10). As previously stated, the flow measurements were taken
1 m (0.83D) above the tank floor (at hub height) without the tur-
bines. Fig. 11 compare the profiles of velocity and turbulence in-
tensity along the centerline of the tank at hub height, y ¼ 0 m and
z ¼ 1 m. Strong similarity in the axial velocity and turbulence in-
tensity profiles exist with the experimental data. It appears that the
simulation has a slower inflow speed at x < 0 m and faster speed at
x > 0 m compared to the experiment (note, primary turbine loca-
tion is at x ¼ 0).
239



Fig. 12. Percentage error (a) velocity magnitude and (b) turbulence intensity plotted
against x-axis location along the centre of the tank at hub height, i.e. y ¼ 0 m and
z ¼ 1 m, No turbine present.

Fig. 13. Velocity magnitude (a) and turbulence intensity (b) plotted against y-axis
location across the centre of the tank at hub height, i.e. x ¼ 0m and z ¼ 1m, No turbine
present.
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Fig. 12a shows the percentage error in velocity between the
computed and measured data at the various sampled locations
used for the plots in Fig. 11. The error in velocity reduces closer to
the primary turbine location and increases with increase in wake
length. There is however a spread in the error in turbulence in-
tensity in Fig. 12b. The difference between the measured and
computed averaged lateral velocities and turbulence intensities is
0.3% and 1.2% respectively. The averaged lateral velocities behind
the turbine was over-predicted by about 1.2%.

The transverse velocity and turbulence intensity profiles at two
different stations is shown in Figs. 13 and 14. The plots show flow
development and dissipation across the transverse domain at hub
height. Individual flow structures are identified at x¼ 0 m (Fig. 13a)
whilst a single flow structure is identified at x ¼ 2.4 m (Fig. 14a) in
the far downstream region, with the lowest velocity at the cen-
treline. The simulations also show symmetry in both velocity and
turbulence intensity profiles, whilst some asymmetry exists in the
FloWave experiment, in particular at x ¼ 2.4 m in Fig. 14. This may
be attributed to the difficulty in controlling the individual impeller
units in the tank to generate the required flow across the test area
during the experiment, which may have resulted in some variation
in mean flow and turbulence intensity across the tank area. The
peak velocity in the combined flow structures is higher in the
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simulation compared to the experiment. The difference between
themeasured and computed averaged lateral velocities at x¼ 0.0 m
and x ¼ 2.4 m is 1.8% and 1.7% respectively.

Fig. 15 shows the spatial distribution of velocity magnitude at
z ¼ 1 m above the tank floor. The inlet flow is directed downstream
from the inlet vents, accelerating towards the centre of the tank.
Flow is observed to be more uniform in the centre region of the
tank than at the edges. Although not shown here strong variations
were observed at the same location at z¼ 0.1m above the tank floor
(close to the tank bottom) and z ¼ 2.0 m above the tank floor (close
to the free surface). Fig. 16 also shows the circulating flow at the
tank edges.
6.2. FloWave single rotor

Tip-speed ratio (TSR) sweeps from TSR 4 to 7 were conducted
for an isolated rotor case. The number of iterations to convergence
ranged from approximately 800 to 1200, where the convergence
criteria was set to 1 � 10�3 for all solved equations. Run times
ranged from 1.5 to 3.0 wall clock hours for each TSR point, on a 10
core PC workstation.

Coefficient of power CP and Coefficient of thrust CT were calcu-
lated using the average velocity at the rotors (with rotor removed).



Fig. 14. Velocity magnitude (a) and turbulence intensity (b) plotted against y-axis
location across the wake region, i.e. x ¼ 2.4 m and z ¼ 1 m, No turbine present.

Fig. 15. Velocity magnitude [0 … 0.9]m.s�1 taken at hub height (1 m above the tank
floor) through the domain. The cross flow direction is from left to right in this view, i.e.
x-axis.

Fig. 16. Turbulence intensity in the range [0 … 1] taken at hub height (1 m above the
tank floor) through the domain, where 1 equates to 100% TI. The cross flow direction is
from left to right in this view, i.e. x-axis.
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Usually when GAD-CFD is applied, the velocity far upstream or at
the inlet is assumed to represent the freestream velocity. However,
due to the spatially varying nature of the flow being considered,
this would be unrepresentative of the flow at the rotor and hence,
the velocity at the rotor location based on the rotorless case, was
used. Fig. 17 compares the GAD-CFD performance prediction with
the experimental data from the FloWave tank in terms of TSR.

It can be seen that the distribution of power and thrust correlate
well with the experimental results. An under prediction of power
can be seen in the CP curve as well as slight over prediction of
thrust, especially at TSR > 5. The GAD-CFD model only reports
thrust acting directly on the rotor, thus a correction needs to be
calculated considering the fluid drag acting on the assembly. This
issue was examined in Ref. [46] and demonstrates good correlation
for the combined results of thrust. RANS based models including
the GAD-CFD model are known to under-predict how much of the
energy exerted on the turbinewill be converted into rotation on the
blades and hence useful power. This has also been reported by
Refs. [47,48]. CP under prediction may also be attributed to varia-
tions in local flow directions at the blades and numerical rounding
in the model. With this in mind the thrust and power character-
istics correlate well and show a similar trend to the observations of
the experimental results.

Line samples of velocity and turbulence data were also taken in
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Fig. 17. Comparison of predicted CP and CT for the single rotor at a range of TSR's.

Fig. 18. Velocity magnitude (a) and turbulence intensity (b) for single rotor plotted
against x-axis location along the centre of the tank at hub height, i.e. y ¼ 0m and
z ¼ 1m, TSR 5.5.

Fig. 19. Velocity magnitude (a) and turbulence intensity (b) for single rotor plotted
against y-axis across the wake region, i.e. x ¼ 2.4m and z ¼ 1m, TSR 5.5.
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front of (Fig. 18) and behind the rotor (Fig. 19) to capture the fluid
characteristics upstream as well as exiting the rotor. The results of
the velocity and turbulence plots in Figs. 18 and 19 demonstrate
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good correlation with the experimental results, especially when
considering the experimental deviation associated with this type of
measurement, see Ref. [6] for more information. The distribution
and magnitudes of the feature set show good correlation with the
experimental results; this is particularly true of the asymmetric
flow structures observed. The slight asymmetry in the plots in
Fig. 19 could be as a result of the interaction of the assembly
structurewith the fluidmedium andwith the swirl imparted by the
rotor. This phenomena can be observedmore clearly with reference
to Figs. 20e22. The visualisation shows fluid emanating from the
assembly structure and propagating downstream as a result of the
wake rotation. The fluid mixes about the centreline of rotation a
few diameters downstream (approximately 4e5 diameters). This
fluid flow transports the turbulence emanating from the assembly
structure (Fig. 22), which pools before dispersing at about the same
distance downstream. This pooling of turbulence has also been
reported by Ref. [22].

The accuracy to which the GAD-CFD approach predicts the ve-
locity and turbulence data in Fig. 19 is within 3%e5% of the
measurements.

Fig. 23 shows a characteristic asymmetric sideways “W-shaped
wake” (at X¼ 0m) as part of the fluid passes through the turbine. It
can be seen from the figure that as the flow disperses further in the
wake the asymmetric sideways “W-shaped wake” profiles



Fig. 20. Visualisation of velocity magnitude [0 … 0.9]m.s�1 through the domain (left), and turbulence intensity (right) for single rotor, TSR 5.5.

Fig. 21. Visualisation of velocity magnitude taken at hub height (1 m above the tank floor) through the domain for single rotor, TSR 5.5.

Fig. 22. Visualisation of turbulence intensity taken at hub height (1 m above the tank floor) through the domain for single rotor, TSR 5.5.

Fig. 23. Velocity magnitude transects taken at hub height, i.e. y ¼ 0 and z ¼ 1 for single
rotor, TSR ¼ 5.5.
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disappear. The wake profile width also becomes larger than the
turbine diameter as the wake expands. Although downstream ve-
locity measurements were only recorded for distances of up to
2.4 m in the experiment, the CFD plot taken further downstream at
4.0 m shows that rotor influence on the flow is still visible, a factor
which must be taken into account when choosing sites to deploy
further rotors.

6.3. FloWave three rotors

A view of the turbine influence on the inflow is provided in
Fig. 24a for the three-turbine array model taken along the centre-
line of the primary rotor in the streamwise direction. Results of the
tank only (TANK) and single rotor (SR) cases have been included for
comparison purpose. For all cases with turbines in the tank, there is
an inflow deficit of between 0.01 and 0.03 m/s compared with tank
only case. This is most pronounced for the three-turbine array case.
The impact of the turbines on the inflow is well captured in terms of
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Fig. 24. Velocity magnitude for three rotors, TR, including baseline tank only, TANK
and single rotor, SR (a) and mean velocity relative to empty baseline tank only (b)
plotted against x-axis location along the centre of the tank at hub height, i.e. y ¼ 0 and
z ¼ 1, TSR ¼ 7.0 for the three-rotor array model.

Table 5
Predicted CP and CT for the primary turbine, R0 in the three-rotor array, TR ¼ 7. The
two upstream turbines, R1 and R2 have been included for comparison purpose.

Parameter R0EXP R0CFD R1CFD R2CFD

CP 0.3617 0.3287 0.2897 0.2920
CT 0.7545 0.7836 0.7864 0.7423

Fig. 25. Turbulence intensity for three rotors only plotted against x-axis location along
the centre of the tank at hub height, i.e. y ¼ 0 and z ¼ 1, TSR ¼ 7.0 for the three-rotor
array model.
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the mean velocity relative to empty baseline tank (Fig. 24b). There
is however a downward shift of the mean velocity curves and does
not significantly change the mean velocity curve slope. Since the
turbine forces are dependent on the inflow conditions, slight over
or under-prediction in velocity and turbulence intensity to the
turbines will result in increased or decreased turbine forces as can
be seen in Table 5. The applied GAD-CFD approach captures the
profile of turbulence intensity in Fig. 25 extremely well, with dif-
ferences of less than 5% compared to the FloWave measurements.

Table 5, demonstrates the performance of the primary turbine in
the array model in terms of CP and CT at TSR ¼ 7. GAD-CFD predicts
the thrust and power within 3.5% and 9.5% respectively. Figs. 26e28
highlights the difference in wake structure of the primary turbine
in the three-rotor array model in contrast to the single rotor case in
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Figs. 20e22. The primary rotor in the three-rotor array model falls
within a higher velocity region, resulting from flow acceleration
occurring between the two upstream rotors. It appears the lateral
spacing between the two upstream rotors may have played a role in
the primary turbine benefitting from the accelerated approaching
flow. Having higher velocities approaching the turbine can result in
an increase in the extractable power. This is also supported by
Ref. [18] who investigated the influence of lateral spacing on tidal
stream turbine array layouts. The authors showed that having
smaller lateral spacing (e.g. less than 1.5D) between two upstream
turbines in a three-turbine array can usually result in a reduction in
centreline velocities. Values between the two rows of turbines can
also result in values below freestream velocity, hence lower ve-
locities approaching the downstream rotor. This can reduce the
turbine performance.

Line samples of the velocity and turbulence data (Fig. 29) were
taken behind the primary rotor in the three-rotor array to capture
the fluid characteristics exiting the rotor. The results of the velocity
and turbulence plots of the primary turbine demonstrate reason-
able correlation with the experimental results. However, slight
deflection of the wake is noticeable in the profile of the two up-
stream turbines. Such deflections are mainly characteristic of
yawed turbines as reported by Ref. [49]. It should be recalled that
there were slight variations in mean flow and turbulence intensity
present across the tank area in the tank only results. These could
have contributed to the deflections observed in the upstream
turbines.

To investigate the flow regime in the region between the tur-
bines, a series of line samples of the velocity were taken close to the
tank floor, at hub height and at the water surface. Fig. 30 shows the
locations where the line samples were taken along with turbine/
blade positions. In all cases (Fig. 31aef and 32 a-f), the trend in the
upstream velocities are similar with very little differences between
them. However, a closer inspection of the plots show slightly lower
velocities approaching the primary rotor in the three-rotor array
compared to the tank only baseline and single rotor cases. Notice
also how the rotor influence on the inflow can be observed close to
the tank floor at z ¼ 0.1m and at the water surface z ¼ 2m.

The differences in the velocity plots become visible downstream
of the primary rotor in the array model. Close to the tank floor (in
Fig. 31a&d and 32a&d) and the water surface (in Fig. 31c&f and
32c&f) in the near wake region, the flow velocities are marginally
faster, compared to the empty tank baseline and the single rotor



Fig. 26. Visualisation of velocity magnitude [0 … 0.9]m.s�1 through the domain (left), and turbulence intensity (right) for three rotors, TSR 7.0.

Fig. 27. Visualisation of velocity magnitude taken at hub height (1 m above the tank floor) through the domain for three rotor, TSR 7.0.

Fig. 28. Visualisation of turbulence intensity taken at hub height (1 m above the tank floor) through the domain for three rotor, TSR 7.0.
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cases. At the hub height and in the near wake region, the flow does
not come under much influence of the turbine in the case of the
single turbine as shown in Fig. 31b. While in the three-turbine case
it does and the flow speed rise can be attributed to the flow ac-
celeration between the front two turbines. As the flow approaches
the primary turbine's blade location in Figs. 31e and 32b&e, sig-
nificant wake deficit is observed, increasing for the three turbine
array case.

The GAD-CFD approach is also evaluated for the prediction of
the transverse profile of streamwise velocity downstream of the
array model in Fig. 33. Close to the primary rotor, the velocity fields
are significantly asymmetric in the near wake region at x ¼ 0m to
x ¼ 0.5m, with reducing asymmetry as mixing occurs further
downstream at x ¼ 2.4m and x ¼ 4.0m. It is interesting to note how
the shape differs from that of the single rotor in Fig. 23. At x ¼ 2.4m
the GAD-CFD gives a good prediction of the velocity behind both
upstream rotors.
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7. Discussion

The results of GAD-CFD model simulations incorporating mul-
tiple configurations of tidal turbine rotors have been compared to
high resolution test-tank measurements. A summary of the data
analyses is presented below for the three cases: the tank-only
(numerical test-tank) model; the single-rotor case; and the triple-
rotor case.
7.1. Baseline tank-only model

Based on the comparison and level of agreement of the
modelled flow-field to that measured at FloWave (in the regions of
interest for this study) it has been shown that it is not necessary to
model the tank in its entirety i.e. from the inlet/outlet vent only.
This result reduces the modelling complexity significantly and
provided a baseline from which to incorporate energy conversion
devices.



Fig. 29. Velocity magnitude for three rotors, TR, including baseline tank only, TANK
and single rotor, SR (a) and turbulence intensity for three rotors only (b)plotted against
y axis location along the centre of the tank at hub height, i.e. x ¼ 2.4 and z ¼ 1,
TSR ¼ 7.0 for the three-rotor array model.

Fig. 30. Line sample locations (red arrows) for streamwise velocity extraction showing
turbine/blade position.
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All computed velocity plots compared very well with the
experimental results with the exception of the lateral profiles of
streamwise velocities and turbulence intensities where slight dif-
ferences between the simulation and experiment was observed.
This was attributed to difficulty in controlling individual impeller
units in the tank to generate the required flow across the test area
during the experiment, which may have resulted in some variation
in mean flow and turbulence intensity across the tank area.

With further validation e.g., higher density and coverage of in-
situ measurements, multiple new opportunities for combined
physical-numerical work are enabled. For example, where there are
notable discrepancies at specific regions of the domain in the
predicted to measured tank behaviour further investigation can be
carried out on root causes, leading to either improved numerical
simulation or optimised tank operation and ultimately to a vali-
dated numerical representation of a unique test facility.
7.2. Single rotor model

For the single rotor case, the distribution of power and thrust
correlate well with the experimental results, with differences of
less than 0.05% and 12% respectively at TSR ¼ 5.5. A slight over
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prediction of thrust, especially at TSR > 5 and an under prediction
of power was observed in the CP curve. The GAD-CFD model only
reports thrust acting directly on the rotor, thus a correction needs
to be calculated considering the fluid drag acting on the assembly.
This has also been examined in Ref. [46] and demonstrates good
correlation for the combined results of thrust. RANS based models,
of which the GAD-CFD model is, are known to under-predict how
much of the energy exerted on the turbine will be converted into
rotation on the blades and hence useful power. This has also been
reported by Refs. [47,48]. Another drawback of the GAD-CFD model
is that it fails to effectively predict local flow details at the turbine
blades and could also contribute to the CP under-prediction. With
this in mind the thrust and power characteristics correlate well and
show a similar trend to the observations of the experimental
results.

Line samples of velocity and turbulence data were also taken in
front and behind the rotor to capture the fluid characteristics up-
stream as well as exiting the rotor. The results showed good cor-
relation with the experiment. The asymmetry seen in the wake
plots were as a result of the interaction of the assembly structure
with the fluid medium and with the swirl imparted by the rotor.
Fluid emanating from the assembly structure propagates down-
stream as a result of the wake rotation. The fluid then mixes about
the centreline of rotation a few diameters downstream. The fluid
flow transports turbulence emanating from the assembly structure,
which pools before dispersing at about the same distance down-
stream. The pooling of turbulence has also been reported by
Ref. [22]. Although the wake velocities were recorded for a shorter
distance downstream of the rotor, the influence of the rotor on the
flow was visible further away in the wake. This is very important to
consider especially when choosing sites to deploy further rotors.

The upstream and wake characteristics of the single rotor was
predicted to within 3e5% of the measured data.
7.3. Triple rotor model

For the triple rotor case, variation of thrust and power



Fig. 31. Variation of flow between turbine locations using GAD-CFD, i.e. U at points on two streamwise transects (y ¼ 1.2m and y ¼ 0.6m) and at z ¼ 0.1m to z ¼ 2m above tank floor.
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coefficient with tip-speed ratio was consistent with measurements
with differences of less than 3.5% and 9.5% respectively at TSR¼ 7.0.
Asymmetry within the wake structure of the three-turbine array
configuration was observed as a result of the wake interacting with
the tower structure. The GAD-CFD model showed that the primary
rotor benefitted from the flow acceleration from the two rows of
turbines, resulting in high velocity flow approaching the primary
turbine thus increasing the extractable power. The results of the
experimental test described in this paper substantiates this finding.

The transverse profile of streamwise velocity downstream of the
three-turbine array model showed distinct individual wakes close
to the rotor, whilst the wakes merged further downstream. The
velocity and turbulence intensity profiles behind both upstream
rotors were also predicted reasonably well.
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7.4. Computational efficiency

Themodel run times vary between approximately 1.5 to 3.0 wall
clock hours for the single rotor computations and 4.5 to 6.0 wall
clock hours for the array model for each TSR point. These timings
depend on the size of the domain (quantity of cells), and the
hardware capabilities (processing speed), and speed of conver-
gence. The computations were run on 10 processors using the
Astute cluster at the University of Swansea. These model run times
are a significant improvement over the use of fully resolved turbine
geometry models. A sliding grid transient model of a single rotor
case with fully resolved hydrofoil geometry would require a mesh
size of at least 20 million elements to maintain an appropriate yþ.
This is in contrast to the approximately 6 million elements used for



Fig. 32. Variation of flow between turbine locations using GAD-CFD, i.e. U at points on two streamwise transects (y ¼ 0.0m and y ¼ �0.6m) and at z ¼ 0.1m to z ¼ 2m above tank
floor.
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the single rotor. The reason for the additional cell count is due to
the amount of refinement required at the hydrofoils to correctly
capture the lift and drag characteristics. This is also combined with
the time step size needed to maintain an acceptable Courant
number. For instance, with a simulation time of approximately
20 min per time step, would require a minimum simulation time of
approximately 480 wall clock hours on the same hardware.
Therefore, a complete TSR sweep would take approximately 1920
wall clock hours for this reference case on reference hardware.
8. Conclusions

An efficient method for simulating tidal stream energy
248
converter rotor response to realistic inflow conditions and
capturing the subsequent impact to far-field flow structure using a
GAD-CFD approach has been demonstrated. Model validation
against experimental testing has been conducted and was made
possible by coordinating a replicate physical tank-testing experi-
ment during experimental design.

The results show that the GAD-CFD model gives a better rep-
resentation of the rotor's downstream wake characteristics,
particularly with the inclusion of an accurate representation of the
assembly structure. Slight discrepancy was found in the rotor forces
owing to the failure of the model to better predict local details at
the blades which can influence loadings on the turbine. The model
also only reports thrust directly acting on the rotor, thus a



Fig. 33. Velocity magnitude transects taken at hub height, i.e. y ¼ 0 and z ¼ 1 for triple
rotor, TSR ¼ 7.0.

C.E. Badoe, M. Edmunds, A.J. Williams et al. Renewable Energy 190 (2022) 232e250
correction needs to be calculated considering the fluid drag acting
directly on the structure. Further validation of the model would be
recommended as more experimental data becomes available and
themodel improved to account for such details. However, the study
provides confidence that the approach can be applied to a range of
scenarios; both laboratory scale flume studies, and large scale de-
ployments in both the marine and wind environments. Due to the
computational efficiency, such an approach, especially when
compared to fully resolved turbine geometry models, makes the
GAD-CFD technique suitable for modelling arrays consisting of a
large number of rotors and for conducting multiple model runs
under varying tidal and machine-operating-point conditions. It is
therefore appropriate to also consider the model for studying tidal
stream arrays and their interactionwith respect to local topography
and power control. Since tidal energy could play an important role
in decarbonising electricity generation it is important to have ac-
cess to efficient and accurate engineering tools such as the one
developed here which sits between highly detailed blade resolved
models and larger scale oceanographic and atmospheric models.
Improved modelling will reduce the technical risk of operating
these devices in the highly energetic marine environment thus
increasing economic viability of the sector.

The GAD-CFD model includes new improved features such as a
more concise downwash distribution computation, variation of foil
section, application of tip radius correction, variation of lift/drag
curves with Reynolds number and surface roughness. The use of
analytical methods to successfully and effectively predict the dis-
tribution of lift towards the tip of finite wing, are demonstrated to
produce reasonable estimates of power and thrust. Allowing for the
variation of foil section shape within the model adds to the re-
finements including the distribution of forces along the foils. This
helps produce better characteristics closer to the rotor hub, and also
improved prediction in the stall region of the TSR range. Tip radius
correction produces an effect that is more visible at higher TSRs and
this in combination with including surface roughness effects for
predicted lift/drag curves reduces over estimations in the over-
speed part of the TSR range.

Futurework should focus on improving themodel to account for
changing lift and drag characteristics at higher levels of free stream
turbulence. As turbulence levels increase, the quantity of lift and
drag changes, as does the stall point relative to angle of attack, and
post stall features significantly change. The model could be com-
bined with turbine control algorithms that consider power capping
through stall or pitch control to enable the study of rotors
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interacting in an array as well as exploring the impact of variable
inflow conditions on varying configurations of multiple turbine.
Beyond this immediate application the developers seek to develop
and incorporatemore realistic bathymetry characterisations, which
is expected to be an important factor in real-world turbine array
operation. It is the authors intention to publish the implementation
of the model to enable such studies to take place.
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