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Abstract

Under Lyapunov and monotone conditions, the exponential ergodicity in the in-
duced Wasserstein quasi-distance is proved for a class of non-dissipative McKean-
Vlasov SDEs, which strengthen some recent results established under dissipative con-
ditions in long distance. Moreover, when the SDE is order-preserving, the exponential
ergodicity is derived in the Wasserstein distance induced by one-dimensional increasing
functions chosen according to the coefficients of the equation.
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1 Introduction

Consider the following second order differential operator on Rd:

L :=
1

2

d∑
i,j=1

aij∂i∂j +
d∑
i=1

bi∂i,

where a := (aij)1≤i,j≤d is positive definite and C2-smooth, b := (bi)1≤i≤d is C1-smooth.
The Harris theorem says that if there exists a Lypaunov function 0 ≤ V ∈ C2(Rd) with
lim|x|→∞ V (x) =∞ such that

(1.1) LV ≤ C0 − C1V
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holds for some constants C0, C1 > 0, then the diffusion process generated by L is exponen-
tially ergodic, see [12, Theorem 1.5] for a more general assertion, and see [9, Theorem 2.1]
for an explicit estimate on the exponential convergence rate when a = Id, the d× d-identity
matrix. A typical example satisfying (1.1) is L = 1

2
∆ + b · ∇ with b ∈ C1 such that

(1.2) b(x) = −|x|p−2x, |x| ≥ 1

holds for some p ≥ 1. It is easy to see that when p ≥ 2, this operator is dissipative in long
distance, i.e.

(1.3) 〈x− y, b(x)− b(y)〉 ≤ C3|x− y| − C4|x− y|2

holds for some constants C3, C4 > 0. However, when p ∈ [1, 2), it is fully non-dissipative in
the sense that

(1.4) sup
|x−y|=r

〈x− y, b(x)− b(y)〉 ≥ 0, r ≥ 0.

On the other hand, when p ∈ (0, 1), the diffusion process is not exponential ergodic since the
Poincaré inequality fails (see for instance [22, Corollary 1.4]). Therefore, in this example,
p = 1 is critical for the exponential ergodicity.

In this paper, we aim to extend the above mentioned Harris theorem to McKean-Vlasov
SDEs (also called distribution dependent or mean field SDEs), for which the time-marginal
distribution µt of the solution satisfies the following nonlinear Fokker-Planck equation on
P, the space of probability measures on Rd:

(1.5) ∂tµt = L∗µtµt

in the sense that µt is continuous in t under the weak topology and

µt(f) :=

∫
Rd
fdµt = µ0(f) +

∫ t

0

µs(Lµsf)ds, t ≥ 0, f ∈ C∞0 (Rd),

where for any µ ∈P, the operator Lµ is defined by

(1.6) Lµ :=
1

2

d∑
i,j=1

aij∂i∂j +
d∑
i=1

bi(·, µ)∂i

for the above mentioned a and a distribution dependent drift

b : Rd ×P → Rd.

This nonlinear Fokker-Planck equation can be characterized by the following McKean-Vlasov
SDE on Rd:

(1.7) dXt = b(Xt,LXt)dt+ σ(Xt)dWt,

where σ : [0,∞) × Rd → Rd ⊗ Rm such that σσ∗ = a, Wt is the m-dimensional Brownian
motion on a complete filtration probability space (Ω, {Ft}t≥0,P), and Lξ is the distribution
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of a random variable ξ. Indeed, according to [1], for any solution of (2.1) with µt := LXt

satisfying

(1.8)

∫ T

0

µt
(
‖a‖+ |b(·, µt)|

)
dt <∞, T ≥ 0,

µt solves (1.5); while a solution of (1.5) satisfying (1.8) coincides with LXt for a weak solution

to (1.7). Therefore, if (1.7) is weakly well-posed in a subspace P̂ ⊂ P (i.e. for any initial

distribution in P̂ it has a unique solution with LXt ∈ P̂), continuous in t under the weak

topology, the exponential ergodicity of (1.5) in P̂ is equivalent to that of the SDE (1.7)

with initial distributions in P̂.
In recent years, different types of exponential ergodicity have been investigated for solu-

tions to (1.5) under the dissipative condition (1.3) in long distance and that the dependence
of b(x, µ) on µ is weak enough. When a = Id, see [18] for the exponential ergodicity in W2,
[21] for the ergodicity under the polynomial mixing property for the associated mean-field
particle systems, [10] for the exponential convergence in the total variation norm for Dirac
initial measures, [11] for exponential ergodicity in the “mean field entropy”, [17] for exponen-
tial ergodicity in the L1-Wasserstein distance. See also [20] for the exponential ergodicity in
the relative entropy where a may be non-constant. However, as already mentioned above that
the condition (1.3) excludes fully non-dissipative examples of b satisfying (1.2) for p ∈ [1, 2).
On the other hand, in this case the diffusion process generated by L := ∆ + b · ∇ is expo-
nential ergodic according to the Harris theorem, so that in the spirit of stable perturbations,
when b(x, µ) = −∇|x|p + b0(x, µ) for p ∈ [1, 2) and large |x| and b0 is small enough, the
exponential ergodicity for (1.5) with a = Id should also hold. This has been confirmed in
[2, Theorem 3.1] for b(x, µ) := b0(x) + εb1(x, µ) with small ε > 0, where b0 and b1 satisfies
〈b0(x), x〉 ≤ −c1|x| for some constant c1 > 0 and large |x|, ‖b1‖∞ ≤ c2 and

|b0(x)− b0(y)|+ |b1(x, µ)− b1(x, ν)| ≤ c2(|x− y|+ W2(µ, ν))

for some constant c2 > 0 and the L2-Wasserstein distance W2. In this paper, we will prove
a general version of such a result for (1.5), which includes non-constant diffusion coefficient
a and non W2-Lipschitz b1(x, ·), see Example 1.2 below.

The main idea of the present study is to decompose a into a = λId+σ̂σ̂
∗ for some constant

λ > 0 and Lipschitz continuous σ̂ as in [19], then for the corresponding McKean-Vlasov SDE
we adopt the coupling by reflection for the noise with coefficient

√
λId, and the coupling by

parallel displacement for the noise with coefficient σ̂.
The coupling by reflection was applied in [5, 6, 7] to estimate the first eigenvalue on

Riemannian manifolds as well as the spectral gap for elliptic diffusions, and has been devel-
oped in the study of SDEs and SPDEs. Unlike in the study of classical SDEs (or diffusion
processes) for which we may let two marginal processes move together after the first meeting
time (i.e. coupling time), in the distribution dependent setting this is no-longer practicable
since the difference of marginal distributions may separate the marginal processes after the
coupling time. To fix this problem, after the coupling time we will take the coupling by
parallel displacement for all noises, so that the marginal processes will not move too far
away each other.
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The remainder of the paper is organized as follows. In Section 2, we investigate the
exponential ergodicity of (1.5) under Lyapunov and monotone conditions, which apply to
a class of fully non-dissipative models (see Examples 2.1 and 2.2). In Section 3, we prove
the exponential ergodicity under the dissipative condition in long time, which extends some
existing results to non-constant a (see Example 3.1). Finally, Section 4 concerns with the
exponential ergodicity for order-preserving McKean-Vlasov SDEs.

2 Under Lyapunov and monotone conditions

We will consider the following more general version of (1.7) where the coefficients may also
depend on the time parameter:

(2.1) dXt = bt(Xt,LXt)dt+ σt(Xt)dWt,

where
σ : [0,∞)× Rd → Rd ⊗ Rm, b : [0,∞)× Rd ×P → Rd

are measurable and Wt is the m-dimensional Brownian motion. Recall that the SDE (2.1)

is called strongly (respectively, weakly) well-posed in a subspace P̂ ⊂ P, if for any s ≥ 0

and Fs-measurable initial value Xs with LXs ∈ P̂ (respectively, any µ ∈ P̂), (2.1) has a
unique solution from time s (respectively, a unique weak solution with initial distribution

µ from time s) such that the time-marginal of the solution is continuous in P̂ under the
weak topology. We call (2.1) well-posed if it is both strongly and weakly well-posed. In this

case, we denote P ∗s,tµ = LXt for Xt solving (2.1) from time s with LXs = µ ∈ P̂, so that
t 7→ P ∗s,tµ is continuous in t ≥ s and

(2.2) P ∗s,t = P ∗r,tP
∗
s,r, 0 ≤ s ≤ r ≤ t.

When b and a do not depend on t, we have P ∗s,t = P ∗t−s := P ∗0,t−s, t ≥ s.

2.1 Main result

For any t ≥ 0 and µ ∈P, consider the second-order differential operator

(2.3) Lt,µ :=
1

2
tr{σtσ∗t∇2}+ bt(·, µ) · ∇.

For any probability measure µ and a measurable function f , we denote µ(f) =
∫
fdµ is the

integral exists. We assume the following Lyapunov condition. For any positive measurable
function V on Rd, let

PV := {µ ∈P : µ(V ) <∞}.

(H1) (Lyapunov) There exists a function 0 ≤ V ∈ C2(V ) with lim|x|→∞ V (x) =∞ and

(2.4) sup
t≥0, x∈Rd

|σt(x)∇V (x)|
1 + V (x)

<∞,

such that for some K0, K1 ∈ L1
loc([0,∞);R)

(2.5) Lt,µV ≤ K0(t)−K1(t)V, t ≥ 0, µ ∈PV .
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We remark that the existence of invariant probability measure has been studied in [13] under
an integrated Lyapunov condition weaker than (2.5), see also [15] for a recent survey on this
topic.

For any l > 0, consider the class

Ψl :=
{
ψ ∈ C2([0, l]; [0,∞)) : ψ(0) = ψ′(l) = 0, ψ′|[0,l) > 0

}
.

For each ψ ∈ Ψl, we extend it to the half line by setting ψ(r) = ψ(r ∧ l), so that ψ′ is
non-negative and Lipschitz continuous with compact support, with

(2.6) cψ := sup
r>0

rψ′(r)

ψ(r)
<∞.

When ψ′′ ≤ 0, we have ‖ψ′‖∞ := sup |ψ′| = ψ′(0) and cψ = limr↓0
rψ′(r)
ψ(r)

= 1.

For any constant β > 0, the weighted Wasserstein distance (also called transportation
cost) is given by

Wψ,βV (µ, ν) := inf
π∈C (µ,ν)

∫
Rd×Rd

ψ(|x− y|)
(
1 + βV (x) + βV (y)

)
π(dx, dy), µ, ν ∈PV .

In general, Wψ,βV is only a quasi-distance on PV as the triangle inequality may not hold.
But it is complete in the sense that any Wψ,βV -Cauchy sequence in PV is convergent. For
any µ, ν ∈PV , we introduce

Ŵψ,βV (µ, ν) := inf
π∈C (µ,ν)

∫
Rd×Rd ψ(|x− y|)(1 + βV (x) + βV (y))π(dx, dy)∫
Rd×Rd ψ

′(|x− y|)(1 + βV (x) + βV (y))π(dx, dy)
,(2.7)

which will come naturally from Itô’s formula for the process

ψ(|Xt − Yt|)(1 + βV (Xt) + βV (Yt))

for a coupling (Xt, Yt) of the SDE. We observe that

sup
π∈C (µ,ν)

∫
Rd×Rd

ψ′(|x− y|)(1 + βV (x) + βV (y))π(dx, dy) ≤ 1 + βµ(V ) + βν(V ),

so that Ŵψ,βV ≥ Wψ,βV (µ,ν)

1+βµ(V )+βν(V )
. As shown in Example 1.2 below that in many cases

Ŵψ,βV ≥
cWψ,βV (µ, ν)

1 + β[µ(V ) ∧ ν(V )]

holds for some constant c > 0.
Moreover, let ‖∇f‖∞ be the Lipschitz constant of a real function f on Rd. We need the

following non-degenerate and monotone conditions.

(H2) (Non-degeneracy) There exist α ∈ L1
loc([0,∞); (0,∞)) and measurable

σ̂ : [0,∞)× Rd → Rd ⊗ Rd

with
∫ T

0
‖∇σ̂t‖∞dt <∞ for T ∈ (0,∞), such that

(2.8) at(x) := (σtσ
∗
t )(x) = αtId + (σ̂tσ̂

∗
t )(x), t ≥ 0, x ∈ Rd.
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(H3) (Monotonicity) b is bounded on bounded set in [0,∞)×Rd×PV . Moreover, there
exist l > 0, K, θ, ql ∈ L1

loc([0,∞); [0,∞)) and ψ ∈ Ψl, such that

(2.9) 2αtψ
′′(r) +Ktψ

′(r) ≤ −ql(t)ψ(r), r ∈ [0, l], t ≥ 0,

〈bt(x, µ)− bt(y, ν), x− y〉+
1

2
‖σ̂t(x)− σ̂t(y)‖2

HS

≤ Kt|x− y|2 + θt|x− y|Ŵψ,βV (µ, ν), x, y ∈ Rd, µ, ν ∈PV , t ≥ 0.
(2.10)

Remark 1.1. (1) Since V ≥ 0 with V (x)→∞ as |x| → ∞, we have

(2.11) κl,β(t) := inf
|x−y|>l

K1(t)V (x) +K1(t)V (y)− 2K0(t)

β−1 + V (x) + V (y)
∈ R, l > 0,

and κl,β(t) > 0 for large enough l > 0 and K1(t) > 0.

(2) Consider the one-dimensional differential operator L = 2λ d2

dr2
+K d

dr
on [0, l]. In (2.9)

one may take ψ to be the first eigenfunction of L with Dirichlet boundary at 0 and Neumann
boundary at l. In this case, ql > 0 is the first mixed eigenvalue.

(3) (2.4) and (H2) imply that

αl,β(t) :=cψ sup
|x−y|∈(0,l)

{
αt

|∇V (x)−∇V (y)|
|x− y|{β−1 + V (x) + V (y)}

+
|{σ̂t(x)− σ̂t(y)}[(σ̂t(·)∗∇V )(x) + (σ̂t(·)∗∇V )(y)]|

|x− y|{β−1 + V (x) + V (y)}

}
<∞

(2.12)

for any β, l > 0. In many cases, we have αl,β ↓ 0 as β ↓ 0. For instance, it is the case when
V (x) = e|x|

p
for p ∈ (0, 1) and large |x|, and σ̂ is Lipschitz continuous with ‖σ̂(x)‖ ≤ c(1+|x|q)

for some constants c > 0 and q ∈ (0, 1− p), or V (x) = |x|k for some k > 0 and large |x|.

For K0, ql, κl,β and αl,β given in (H1), (H3), (2.11) and (2.12) respectively, let

(2.13) λl,β(t) := min
{
κl,β(t), ql(t)− 2K0(t)β − αl,β(t)

}
.

Since αl,β(t) → 0 as β → 0, and since κl,β(t) > 0 for K1(t) > 0 and large l > 0, when
K1(t) > 0 we may take large l > 0 and small β > 0 such that λl,β(t) > 0. The main result
in this part is the following.

Theorem 2.1. Assume (H1)-(H3), with ψ′′ ≤ 0 when σ̂t(·) is non-constant for some t ≥ 0.
Then the SDE (2.1) is well-posed in PV , and P ∗t := P ∗0,t satisfies

(2.14) Wψ,βV (P ∗t µ, P
∗
t ν) ≤ e−

∫ t
0 {λl,β(s)−θs}dsWψ,βV (µ, ν), t ≥ 0, µ, ν ∈PV .

Consequently, if (a, b) does not depend on t and λl,β > θ, then P ∗t has a unique invariant
probability measure µ̄ ∈PV such that

(2.15) Wψ,βV (P ∗t µ, µ̄) ≤ e−(λl,β−θ)tWψ,βV (µ, µ̄), t ≥ 0, µ ∈PV .
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2.2 An example

In the following example, the drift b0 is fully non-dissipative in the sense of (1.4). As
mentioned in Introduction that a critical model for the exponential ergodicity is the diffusion
process generated by ∆− (∇H) · ∇ with H(x) = |x| for large |x|, which is now covered by
this example for p = 1. Moreover, the following example is not covered by [2] even for σ̂ = 0,
because log µ(V ) is not W2-Lipschitz continuous in µ.

Example 2.1. Let a = Id + σ̂σ̂∗ for some Lipschitz continuous matrix valued function σ̂,
V (x) = e(1+|x|2)p/2 for some p ∈ (0, 1], and

b(x, µ) := b0(x) + εΦ(x, log µ(V ))

for some ε ∈ [0, 1), b0 ∈ C1(Rd) with b0(x) = −|x|−px for |x| ≥ 1, and Φ ∈ C1
b (Rd ×

[0,∞);Rd). Let

(2.16) W̃V (µ, ν) := inf
π∈C (µ,ν)

∫
Rd×Rd

{1 ∧ |x− y|} · {1 + V (x) + V (y)}π(dx, dy).

Then when ε > 0 is small enough, P ∗t has a unique invariant probability measure µ̄ ∈ PV ,
and there exist constants c, q > 0 such that

W̃V (P ∗t µ, µ̄) ≤ ce−qtW̃V (µ, µ̄), t ≥ 0, µ ∈PV .

Proof. It is easy to see that (H1) holds for some constants K0, K1 > 0, (H2) holds for α = 1.
Since V (x)→∞ as |x| → ∞, we take l > 0 such that

inf
|x−y|≥l

{
K1V (x) +K1V (y)− 2K0

}
≥ 1.

So, in (2.11) the constant κl,β > 0 for all β > 0. Next, take ψ ∈ Ψl such that (2.9) holds

for some ql > 0, for instance ψ is the first mixed eigenfunction of 2 d2

dr2
+ K d

dr
on [0, l] with

Dirichlet condition at 0 and Neumann condition at l. Then there exists a constant c0 > 0
such that

(2.17) |V (x)− V (y)| ≤ c0ψ(|x− y|)(V (x) + V (y)), x, y ∈ Rd.

Next, since for any π ∈ C (µ, ν) we have∫
Rd×Rd

ψ′(|x− y|)(1 + βV (x) + βV (y))π(dx, dy)

≤ ‖ψ′‖∞
∫
{|x−y|≤l}

{
1 + (1 + e)β[V (x) ∧ V (y)]

}
π(dx, dy)

≤ (2 + e)[µ(V ) ∧ ν(V )], β ∈ (0, 1],

(2.7) implies

Ŵψ,βV (µ, ν) ≥ Wψ,βV (µ, ν)

(2 + e)[µ(V ) ∧ ν(V )]
, β ∈ (0, 1].
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Combining this with Φ ∈ C1
b and noting that (2.17) implies

|µ(V )− ν(V )| ≤ inf
π∈C (µ,ν)

∫
Rd×Rd

|V (x)− V (y)|π(dx, dy) ≤ c0β
−1Wψ,βV (µ, ν)

for some constant c0 > 0, we find a constant c1 > 0 such that

|b(x, µ)− b(x, ν)| ≤ ε‖∇Φ(x, ·)‖∞| log µ(V )− log ν(V )|

≤ ε‖∇Φ(x, ·)‖∞|µ(V )− ν(V )|
µ(V ) ∧ ν(V )

≤ c1εβ
−1Ŵψ,βV (µ, ν), β ∈ (0, 1].

Noting that ‖∇b0‖∞ + ‖∇Φ‖∞ + ‖∇σ̂‖∞ < ∞, this implies (H3) holds for some constant
K > 0 and θ = c1εβ

−1, β ∈ (0, 1].
Finally, as observed in Remark 1.1(3) that for the present V we have αl,β ↓ 0 as β ↓ 0.

Then in (2.13), λl,β > 0 for small β ∈ (0, 1]. Therefore, by Theorem 2.1, when ε > 0 is small
enough, P ∗t has a unique invariant probability measure µ̄ ∈PV , such that

Wψ,βV (P ∗t µ, µ̄) ≤ e−qtWψ,βV (µ, µ̄), t ≥ 0

holds for some constant q > 0. This completes the proof since

C−1W̃V ≤Wψ,βV ≤ CW̃V

holds for some constant C > 1.

2.3 Proof of Theorem 2.1

Since ψ(r) := ψ(r ∧ l) for ψ ∈ Ψl is not second order differentiable at l, we introduce
the following lemma ensuring Itô’s formula for ψ of a semi-martingale which will be used
frequently in the sequence.

Lemma 2.2. Let ξt be a non-negative continuous semi-martingale satisfying

dξt ≤ Atdt+ dMt

for a local martingale Mt and an integrable adapted process At. Then for any ψ ∈ C1([0,∞))
with ψ′ non-negative and Lipschitz continuous, we have

dψ(ξt) ≤ ψ′(ξt)Atdt+
1

2
ψ′′(ξt)d〈M〉t + ψ′(ξt)dMt,

where

ψ′′(r) := lim sup
s↓r

lim sup
ε↓0

ψ′(s+ ε)− ψ′(s)
ε

, r ≥ 0

is a bounded measurable function on [0,∞).

8



Proof. By restricting before a stopping time, we may and do assume that ξt,
∫ t

0
Asds and Mt

are bounded processes. For any n ≥ 1, let

ψn(r) = n

∫ ∞
0

ψ(r + s)e−nsds, r ≥ 0.

Then each ψn is C∞-smooth, with ψ′n ≥ 0, (ψn, ψ
′
n)→ (ψ, ψ′) locally uniformly, {‖ψ′′n‖∞}n≥1

uniformly bounded, and by Fatou’s lemma,

lim sup
n→∞

ψ′′n(r) ≤ lim sup
n→∞

∫ ∞
0

lim sup
ε↓0

ψ′(r + s+ ε)− ψ′(r + s)

ε
ne−nsds

≤ lim sup
s↓0

lim sup
ε↓0

ψ′(r + s+ ε)− ψ′(r + s)

ε
= ψ′′(r), r ≥ 0.

Therefore, by applying Itô’s formula to ψn(ξt) and letting n→∞, we finish the proof.

A. The well-posedness. For any T > 0 and a subspace P̂ ⊂ P, let Cw([0, T ]; P̂) be

the class of all continuous maps from [0, T ] to P̂ under the weak topology.

Lemma 2.3. Assume that for some K ∈ L1
loc([0,∞); (0,∞))

(2.18) Lt,µV (x) ≤ ζt(1 + µ(V ) + V (x)), t ≥ 0, x ∈ Rd, µ ∈PV ,

(2.19) ‖σt∇V (x)| ≤ ζt(1 + V (x)), t ≥ 0, x ∈ Rd,

2〈bt(x, µ)− bt(y, ν), x− y〉+ + ‖σt(x)− σt(y)‖2
HS

≤ ζt|x− y|
{
|x− y|+ Wψ,V (µ, ν)

}
, t ≥ 0, x, y ∈ Rd, µ, ν ∈PV .

(2.20)

Then (2.1) is well-posed for distributions in PV with

(2.21) EV (Xt) ≤ e2
∫ T
0 ζsdsEV (X0)

∫ T

0

ζse
2
∫ T
s ζrdrds.

Proof. It is easy to see that (2.21) follows from (2.18) and Itô’s formula. To prove the well-
posedness for distributions in PV , we adopt a fixed point theorem in distributions. For any
T > 0, γ := LX0 ∈PV , and

µ ∈Pγ
T,V :=

{
µ ∈ Cw([0, T ]; PV ) : µ0 = γ

}
,

consider the following SDE

(2.22) dXµ
t = bt(X

µ
t , µt) + σt(X

µ
t )dWt, Xµ

0 = X0, t ∈ [0, T ].

It is well known that the monotone condition (2.10) in (H3) implies the well-posedness of
this SDE up to life time, while the Lyapunov condition (2.18) implies

sup
t∈[0,T ]

E[V (Xµ
t )] <∞.
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Then by the continuity of Xµ
t in t we conclude that

H(µ)(·) := LXµ
· ∈ Cw([0, T ]; PV ).

It remains to prove that H has a unique fixed point µ̄ ∈ PV,T , so that X µ̄
t is the unique

solution of (2.1) up to time T , and by the modified Yamada-Watanabe principle [?, Lemma
2.1], this also implies the weak well-posedness of (2.1) up to time T .

To prove the existence and uniqueness of the fixed point of H, we introduce

Pγ,N
V,T :=

{
µ ∈ Cw([0, T ]; PV ) : µ0 = γ, sup

t∈[0,T ]

e−Ntµt(V ) ≤ N(1 + γ(V ))
}
, N ≥ 1.

Then as N ↑ ∞, we have Pγ,N
V,T ↑ Pγ

V,T as N ↑ ∞. So, it suffices to find N0 ≥ 1 such that

for any N ≥ N0, HPγ,N
T,V ⊂ Pγ,N

T,V and H has a unique fixed point in Pγ,N
T,V . We prove this

in the following two steps.
(a) Construction of N0. Let

c := e
∫ T
0 ζsds, N0 := 3c.

By Itô’s formula and (2.18), for any N ≥ N0 and µ ∈Pγ,N
T,V , we have

e−NtEV (Xµ
t ) ≤ γ(V )e

∫ t
0 ζsds−Nt +

∫ t

0

ζs
{

1 +N(1 + γ(V ))
}

e
∫ t
s ζrdr−N(t−s)ds

≤ cγ(V ) + 2cN(1 + γ(V )) sup
t∈[0,T ]

∫ t

0

e−N(t−s)ds ≤ cγ(V ) + 2c(1 + γ(V )) ≤ N(1 + γ(V )).

So, HPγ,N
T,V ⊂Pγ,N

T,V for N ≥ N0.

(b) Let N ≥ N0. It remains to prove that H is contractive in Pγ,N
T,V under

Wψ,V,λ(µ, ν) := sup
t∈[0,T ]

e−λtWψ,V (µt, νt), µ, ν ∈Pγ,N
T,V

for large λ > 0.
For µ, ν ∈Pγ,N

T,V , by (2.20) and the Itô-Tanaka formula, we find C0 ∈ L1
loc([0,∞); (0,∞))

such that

d|Xµ
t −Xν

t | ≤ C0(t)(Wψ,βV (µt, νt) + |Xµ
t −Xν

t |)dt+
〈 Xµ

t −Xν
t

|Xµ
t −Xν

t |
,
{
σt(X

µ
t )− σt(Xν

t )
}

dWt

〉
.

Since ψ ∈ Ψl, by extending to the half-line with ψ(r) := ψ(r ∧ l), we see that ψ′ is non-
negative and Lipschitz continuous. By Lemma 2.2, µ, ν ∈ Pγ,N

V,T , and noting that ψ′′ ≤ 0
when σt is non-constant for some t ≥ 0, we find C1 ∈ L1([0, T ]; (0,∞)) such that

dψ(|Xµ
t −Xν

t |) ≤C1(t)ψ(|Xµ
t −Xν

t |) + Wψ,βV (µt, νt)
}

dt

+ ψ′(|Xµ
t −Xν

t |)
〈 Xµ

t −Xν
t

|Xµ
t −Xν

t |
,
{
σt(X

µ
t )− σt(Xν

t )
}

dWt

〉(2.23)
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holds for t ∈ [0, T ].
On the other hand, by (2.18) and µ, ν ∈Pγ,N

V,T , we find a constant K(N) > 1 such that

d
{
V (Xµ

t ) + V (Xν
t )
}
≤ ζt

{
1 + µt(V ) + νt(V ) + V (Xµ

t ) + V (Xν
t )
}

dt

+
〈
σt(X

µ
t )∇V (Xµ

t ) + σt(X
ν
t )∇V (Xν

t ), dWt

〉
≤ K(N)ζt

{
1 + V (Xµ

t ) + V (Xν
t )
}

dt+
〈
σt(X

µ
t )∇V (Xµ

t ) + σt(X
ν
t )∇V (Xν

t ), dWt

〉
.

Combining this with (2.6), (2.19), and (2.23), we find C2 ∈ L1([0, T ]; (0,∞)) such that

ξt := ψ(|Xµ
t −Xν

t |)
(
1 + V (Xµ

t ) + V (Xν
t )
)

satisfies

dξt ≤ C2(t)
[
ξt + (1 + V (Xµ

t ) + V (Xν
t ))Wψ,V (µt, νt)

]
dt+ dMt, t ∈ [0, T ]

for some local martingale Mt. Since H(µ), H(ν) ∈Pγ,N
V,T implies

EV (Xµ
t ) + EV (Xν

t ) ≤ N(1 + γ(V ))eNT =: D(N) <∞, t ∈ [0, T ],

this and ξ0 = 0 yield

e−λtEξt ≤
(
1 +D(N)

)
Wψ,V,λ(µ, ν)

∫ t

0

C2(s)e
∫ t
s (C2(r)−λ)drds, t ∈ [0, T ], λ > 0.

Noting that limλ→∞ supt∈[0,T ]

∫ t
0
C2(s)e

∫ t
s (C2(r)−λ)drds = 0, we conclude that when λ > 0 is

large enough,

e−λtWψ,V (Ht(µ), Ht(ν)) ≤ e−λtEξt ≤
1

2
Wψ,V,λ(µ, ν), t ∈ [0, T ].

Therefore, H : Pγ,N
V,T →Pγ,N

V,T is contractive in Wψ,T,λ for large enough λ > 0.

B. Construction of coupling. Simply denote

ψβV (x, y) := ψ(|x− y|)(1 + βV (x) + βV (y)), x, y ∈ Rd.

For s ≥ 0 and µ, ν ∈PV , let Xs and Ys be Fs-measurable random variables such that

(2.24) LXs = P ∗s µ, LYs = P ∗s ν, EψβV (Xs, Ys) = Wψ,βV (P ∗s µ, P
∗
s ν).

Let B1
t and B2

t be two independent d-dimensional Brownian motions and consider the fol-
lowing SDE:

(2.25) dXt = bt(Xt, P
∗
t µ)dt+

√
αtdB

1
t + σ̂t(Xt)dB

2
t , t ≥ s.

By (H3), this SDE is well-posed. Indeed, since b is locally bounded, by Girsanov’s transform
to the regular SDE

dXt =
√
αtdB

1
t + σ̂t(Xt)dB

2
t , t ≥ s

11



up to the exit time of a large ball, we construct a weak solution to (2.25) up to the same
stopping time. On the other hand, the monotone condition in (H3) implies the pathwise
uniqueness of (2.25), then the well-posedness is implied by the Yamada-Watanabe principle.
Moreover, the Lyapunov condition in (H1) ensures the non-explosion. Since by (H2) and the
definition of P ∗t the solution to the McKean-Vlasov SDE (2.1) is a weak solution to (2.25),
the weak uniqueness of (2.25) implies that LXt = P ∗t µ, t ≥ s.

To construct the coupling with reflection, let

u(x, y) =
x− y
|x− y|

, x 6= y ∈ Rd.

We consider the SDE:

(2.26) dYt = bt(Yt, P
∗
t ν)dt+

√
αt
{
Id − 2u(Xt, Yt)⊗ u(Xt, Yt)1{t<τ}

}
dB1

t + σ̂t(Yt)dB
2
t

for t ≥ s, where
τ := inf{t ≥ s : Yt = Xt}

is the coupling time. Since the coefficients in noises are Lipschitz continuous in Yt 6= Xt, by
the same argument leading to the well-posedness of (2.25), we conclude that (2.26) has a
unique solution up to the coupling time τ . When t ≥ τ , the equation of Yt becomes

(2.27) dYt = bt(Yt, P
∗
t ν)dt+

√
αtdB

1
t + σ̂t(Yt)dB

2
t ,

which is well-posed as explained above. Therefore, (2.26) has a unique solution up to life
time. On the other hand, the Lyapunov condition in (H1) implies that the solution is non-
explosive, and by the same reason leading to LXt = P ∗t µ, we have LYt = P ∗t ν.

C. Proof of (2.14). By (H3) and the Itô-Tanaka formula for (2.25) and (2.26), we obtain

d|Xt − Yt| ≤
{
θtŴψ,βV (P ∗t µ, P

∗
t ν) +Kt|Xt − Yt|

}
dt

+ 2
√
αt〈u(Xt, Yt), dB

1
t 〉+ 〈u(Xt, Yt), (σ̂t(Xt)− σ̂t(Yt))dB2

t 〉, t < τ.

By Lemma 2.2 and noting that ψ′′ ≤ 0 when σ̂ is non-constant, we get

dψ(|Xt − Yt|)
≤
{
θtψ

′(|Xt − Yt|)Ŵψ,βV (P ∗t µ, P
∗
t ν) +Kt|Xt − Yt|ψ′(|Xt − Yt|) + 2αtψ

′′(|Xt − Yt|)
}

dt

+ ψ′(|Xt − Yt|)
[
2
√
αt

〈
u(Xt, Yt), dB

1
t

〉
+
〈
u(Xt, Yt), (σ̂t(Xt)− σ̂t(Yt))dB2

t

〉]
, t < τ.

Therefore, (2.9) yields

dψ(|Xt − Yt|) ≤
{
θtψ

′(|Xt − Yt|)Ŵψ,βV (P ∗t µ, P
∗
t ν)− ql(t)ψ(|Xt − Yt|)1{|Xt−Yt|<l}

}
dt

+ ψ′(|Xt − Yt|)
[
2
√
αt

〈
u(Xt, Yt), dB

1
t

〉
+
〈
u(Xt, Yt), (σ̂t(Xt)− σ̂t(Yt))dB2

t

〉]
, t < τ.

(2.28)
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By (H1) and Itô’s formula, we obtain

d{V (Xt) + V (Yt)} ≤
{

2K0(t)−K1(t)V (Xt)−K1(t)V (Yt)}dt
+
√
αt
〈
∇V (Xt) +∇V (Yt)− 2〈u(Xt, Yt),∇V (Yt)〉u(Xt, Yt), dB1

t

〉
+
〈
σ̂t(Xt)

∗∇V (Xt) + σ̂t(Yt)
∗∇V (Yt), dB2

t

〉
.

(2.29)

This together with (2.28) yields that

φt := ψβV (Xt, Yt) = ψ(|Xt − Yt|){1 + βV (Xt) + βV (Yt)}

satisfies

dφt ≤
{
θtψ

′(|Xt − Yt|)Ŵψ,βV (P ∗t µ, P
∗
t ν)
[
1 + βV (Xt) + βV (Yt)

]
− ql(t)φt1{|Xt−Yt|<l}

+ βψ(|Xt − Yt|)
[
2K0(t)−K1(t)V (Xt)−K1(t)V (Yt)

]
+ βψ′(|Xt − Yt|)

(
αt|∇V (Xt)−∇V (Yt)|

+
∣∣{σ̂t(Xt)− σ̂t(Yt)}[σ̂t(Xt)

∗∇V (Xt) + σ̂t(Yt)
∗∇V (Yt)]

∣∣)}dt

+ dMt, t < τ

(2.30)

for some martingale Mt. Combining (2.6), (2.11) and (2.12), we derive

βψ(|Xt − Yt|)
{

2K0(t)−K1(t)V (Xt)−K1(t)V (Yt)
}

≤ 2K0(t)βφt1{|Xt−Yt|<l} − κl,β(t)φt1{|Xt−Yt|≥l},

βψ′(|Xt − Yt|)
{
αt|∇V (Xt)−∇V (Yt)|

+
∣∣{σ̂t(Xt)− σ̂t(Yt)}[σ̂t(Xt)

∗∇V (Xt) + σ̂t(Yt)
∗∇V (Yt)]

∣∣} ≤ αl,β(t)φt1{|Xt−Yt|<l}.

Hence, it follows from (2.30) that

dφt ≤θtψ′(|Xt − Yt|)Ŵψ,βV (P ∗t µ, P
∗
t ν){1 + βV (Xt) + βV (Yt)}dt

−
{

[ql(t)− αl,β(t)− 2K0(t)β]φt1{|Xt−Yt|<l} + κl,β(t)φt1{|Xt−Yt|≥l}
}

dt+ dMt

≤
{
θψ′(|Xt − Yt|)Ŵψ,βV (P ∗t µ, P

∗
t ν){1 + βV (Xt) + βV (Yt)} − λl,β(t)φt

}
dt+ dMt, t < τ.

Since φt∧τ = 0 for t ≥ τ , this implies

e
∫ t
0 λl,β(s)dsEφt∧τ = E[φt∧τe

∫ t∧τ
0 λl,β(s)ds] ≤ e

∫ s
0 λl,β(r)drEφs

+ E
∫ t∧τ

s

e
∫ r
0 λl,β(p)dpθtψ

′(|Xt − Yt|)Ŵψ,βV (P ∗r µ, P
∗
r ν)
{

1 + βV (Xr) + βV (Yr)
}

dr, t ≥ s.

Therefore, for any t ≥ s, we have

Eφt∧τ ≤ e−
∫ t
s λl,β(r)drEφs

+ e
∫ t
s |λl,β |(r)drE

∫ t∧τ

s

θrŴψ,βV (P ∗r µ, P
∗
r ν)ψ′(|Xt − Yt|)

{
1 + βV (Xr) + βV (Yr)

}
dr.

(2.31)
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On the other hand, for t ≥ τ , by Itô’s formula for (2.25) and (2.27), and applying (2.10),
we find C1 ∈ L1

loc([0,∞); (0,∞)) such that

dψ(|Xt − Yt|) ≤
{
C1(t)ψ(|Xt − Yt|) + θtψ

′(|Xt − Yt|)Ŵψ,βV (P ∗t µ, P
∗
t ν)
}

dt

+ ψ′(|Xt − Yt|)〈{σ̂t(Xt)− σ̂t(Yt)}∗u(Xt, Yt), dB
2
t 〉.

Combining this with (2.29), we find C2 ∈ L1
loc([0,∞); (0,∞)) such that

dφt ≤
{
C2(t)φt + θtŴψ,βV (P ∗t µ, P

∗
t ν)ψ′(|Xt − Yt|)

{
1 + βV (Xt) + βV (Yt)

}
dt+ dMt, t ≥ τ

for some martingale Mt. Therefore, for any t ≥ s, we have t ∧ τ ≥ s so that

E
[
1{t>τ}(φt − φt∧τ )

]
≤ E

∫ t

t∧τ
e
∫ t
r C2(p)dpθrŴψ,βV (P ∗r µ, P

∗
r ν)ψ′(|Xr − Yr|)

{
1 + βV (Xr) + βV (Yr)

}
dr

≤ e
∫ t
s C2(p)dpE

∫ t

t∧τ
θrŴψ,βV (P ∗r µ, P

∗
r ν)ψ′(|Xr − Yr|)

{
1 + βV (Xr) + βV (Yr)

}
dr.

This together with (2.31), (2.24) and (2.7) yields

Eφt = Eφt∧τ + E
[
1{t>τ}(φt − φt∧τ )

]
≤ e−

∫ t
0 λl,β(r)drEφs

+ e
∫ t
s (|λl,β |+C2)(r)drE

∫ t

s

θrŴψ,βV (P ∗r µ, P
∗
r ν)ψ′(|Xr − Yr|)

{
1 + βV (Xr) + βV (Yr)

}
dr

≤ e−
∫ t
s λl,β(r)drWψ,βV (P ∗s µ, P

∗
s ν) + e

∫ t
s (2|λl,β |+C2(r))dr

∫ t

s

θre
∫ r
s λl,β(p)dpEφrdr, t ≥ s,

where the last step follows from the definition of Ŵψ,βV which implies

Ŵψ,βV (P ∗r µ, P
∗
r ν) ≤ Eφr

E[ψ′(|Xr − Yr|){1 + βV (Xr) + βV (Yr)}]
.

By Gronwall’s lemma, we obtain

e
∫ t
s λl,β(r)drEφt ≤Wψ,βV (P ∗s µ, P

∗
s ν) exp

[
e
∫ t
s {2|λl,β(r)|+C2(r)}dr

∫ t

s

θr dr

]
, t ≥ s.

Thus, for a.e. s ≥ 0,

d+

ds
Wψ,βV (P ∗s µ, P

∗
s ν) := lim sup

t↓s

Wψ,βV (P ∗t µ, P
∗
t ν)−Wψ,βV (P ∗s µ, P

∗
s ν)

t− s

≤ lim sup
t↓s

Eφt −Wψ,βV (P ∗s µ, P
∗
s ν)

t− s
≤ −(λl,β(s)− θs)Wψ,βV (P ∗s µ, P

∗
s ν).

This implies (2.14).
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D. Proof of (2.15). Let a, b be independent of the time parameter and

κ := λl,β − θ > 0.

We intend to show that P ∗t has an invariant probability measure µ̄ ∈ PV , so that (2.14)
implies (2.15) and the uniqueness of the invariant probability measure. This can be done as
in the proof of [23, Theorem 3.1(2)] by verifying that P ∗t δ0 converges in PV under Wψ,βV

as t→∞, where δ0 is the Dirac measure at 0 ∈ Rd. Precisely, by (2.14) and the semigroup
property P ∗t+s = P ∗t P

∗
s for s, t ≥ 0 due to (2.2), we have

sup
s≥0

Wψ,βV (P ∗t δ0, P
∗
t+sδ0) ≤ e−κt sup

s≥0
E0
[
ψ(|Xs|){1 + βV (0) + βV (Xs)}

]
≤ ‖ψ‖∞e−κt

{
1 + βV (0) + sup

s≥0
E0V (Xs)

}
, t ≥ 0,

where E0 is the expectation taken for the solution to (1.7) with X0 = 0. Since (2.5) yields

sup
s≥0

E0[V (Xs)] ≤ V (0) +
K0

K1

<∞,

we arrive at
lim
t→∞

sup
s≥0

Wψ,βV (P ∗t δ0, P
∗
t+sδ0) = 0,

so that when t→∞, P ∗t δ0 converges to a probability measure µ̄ ∈PV , which is an invariant
measure of P ∗t . Indeed, in this case the semigroup property and (2.14) imply

Wψ,βV (P ∗s µ̄, µ̄) = lim
t→∞

Wψ,βV (P ∗s µ̄, P
∗
s P
∗
t δ0) ≤ lim

t→∞
Wψ,βV (µ̄, P ∗t δ0) = 0, s ≥ 0.

3 Under dissipative condition in long distance

For any ψ ∈ Ψ, where

Ψ :=
{
ψ ∈ C2([0,∞)) : ψ(0) = 0, ψ′ > 0, rψ′(r)+r2(ψ′′)+(r) ≤ cr for some constant c > 0

}
,

the quasi-distance

Wψ(µ, ν) := inf
π∈C (µ,ν)

∫
Rd×Rd

ψ(|x− y|)π(dx, dy)

on the space
Pψ :=

{
µ ∈P : ‖µ‖ψ := µ(ψ(| · |)) <∞

}
is complete, i.e. a Wψ-Cauchy sequence in Pψ converges with resect to Wψ. When ψ is
concave, Wψ satisfies the triangle inequality and is hence a metric on Pψ.

In this part, we do not assume the Lyapunov condition (H1) but use the following con-
dition to replace (H3).

15



(H ′3) (ψ-Monotonicity) Let ψ ∈ Ψ, γ ∈ C([0,∞) with γ(r) ≤ Kr for some constant
K > 0 and all r ≥ 0, such that

(3.1) 2αtψ
′′(r) + (γψ′)(r) ≤ −qtψ(r), r ≥ 0

holds for some q ∈ L1
loc([0,∞); (0,∞)). Moreover, b is locally bounded on [0,∞) ×

Rd ×Pψ, and there exists θ ∈ L1
loc([0,∞); (0,∞)) such that

〈bt(x, µ)− bt(y, ν), x− y〉+
1

2
‖σ̂t(x)− σ̂t(y)‖2

HS

≤ |x− y|
{
θtWψ(µ, ν) + γ(|x− y|)

}
, t ≥ 0, x, y ∈ Rd, µ, ν ∈Pψ.

(3.2)

When a = Id and

b(x, µ) = b0(x) +

∫
Rd
Z(x, y)µ(dy)

for a drift b0 and a Lipschitz continuous map Z : Rd×Rd → Rd, the exponential convergence
of (2.1) is presented in [9, Theorems 2.3 and 2.4] under the condition that

〈b0(x)− b0(y), x− y〉 ≤ κ(|x− y|)|x− y|2, x, y ∈ Rd

for some function κ ∈ C((0,∞)) with
∫ 1

0
rκ+(r)dr < ∞ and lim supr→∞ κ(r) < 0, and that

the Lipschitz constant of Z is small enough. It is clear that in this case (3.2) holds for
γ(r) := rκ(r) and ψ(r) comparable with r, for which we may choose ψ ∈ Ψ as in (3.15)
below such that (3.1) holds for α = 1 and some q > 0. Therefore, this situation is included
in Theorem 3.1 below.

3.1 Main results and example

Theorem 3.1. Assume (H2) and (H ′3), with ψ′′ ≤ 0 if σ̂t(·) is non-constant for some t ≥ 0.
Then (2.1) is well-posed in Pψ, and P ∗t satisfies

(3.3) Wψ(P ∗t µ, P
∗
t ν) ≤ e−

∫ t
0 {qs−θs‖ψ

′‖∞}dsWψ(µ, ν), t ≥ 0, µ, ν ∈Pψ.

Consequently, (bt, at) does not depend on t, q > θ‖ψ′‖∞, and

(3.4) sup
t≥0
‖P ∗t δ0‖ψ <∞

which is the case when ψ′′ ≤ 0, then P ∗t has a unique invariant probability measure µ̄ ∈Pψ

such that

(3.5) Wψ(P ∗t µ, µ̄) ≤ e−(q−θ‖ψ′‖∞)tWψ(µ, µ̄), t ≥ 0, µ ∈Pψ.

Proof. By (H2) and (H ′3), the well-posedness follows from the proof of Lemma 2.3 with Wψ

replacing Wψ,V , and the solution satisfies

(3.6) sup
t∈[0,T ]

‖P ∗t µ‖ψ <∞, µ ∈Pψ, T > 0.
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We omit the details to save space. It remains to prove (3.3) and the existence of the invariant
probability measure µ̄ in the time homogeneous case.

(1) Proof of (3.3). Let s ≥ 0 and µ, ν ∈Pψ. We make use the coupling constructed by
(2.25) and (2.26) for initial values (Xs, Ys) satisfying

(3.7) LXs = P ∗s µ, LYs = P ∗s ν, Wψ(P ∗s µ, P
∗
s ν) = Eψ(Xs, Ys).

By the same reason leading to (2.28), by (H ′3) for ψ ∈ Ψ with ψ′′ ≤ 0 when σ̂ is non-constant,
we derive

dψ(|Xt − Yt|) ≤
{
θψ′(|Xt − Yt|)Wψ(P ∗t µ, P

∗
t ν)− qψ(|Xt − Yt|)

}
dt

+ ψ′(|Xt − Yt|)
[
2
√
λ
〈
u(Xt, Yt), dB

1
t

〉
+
〈
u(Xt, Yt), (σ̂t(Xt)− σ̂t(Yt))dB2

t

〉]
, t < τ.

(3.8)

By the same argument leading to (2.31), this implies

(3.9) Eψ(|Xt∧τ − Yt∧τ |) ≤ e−q(t−s)Eψ(|Xs − Ys|) + θ‖ψ′‖∞
∫ t∧τ

s

Wψ(P ∗r µ, P
∗
r ν)dr, t ≥ s.

On the other hand, when t ≥ τ , by (H ′3) and applying Itô’s formula for (2.25) and (2.27),
we find a constant C > 0 such that

dψ(|Xt − Yt|) ≤{Cψ(|Xt − Yt|)dt+ θ‖ψ′‖∞Wψ(P ∗t µ, P
∗
t ν)
}

dt

+ ψ′(|Xt − Yt|)〈{σ̂t(Xt)− σ̂t(Yt)}∗u(Xt, Yt), dB
2
t 〉.

Thus,

E
[
1{t>τ}ψ(|Xt − Yt|

]
≤ θ‖ψ′‖∞eC(t−s)E

∫ t

t∧τ
Wψ(P ∗r µ, P

∗
r ν)dr, t ≥ s.

Combining this with (3.9) and (3.7), we derive

Wψ(P ∗t µ, P
∗
t ν) ≤ Eψ(|Xt − Yt|) = Eψ(|Xt∧τ − Yt∧τ |) + E

[
1{t>τ}ψ(|Xt − Yt|

]
≤ e−q(t−s)Eψ(|Xs − Ys|) + θ‖ψ′‖∞eC(t−s)

∫ t

s

Wψ(P ∗r µ, P
∗
r ν)dr

= e−q(t−s)Wψ(P ∗s µ, P
∗
s ν) + θ‖ψ′‖∞eC(t−s)

∫ t

s

Wψ(P ∗r µ, P
∗
r ν)dr, t ≥ s.

Therefore,

d+

ds
Wψ(P ∗s µ, P

∗
s ν) := lim sup

t↓s

Wψ(P ∗t µ, P
∗
t ν)−Wψ(P ∗s µ, P

∗
s ν)

t− s
≤ −(q − θ‖ψ′‖∞)Wψ(P ∗s µ, P

∗
s ν), s ≥ 0.

This implies (3.3).
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(2) Existence of µ̄ ∈Pψ. Let (at, bt) do not depend on t, and

λ := q − θ‖ψ′‖∞ > 0.

Then (3.3) implies

Wψ(P ∗t δ0, P
∗
t+sδ0) ≤ e−λtWψ(δ0, P

∗
s δ0), t, s ≥ 0.

Combining this with (2.30) we see that as t→∞, {P ∗t δ0 is a Wψ-Cauchy family whose limit
is an invariant probability measure of P ∗t . It remains to show that (3.4) follows from ψ′′ ≤ 0
and (3.3). Indeed, in this case Wψ satisfies the triangle inequality so that, for n being the
integer part of t > 1, (3.3) and (3.6) imply

‖P ∗t δ0‖ψ = Wψ(δ0, P
∗
t δ0) ≤

n−1∑
k=0

Wψ(P ∗k δ0, P
∗
k+1δ0) + Wψ(P ∗nδ0, P

∗
t δ0)

≤
n−1∑
k=0

e−λk‖P ∗1 δ0‖ψ + e−nλ sup
s∈[0,1]

‖P ∗s δ0‖ψ ≤
(

sup
s∈[0,1]

‖P ∗s δ0‖ψ
) ∞∑
k=0

e−λk <∞.

Therefore, (3.4) holds.

As a consequence of Theorem 3.1, we consider the non-dissipative case where ∇bt(·, µ)(x)
is positive definite in a possibly unbounded set but with bounded “one-dimensional puncture
mass” in the sense of (3.12) below. Let P1 = {µ ∈P : µ(| · |) <∞} and

Sb(x) := sup
{
〈∇vbt(·, µ)(x), v〉 : t ≥ 0, |v| ≤ 1, µ ∈P1

}
, x ∈ Rd.

(H ′′3 ) There exist constants θ0, θ1, θ2, α ≥ 0 such that

(3.10)
1

2
‖σ̂t(x)− σ̂t(y)‖2

HS ≤ θ0|x− y|2, t ≥ 0, x, y ∈ Rd;

(3.11) Sb(x) ≤ θ1, |bt(x, µ)− bt(x, ν)| ≤ ϕW1(µ, ν), t ≥ 0, x ∈ Rd, µ, ν ∈P1;

(3.12) κ := sup
x,v∈Rd,|v|=1

∫
R

1{Sb(x+sv)>−θ2}ds <∞.

Let W1 = Wψ and P1 = Pψ for ψ(r) = r.

Corollary 3.2. Assume (H2) and (H ′′3 ). Let

γ(r) := (θ1 + θ2)
{

(κr−1) ∧ r
}
− (θ2 − θ0)r, r ≥ 0,

k :=
2λ∫∞

0
t e

1
2λ

∫ t
0 γ(u)dudt

− ϕ(θ2 − θ0)

2λ

∫ ∞
0

te
1
2λ

∫ t
0 γ(u)dudt.

(3.13)
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Then there exists a constant c > 0 such that

W1(P ∗t µ, P
∗
t ν) ≤ ce−ktW1(µ, ν), t ≥ 0, µ, ν ∈P1.

If θ2 > θ0 and

(3.14) ϕ <
4λ2

(θ2 − θ2)(
∫∞

0
t e

1
2λ

∫ t
0 γ(u)dudt)2

,

then κ > 0 and P ∗t has a unique invariant probability measure µ̄ ∈P1 satisfying

W1(P ∗t µ, µ̄) ≤ ce−ktW1(µ, µ̄), t ≥ 0, µ ∈P1.

Proof. For γ in (3.13), let

q :=
2λ∫∞

0
t e

1
2λ

∫ t
0 γ(u)dudt

, θ :=
ϕ(θ2 − θ0)

2λ

∫ ∞
0

te
1
2λ

∫ t
0 γ(u)dudt,

and take

(3.15) ψ(r) :=

∫ r

0

e−
1
2λ

∫ s
0 γ(u)du

∫ ∞
s

te
1
2λ

∫ t
0 γ(u)dudt, r ≥ 0.

By Theorem 3.1, it suffices to verify

(a) ψ ∈ Ψ and ψ′′ ≤ 0;

(b) there exists a constant C > 1 such that C−1Wψ ≤W1 ≤ CWψ;

(c) (3.1) and (3.2) hold.

(a) We have ψ(0) = 0, ψ′(r) > 0 and

(3.16) ψ′′(r) = −γ(r)

2λ
e−

1
2λ

∫ r
0 γ(u)du

∫ ∞
r

te
1
2λ

∫ t
0 γ(u)dudt− r, r ≥ 0.

To prove ψ ∈ Ψ, it suffices to show ψ′′ ≤ 0. To this end, take

r0 :=

√
κ(θ1 + θ2)√
θ2 − θ0

.

It is easy to see that γ in (3.13) satisfies

(3.17) γ|[0,r0] ≥ 0, γ|(r0,∞) < 0.

Combining this with (3.16) we have ψ′′(r) ≤ 0 for r ≤ r0. On the other hand, for r > r0 we
have γ(r) < 0 and

r

−γ(r)
=

1

(θ2 − θ0)r1−p − (θ1 + θ2)κr−(1+p)
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is decreasing in r > r0, so that∫ ∞
r

te
1
2λ

∫ t
0 γ(u)dudt =

∫ ∞
r

2λt

γ(t)

( d

dt
e

1
2λ

∫ t
0 γ(u)du

)
dt

= − 2λr

γ(r)
e

1
2λ

∫ r
0 γ(u)du + 2λ

∫ ∞
r

( d

dt

2λt

−γ(t)

)
e

1
2λ

∫ t
0 γ(u)dudt ≤ − 2λr

γ(r)
e

1
2λ

∫ r
0 γ(u)du, r > r0.

This together with (3.16) yields ψ′′(r) ≤ 0 for r > r0. In conclusion, ψ ∈ Ψ.

(b) Since ψ ∈ Ψ with ψ′′ ≤ 0 implies that ψ(r) ≤ ψ′(0)r and ψ(r)
r

is decreasing in r > 0,
we have Wψ ≤ ψ′(0)W1 and

inf
r>0

ψ(r)

r
= lim

r→∞

ψ(r)

r
= lim

r→∞
ψ′(r)

= lim
r→∞

∫∞
r
t exp[ 1

2λ

∫ t
0
γ(u)du]dt

exp[ 1
2λ

∫ r
0
γ(u)du]

= lim
r→∞

2λr

−γ(r)
=

2λ

θ2 − θ0

∈ (0,∞).

(3.18)

Thus,
1

ψ′(0)
Wψ ≤W1(µ, ν) ≤ θ2 − θ0

2λ
Wψ.

(c) By (3.13) we have

2λψ′′(r) + γ(r)ψ′(r) = −2λr, r ≥ 0.

Since ψ(r) ≤ ψ′(0)r, this implies

2λψ′′(r) + γ(r)ψ′(r) ≤ − 2λr

ψ′(0)r
ψ(r) = −qψ(r), r ≥ 0.

Therefore, (3.1) holds.
Next, for x 6= y, let v = x−y

|x−y| . Then (3.11) implies

〈bt(x, µ)− bt(y, ν), x− y〉
= |x− y|〈bt(x, µ)− bt(y, µ), v〉+ |x− y|〈bt(y, µ)− bt(y, ν), v〉

≤ ϕ|x− y|W1(µ, ν) + |x− y|
∫ |x−y|

0

Sb(y + s(x− y))ds

= ϕ|x− y|W1(µ, ν) +

∫ |x−y|2
0

Sb(y + sv)ds, µ, ν ∈P1.

(3.19)

On the other hand, by (3.11) and (3.12) we obtain∫ |x−y|2
0

Sb(y + sv)ds ≤ θ1

∫ |x−y|2
0

1{Sb(x+sv)>−θ2}ds− θ2

∫ |x−y|2
0

1{Sb(x+sv)≤−θ2}ds
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= (θ1 + θ2)

∫ |x−y|2
0

1{Sb(x+sv)>−θ2}ds− θ2|x− y|2 ≤ (θ1 + θ2)(κ ∧ |x− y|2)− θ2|x− y|2.

Combining this with (3.10) and (3.19), we derive (3.2).

To illustrate Corollary 3.2, we consider the following nonlinear PDE for probability den-
sity functions (ρt)t≥0 on Rd:

(3.20) ∂tρt =
1

2

{
div(a∇ρt) +

d∑
i,j=1

∂j
[
ρt∂iaij

]}
+ div

{
ρt∇(G+W ~ ρt)

}
,

where G ∈ C2(Rd),W ∈ C2(Rd × Rd) and

(3.21) W ~ ρt :=

∫
Rd
W (·, y)ρt(y)dy.

According to the correspondence between the nonlinear Fokker-Planck equation (1.5) and
the McKean-Vlasov SDE (2.1), the exponential ergodicity of µt(dx) := ρt(x)dx is equivalent
to that of P ∗t associated with (2.1) for

(3.22) b(x, µ) := −∇G(x)−
∫
Rd

{
∇W (·, z)(x)

}
µ(dz), x ∈ Rd, µ ∈P1.

When a = Id and W is symmetric (i.e. W (x, y) = W (y, x)), the exponential ergodicity in
W2 is derived for ∇2 ≥ λId for some λ > 0 and a class of W with locally Lipschitz continuous
∇W , the exponential ergodicity in the mean field entropy has been investigated in [11] under
the dissipative condition in long distance for small enough ‖∇x∇yW‖∞, see also [3] for a
special setting, [17] for the exponential ergodicity in W1, [10] for the exponential convergence
in the total variation norm, and [20] for the exponential ergodicity in relative entropy. In the
following example, we consider the exponential ergodicity in W1 for possibly non-constant
a. Indeed, Corollary 3.2 also applies to granular type equations with non-constant diffusion
coefficients.

Example 3.1. Let a satisfy (H2) with σ̂ satisfying (3.10). Consider (3.20) with G ∈ C2(Rd)
and W ∈ C2(Rd × Rd) such that

∇2
G+W (·,z) ≥ θ21{|·|≥λ0} − θ11{|·|<λ0}, z ∈ Rd,

‖∇x∇yW (x, y)‖ ≤ θ̃, x, y ∈ Rd
(3.23)

holds for some constants λ0, θ1, θ2 > 0. Then the assertion in Corollary 3.2 holds for κ = 4λ0

and (P ∗t µ)(dx) := ρt(x)dx, where ρt solves (3.20) with ρ0(x)dx ∈P1.

Proof. It is easy to see that (3.23) implies (3.11). So, it remains to verify that κ in (3.12)
satisfies κ ≤ 4λ0. By the second inequality in (3.23) we have

Sb(x) ≤ −θ21{|x|≥λ0} + θ11{|x|<λ0}, x ∈ Rd.
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For x, v ∈ Rd with |v| = 1, if there exists s0 ∈ Rd such that |x+ s0v| < λ0, then

|x+ sv| ≥ |s− s0| − |x+ s0v| > |s− s0| − λ0.

so that
{s ∈ R : |x+ sv| < λ0} ⊂ (s0 − 2λ0, s0 + 2λ0),

which implies

κ := sup
x,v∈Rd,|v|=1

∫
{Sb(x+sv)>−θ2}

ds ≤ sup
x,v∈Rd,|v|=1

∫
{|x+sv|<λ0}

ds ≤ 4λ0.

4 Order-preserving McKean-Vlasov SDEs

In this part, we consider (2.1) with

(4.1) σ(x) = diag{σ1(x1), · · · , σd(xd)}, bt(x, µ) =
(
b1(t, x, µ), · · · , bd(t, x, µ)

)
,

where {σi}1≤i≤d ⊂ C(R) and

bi(t, x, µ) := b̄i(xi) +

∫
Rd
Zi(t, x, y)µ(dy),

b̄i ∈ C(R), Zi ∈ C([0,∞)× Rd × Rd;R), 1 ≤ i ≤ d.

(4.2)

Then Xt = (X1
t , · · · , Xd

t ) for (X i
t)1≤i≤d solving the SDEs

(4.3) dX i
t =

{
b̄i(X

i
t) + LXt

(
Zi(t,Xt, ·)

)}
dt+ σi(X

i
t)dW

i
t , 1 ≤ i ≤ d,

where µ(f) :=
∫
Rd fdµ for a measure µ on Rd and a measurable function f ∈ L1(µ), Wt :=

(W i
t )1≤i≤d is a d-dimensional Brownian motion on a complete filtration probability space

(Ω, {Ft}t≥0,P).
When Z = 0 (i.e. without interaction), for each i, X i

t is a one-dimensional diffusion
process generated by

Li(r) = b̄i(r)
d

dr
+

1

2
σi(r)

2 d2

dr2
.

Sharp criteria on the exponential ergodicity have been established for one-dimensional diffu-
sion processes, see for instance [7]. These criteria also apply to the diffusion process generated
by L(x) :=

∑d
i=1 Li(xi) as the components are independent one-dimensional diffusion pro-

cesses. We will investigate the exponential ergodicity for the solution to (4.3) by making a
distribution dependent perturbation to the L-diffusion process.

To this end, we take the following class of functions as alternatives to the first eigenfunc-
tion of Li, 1 ≤ i ≤ d :

Φ :=
{
φ = (φ1, · · · , φd) : φi ∈ C1(R), lim

|r|→∞
|φi(r)| =∞,
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φ′i > 0 is locally Lipschitz continuous, 1 ≤ i ≤ d
}
.

For any φ ∈ Φ, Rd is a Polish space under the metric

dφ(x, y) := |φ(x)− φ(y)|1 =
d∑
i=1

|φi(xi)− φi(yi)|, x, y ∈ Rd,

so that
Pφ := {µ ∈P : µ(|φ|1) <∞}

is a Polish space under the Wasserstein distance

Wφ(µ, ν) := inf
π∈C (µ,ν)

∫
Rd×Rd

dφ(x, y)π(dx, dy).

4.1 Main result and example

(A) There exists φ ∈ Φ such that the following conditions hold:

(A1) σ, V and Z(t, ·) (uniformly in t) are locally Lipschtiz continuous, and there exits a
constant K > 0 such that

|φ′iσi| ≤ K(1 + |φi|), Liφ
2
i ≤ K(1 + φ2

i ). 1 ≤ i ≤ d.

(A2) φi ∈ C2(R) and there exists a constant q > 0 such that

Liφi(r)− Liφi(s) ≤ −q|φi(r)− φi(s)|, −∞ < s ≤ r <∞, 1 ≤ i ≤ d.

(A3) supt≥0 |Z(t, 0, 0)| <∞, for each 1 ≤ i ≤ d, Zi(t, x, y) is increasing in (xj)j 6=i and y, and
there exist constants θ1, θ2 ≥ 0 such that

d∑
i=1

∣∣Zi(t, x, y)φ′i(xi)− Zi(t, x̄, ȳ)φ′i(x̄i)
∣∣

≤ θ1dφ(x, x̄) + θ2dφ(y, ȳ), t ≥ 0, x ≥ x̄, y ≥ ȳ.

We see that (A) implies the well-posedness of (4.3) in Pφ, and the solution is order-
preserving, i.e. for any initial values X0, Y0 with distributions in Pφ and P(X0 ≥ Y0) = 1,
we have P(Xt ≥ Yt, t ≥ 0) = 1.

Theorem 4.1. Assume (A). Then (4.3) is well-posed and order-preserving for distributions
in Pφ. Moreover,

(4.4) Wφ(P ∗t µ, P
∗
t ν) ≤ e−(q−θ1−θ2)tWφ(µ, ν), t ≥ 0, µ, ν ∈Pφ.

Consequently, if q > θ1 + θ2, then P ∗t has a unique invariant probability measure µ̄ ∈ Pφ

such that

(4.5) Wφ(P ∗t µ, µ̄) ≤ e−(q−θ1−θ2)tWφ(µ, µ̄), t ≥ 0, µ ∈Pφ.
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To illustrate this result, we consider below a simple example which includes the one-
dimensional diffusion process generated by

L := ∆−∇H

with H(x) := −c|x| for some constant c > 0 and larger | · |, since for σ =
√

2 and φ(r) =
sgn(r)eε|r| for |r| ≥ 1 we have

b̄(r) := −
qφ+ σ2

2
φ′

φ′
(r) = −q + ε2

ε
, |r| ≥ 1.

This is a critical situation for the exponential ergodicity as explained in Introduction.

Example 4.1. For each 1 ≤ i ≤ d, let σi ∈ C1(R) and φi ∈ C3(R) with φ′i > 0 and
φi(r) = sgn(r)eε|r| for some ε > 0 and |r| ≥ 1. For a constant q > 0 we take

(4.6) b̄i = −
qφi +

σ2
i

2
φ′′i

φ′i
, 1 ≤ i ≤ d.

Moreover, for a constant α > 0 and functions Gi ∈ C1(Rd × Rd) increasing in (xj)j 6=i and y
with

(4.7)
d∑
i=1

|Gi(x, y)−Gi(x̄, ȳ)| ≤ dφ(x, x̄) + dφ(y, ȳ), x, y, x̄, ȳ ∈ Rd,

we take

(4.8) Zi(x, y) =
αGi(x, y)

φ′i(xi)
, x, y ∈ R.

Then (A) holds for θ1 = θ2 = α. Consequently, if α < q
2

then P ∗t has a unique invariant
probability measure µ̄ ∈Pφ such that

Wφ(P ∗t µ, µ̄) ≤ e−(q−2α)tWφ(µ, µ̄), t ≥ 0, µ ∈Pφ.

Proof. Obviously, each Zi is locally Lipschitz continuous with Zi(x, y) increasing in (xj)j 6=i
and y, and (4.6) implies

Liφi(r) =
σi(r)

2

2
φ′′i (r) + b̄i(r)φ

′
i(r) = −qφi(r), r ∈ R.

Then (A2) holds. Next, (4.7) and (4.8) yield

d∑
i=1

∣∣Zi(x, y)φ′i(xi)− Zi(x̄, ȳ)φ′i(x̄i)
∣∣ ≤ d∑

i=1

|Gi(x, y)−Gi(x̄, ȳ)| ≤ α
{
dφ(x, x̄) + dφ(y, ȳ)

}
,

so that (A3) holds for θ1 = θ2 = α. Then the desired assertion follows from Theorem 4.1.
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4.2 Proof of Theorem 4.1

(1) We first prove the well-posedness by using the fixed-point theorem in measures as in the
proof of Lemma 2.3. Let X0 be F0-measurable with LX0 ∈ Pφ, and let T > 0. For any
µ ∈ Cw([0, T ]; Pφ), consider the SDE

dXµ
t = bt(X

µ
t , µt) + σ(Xµ

t )dWt, t ∈ [0, T ], Xµ
0 = X0,

where b and σ are given in (4.1) and (4.2). By (A1), the coefficients of this SDE are locally
Lipschitz continuous, so the SDE is well-posed up to the life time τ := limn→∞ τn, where

τn := inf{t ≥ 0 : |Xµ
t | ≥ n}, n ≥ 1.

By (A3) with x̄ = ȳ = 0 we obtain

d∑
i=1

|Zi(t, x, y)φ′i(x)| ≤ c1(1 + |φ(x)|+ |φ(y)|),

which together with (A1) yields

d∑
i=1

Liφ
2
i + 2

d∑
i=1

(φiφ
′
i)(xi)

∫
Rd
Zi(x, y)µ(dy) ≤ c2

(
1 + |φ(x)|2 + |φ(x)|µ(|φ|)

)
for some constant c2 > 0. Then by Itô’s formula, we obtain

d|φ|2(Xµ
t ) ≤ c2

(
1 + |φ(Xµ

t )|2 + µt(|φ|)2
)
dt+ 2

d∑
i=1

(φiφ
′
iσi)((X

µ
t )i)dW

i
t .

So, letting ξt :=
√

1 + |φ(Xµ
t )|2, we derive

dξt ≤ c3ξtdt+
1

ξt

d∑
i=1

(φiφ
′
iσi)((X

µ
t )i)dW

i
t

for some constant c3 > 0 depending on µ. Thus,

sup
t∈[0,T ]

(P ∗t µ)(|φ|) ≤ sup
t∈[0,T ]

Eξt <∞.

This together with the continuity of Xµ
· yields H(µ) := LXµ

· ∈ Cw([0, T ]; Pφ). So, as
explained in the proof of Lemma 2.3, it remains to show that H is contractive under the
metric

Wφ,λ(µ, ν) := sup
t∈[0,T ]

e−λtWφ(µt, νt), µ, ν ∈ Cw([0, T ]; Pφ)

for large λ > 0.
For µ1, µ2 ∈ Cw([0, T ]; Pφ), we choose random variables η1

· , η
2
· on C([0, T ];Rd) such that

Lηi·
= µi, i = 1, 2. Let

µ̄t := Lη1t∨η2t , µ̂t := Lη1t∧η2t , t ∈ [0, T ].
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Then µ̄t ≥ µit ≥ µ̂t in the sense

µ̄t(f) ≥ µit(f) ≥ µ̂t(f), t ∈ [0, T ], f ∈Mb(Rd), i = 1, 2

where Mb(Rd) is the class of all bounded increasing functions on Rd. Combining this with
(A3), we conclude that

(4.9) bi(t, x, µ̂t) ≤ bi(t, y, µ
1
t ), bi(t, y, µ

2
t ) ≤ bi(t, z, µ̄t), t ≥ 0

holds for 1 ≤ i ≤ d and x, y, z ∈ Rd with xi = yi = zi and xj ≤ yj ≤ zj for j 6= i. By the
order-preservation, this implies

(4.10) P(X µ̄
t ≥ Xµi

t ≥ X µ̂
t , t ∈ [0, T ], i = 1, 2) = 1.

Indeed, when b and σ is Lipschitz continuous, by for instance [14, Theorem 1.1] with
γ = γ̄ = 0 and r0 = 0, (4.10) follows from (4.9) and (4.1). Since b and σ are locally
Lipschitz continuous and Xµ

t is non-explosive for any µ ∈ Cw([0, T ]; Pφ), we prove (4.10) by
a truncation argument. Obviously, (4.10) and φ′i > 0 for 1 ≤ i ≤ d imply

(4.11)
d∑
i=1

E
[
φi({X µ̄

t }i)− φi({X
µ̂
t }i)

]
≥

d∑
i=1

E
∣∣φi({Xµ1

t }i)− φi({X
µ2

t }i)
∣∣.

Moreover, by (4.10) and (A2) we see that

ξt := dφ(X µ̄
t , X

µ̂
t ) =

d∑
i=1

[
φi({X µ̄

t }i)− φi({X
µ̂
t }i)

]
satisfies ξt ≥ 0 and

dξt ≤ (θ1 + θ2 − q)ξtdt+ dMt

for some local martingale Mt. As shown in the proof of Lemma 2.3 that for λ > 2(θ1+θ2−q)+,
this implies the contraction of H under the metric Wφ,λ.

(2) Next, since Zi(x, y) is increasing in (xj)j 6=i and y, it is easy to see that conditions (1)
and (2) in [14, Theorem 1.1] holds for b = b̄, and its proof applies also with Wφ replacing
W2 therein, so that the order-preserving property holds. We omit the details to save space.
Moreover, since Pφ is complete under Wφ, according to the proof of [23, Theorem 3.1(2)],
when q > θ1 + θ2 the inequality (4.4) implies that P ∗t has a unique invariant probability
measure µ̄ ∈Pφ and (4.5) holds. Therefore, below we only prove (4.4).

(3) To prove (4.4), let ξ0, η0 be F0-measurable random variable with Lξ0 = µ,Lη0 = ν
and

(4.12) Edφ(ξ0, η0) = Wφ(µ, ν).

For x, y ∈ Rd, let x ∨ y = (xi ∨ yi)1≤i≤d and x ∧ y = (xi ∧ yi)1≤i≤d. Take

(4.13) X0 = ξ0 ∨ η0, Y0 = ξ0 ∧ η0.
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Let Xt, Yt, ξt, ηt solve (4.3) with initial values X0, Y0, ξ0, η0 respectively. By the order-
preservation, we have

(4.14) Yt ≤ ξt ∧ ηt ≤ ξt ∨ ηt ≤ Xt, t ≥ 0.

Consequently,

dφ(Xt, Yt) =
d∑
i=1

{φi(X i
t)− φi(Y i

t )}, t ≥ 0.

By Itô’s formula and applying (A1), (A2), we obtain

ddφ(Xt, Yt) ≤
{
− qdφ(Xt, Yt) + θ1dφ(Xt, Yt) + θ2Edφ(Xt, Yt)

}
dt+ dMt

for a local martingale Mt. By a standard argument with Gronwall’s lemma, this implies

Edφ(Xt, Yt) ≤ e−(q−θ1−θ2)tEdφ(X0, Y0) = e−(q−θ1−θ2)tEdφ(ξ0, η0), t ≥ 0.

Combining this with (4.12) and (4.14), we arrive at

Wφ(P ∗t µ, P
∗
t ν) ≤ Edφ(ξt, ηt) ≤ Edφ(Xt, Yt) ≤ e−(q−θ1−θ2)tWφ(µ, ν), t ≥ 0.

Then the proof is finished.

Acknowledgement. The author would like to thank Professor Jian Wang for helpful
comments and corrections.
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