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Abstract

The aim of this paper is the design of a new one-step implicit and thermodynamically consis-
tent Energy-Momentum (EM) preserving time integration scheme for the simulation of thermo-
electro-elastic processes undergoing large deformations. The time integration scheme takes ad-
vantage of the notion of polyconvexity and of a new tensor cross product algebra. These two
ingredients are shown to be crucial for the design of so-called discrete derivatives fundamental for
the calculation of the second Piola-Kirchhoff stress tensor, the entropy and the electric field. In
particular, the exploitation of polyconvexity and the tensor cross product, enable the derivation
of comparatively simple formulas for the discrete derivatives. This is in sharp contrast to much
more elaborate discrete derivatives which are one of the main downsides of classical EM time
integration schemes. The newly proposed scheme inherits the advantages of EM schemes recently
published in the context of thermo-elasticity and electro-mechanics, whilst extending to the more
generic case of nonlinear thermo-electro-mechanics. Furthermore, the manuscript delves into
suitable convexity/concavity restrictions that thermo-electro-mechanical strain energy functions
must comply with in order to yield physically and mathematically admissible solutions. Finally, a
series of numerical examples will be presented in order to demonstrate robustness and numerical
stability properties of the new EM scheme.

Keywords: finite element method, nonlinear thermo-electro-elastodynamics, energy-momentum
scheme, tensor cross product, polyconvexity, dielectric elastomers, electro active polymers.

1. Introduction

Dielectric Elastomers (DEs) are a class of Electro Active Polymers (EAPs) that have demon-
strated remarkable electrically induced actuation properties [22, 23, 33, 34]. These materials are
particularly sensitive to changes of the thermal field, a property which often remains unconsidered
[5, 13, 15, 19, 41, 45]. Nonetheless, a thermodynamically consistent framework for the simulation
of EAPs under non-isothermal conditions was postulated in Reference [42]. In this connection,
numerical studies have been recently published [26], considering thermo-visco-elastic behaviour
of the material, excluding inertial effects.

The numerical simulation of these materials [19, 30, 31, 44-46] relies on the definition of a
suitable constitutive model. In the purely isothermal case, it is customary to propose a frame-
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indifferent representation of the enthalpy function, depending upon the deformation and the
electric field. Other authors prefer to propose a constitutive model based on the invariant repre-
sentation of the internal energy, depending upon the deformation and the electric displacement
field. Motivated by the possible loss of ellipticity [1, 24] of the enthalpy function, Gil and Ortigosa
[19, 30, 31] advocated for the use of the internal energy function for the definition of constitu-
tive models in nonlinear electro-mechanics. In essence, the authors postulated a definition of the
internal energy convex with respect to an extended set of arguments, namely the deformation
gradient tensor F', its co-factor H, its Jacobian J, the Lagrangian electric displacement field
D, with d = F D, and proved that this definition satisfies the ellipticity condition uncondi-
tionally. In the absence of electric effects, where the two last arguments vanish, the proposed
definition coincides with the well-established concept of polyconvexity [1, 3, 4, 38, 43]. In the
context of thermo-mechanics, Shilhavy [39] postulated the concept of polyconvexity by augment-
ing the multi-variable convex nature of the strain energy with respect to the entropy field in the
deformed configuration. Recently, the authors in [11, 18] exploited the concept of polyconvex
thermo-mechanics in the case of fast solid dynamics.

With regard to the finite element modelling of DEs, several formulations are available: most
authors prefer a two-field formulation where the unknown fields are displacements and electric
potential (scalar field) [15, 26, 41, 46]. This formulation is specially amenable when the preferred
thermo-dynamical potential encapsulating the constitutive response of the material is the enthalpy
function (depending upon the electric field). However, in our case, motivated by material stability
considerations, we advocate for the internal energy function, which depends upon the electric
displacement field. In this case, the two-field formulation requires to make use of the relation
between both thermo-dynamical potentials through a Legendre transformation per Gauss point in
order to obtain the later as a function of the electric field. This yields a possibly nonlinear equation
per Gauss point solvable by means of the Newton-Raphson method. Alternative formulations,
as the one presented in this paper, include the electric displacement field as an unknown. This
formulation, pursued already in [17, 29], yields a three-field formulation whose computational
effort depends on the continuity across finite elements of the additional vector field. In particular,
the use of discontinuous interpolation for the electric displacement field permits to statically
condense out these extra degrees of freedom, resulting in a formulation with a computational effort
similar to that of classical two-field formulation. More sophisticated finite element formulations
for the simulation of DEs can be found in [17], where additionally, strain measures and their
conjugates are included as unknown fields. Use of discontinuous interpolations across elements
of these, compliant with the inf-sup or LBB condition [12], permit to obtain computationally
competitive formulations.

Although DEs, and in general, polymeric materials, exhibit temperature fluctuations due to
the application of high electric fields, these are typically neglected, assuming an isothermal re-
sponse. However, these thermal fluctuations can severely influence the deformation of the material
and their dielectric properties. For instance, depending on the thermal expansion coefficient of
the material, up to 5% volumetric changes have been reported in these materials [27]. In addition,
a dielectric constant increase by more than 20 can be induced through heating in DEs [42].

Some authors [26, 27, 42] have incorporated thermal effects into the constitutive response of
the material. In particular, above works considered the general case where the temperature field
can induce not only changes in the deformation of the material (thermo-mechanical coupling)
but also in the electric displacement field (thermo-electrical coupling). Furthermore, Reference
[26] permitted the consideration of field dependent material properties by incorporating a depen-
dency of the heat capacity and mechanical material parameters with respect to temperature and
electric field. In the previous works [26, 27, 42], the entire isothermal electro-mechanical energy
density is multiplied by a function depending upon the temperature field. Experimental evidence
reveals that this model is suitable for the description of the constitutive response of DEs. In the



context of thermo-elasticity (i.e. electrical physics not considered), more simplified constitutive
models [16] consider a more decoupled response where the total energy density of the material
is additively decomposed into a purely isothermal part (depending upon strain), a purely ther-
mal term (depending upon the temperature field exclusively) and a coupled term coupling the
volumetric part of the deformation and the temperature field. In this work, we advocate for the
latter model, extending it to the field of thermo-electro-mechanics. A simplification of this model
lies in the fact that it does not contemplate interactions between the temperature field and the
isothermal electro-mechanical contribution (thermo-electric coupling is ignored). It is important
to emphasise that the EM scheme proposed on this paper does not restrict to a particular type
of constitutive model, and although its stability properties have been tested by using the latter
type of simplified consitutive models, the more realistic constitutive models previously described
[26, 27, 42], which do contemplate the possibility for thermo-electric coupling, can be considered.

The advantage of EM time integration schemes is that they consistently reproduce the con-
servation properties such as total linear and angular momenta and total energy of the continuum
system for the temporal discrete case. In particular, the term consistency in connection with
EM schemes implies their ability to correctly preserve or dissipate the total energy of a system
in agreement with the first laws of thermodynamics [7, 16, 21, 25]. The idea of EM schemes is
to replace the exact partial derivatives of the strain energy (or other energy forms) with respect
to its arguments with their carefully designed algorithmic counterparts, well known as discrete
derivatives [7, 16, 20, 25, 29, 36, 40|, which are formulated in compliance with the so-called
directionality property [20].

In recent publications of the authors [7, 16] novel EM schemes are proposed in the context of
nonlinear elasticity and thermo-elasticity. In particular in [7, 16] both the concept of polyconvexity
[1-4, 37] and the use of a novel tensor cross product pioneered by de Boer [14] and re-discovered
in the context of nonlinear continuum mechanics by Bonet et al. [8-10] have been employed
and facilitate the design of the EM schemes.  In essence, in [16] the consideration of four
discrete derivatives which are used to form algorithmic versions of the second Piola-Kirchoff
stress tensor and the entropy of the system. In addition to the discrete derivative with respect to
the temperature, three further discrete derivatives are presented, which represent the algorithmic
counterparts of the work conjugates of the right Cauchy-Green deformation tensor, its co-factor
and its determinant. This strategy leads to simplified expressions of the algorithmic second
Piola-Kirchoff stress tensor and entropy, when comparing against those obtained following the
classical approach [20]. Furthermore, the work [7] was extended to multiphysics scenarios, such as
thermo-elasticity [32] and to nonlinear electro-mechanics [17, 29]. The aim of the current paper
is the development of a new polyconvexity inspired EM scheme for non-isothermal long-term
simulations of DEs, assessing its superiority in terms of long-term stability with respect to other
classical time integrators.

The paper is structured as follows: Section 2 briefly introduces some basic kinematics and the
initial boundary value problem for thermo-electro-elastodynamics. Section 3 delves into math-
ematical requirements inherent to constitutive models in nonlinear thermo-electro-mechanics. In
Section 4 the weak form of the whole system and conservation properties for the continuous sys-
tem are presented. In Section 5 an one-step implicit EM time integrator scheme is introduced
in order to obtain the semi-discrete system. The spatial discretization with the finite element
method is shown in Section 6. Section 7 provides some static/time independent and some dy-
namic/time dependent numerical examples in order to validate the conservation properties and
robustness of the proposed EM scheme. In Section 8 concluding remarks are drawn. Eventu-
ally Appendix A, Appendix B and Appendix C outline the definition of the discrete derivative
expressions featuring in the proposed time integrator in Section 5.



2. Nonlinear continuum thermo-electro-mechanics

In the current section some basic kinematic relations and the initial boundary value problem
(IBVP) for nonlinear continuum thermo-electro-elastodynamics are introduced.

2.1. Kinematics

Let By C R? be an open, bounded and connected domain which represents the reference
configuration of an elastic body. The deformation of the body By is defined through the mapping
¢ : By x [0,T] — R3, which is assumed to be sufficiently smooth, bijective and orientation
preserving, and with 7" € R the final time, namely ¢ € [0,7]. The mapping ¢ links a material
particle from the reference configuration X € By to a particle in the deformed configuration
x € B according to ¢ = ¢ (X,t) and B(t) = ¢(By,t) (refer to Figure 1). Associated with the
mapping ¢, the deformation gradient F' is defined as

F BO X [O,T] — RBXB, F = V0¢(X,t),

where V| represents the gradient with respect to the material coordinates X. Associated with
F', its co-factor H and its Jacobian J are defined as

H = (detF) F" = %F xF;, J—detF—~(FxF):F, (1)

S| =

with (AX B),; = Er€rixAjsBrk, YA, B € R¥3 where &), (or £yx) symbolises the third
order alternating tensor components®.

FM faa . |

\
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Figure 1: The mapping ¢ relating points from the material configuration X € By with those in the deformed
configuration x € B.

2.2. Elastodynamics
The initial boundary value problem for elastodynamics is given by

pov — DIV (F'S) — f, = 0; in By x [0,77];
(FS)N = tg; on BBy x [0,T7];
¢|t=o = @y; in By; (2)
| =y in By;
t=0
= ¢; on dpBy x [0, 7.

5The use of repeated indices implies summation, unless otherwise stated. In addition, lower case and capital
case indices {4, j, k} and {I, J, K} will be used to represent the deformed and reference configurations, respectively.
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Therein (DIV(A)), = 0x,Ai; and () := % denotes differentiation with respect to time. Fur-
thermore, in (2) po : By — R denotes the mass density of the continuum body with respect to
the reference configuration, v : By x [0,T] — R? the velocity field, f, represents a body force
per unit undeformed volume By and %, the traction force per unit undeformed area applied on
0By C 0By where 0By U 0pBy = 0By and 0By N 0pBy = (). Local conservation of angular
momentum leads to symmetry of the second Piola-Kirchhoff stress tensor S, such that § = S*.

2.3. FElectrostatics
In the electrostatics case considered, the local form of Gauss’s law can be written in a La-
grangian setting as
DIVD, — pj = 0; in By x [0, 7] 3
Dy - N = —uwg; ond,By x [0,T]. 3)
Therein Dy is the Lagrangian electric displacement vector, p{ represents an electric volume charge
per unit of undeformed volume By and w§, the electric surface charge per unit of undeformed area
0,8y C 0By. Furthermore, Faraday’s law can be written in a Lagrangian setting as

E,= —-Vp; in By x [0, 7T7;

4
© = @; on d,By x [0, T7. (4)

In the above (4) Ej is the Lagrangian electric field vector and ¢, the scalar electric potential.
Furthermore, 0,8y C 0B, represents the part of the boundary where essential electric potential
boundary conditions are applied such that 0,8y U 0,8y = 0B, and 9,8y N 9By = 0.

2.4. Thermodynamics
The IBVP for thermodynamics can be stated as

0n + DIVQ — Ry = 0; in By x [0,7];
Q- N = —Qq; on dgBy x [0,17; 5)
0],_o = bo; in By;
0 = 0; on OgBBy x [0,T7].

Therein 6 denotes the absolute temperature field, n the entropy density and @ heat flux per unit
undeformed volume By, respectively. Furthermore, Ry and @)y represent a heat source per unit
undeformed volume By and the rate of heat transfer across the unit undeformed area applied on
OgBy C 0By, respectively. With (5), essential temperature boundary conditions are applied on
0pBy C 0By. The boundaries in (5) need to satisfy dgBy U 0yBBy = 0By and dpBy N 9By = 0,
respectively. ~ With the aim of simplifying the time discretisation of (5), the authors in [32]
proposed an alternative but equivalent re-expression at the continuum level to that in (5) as

%(QU)—9n+DIVQ_R9:O; in By x [O,T]§
Q- N = —Qy; on 8@80 X [O,T]§ (6)
9|t=0 = 90’ ln B(],
6 = 6; on 9gBy x [0,T7].

In this work we will advocate for (6) in order to derive the new EM time integrator in the
context of thermo-electro-mechanics.

3. Constitutive equations in nonlinear thermo-electro-elasticity

In this section the consideration is supplemented by means of suitable constitutive laws in
thermo-electro-elasticity. In this connection some notions on constitutive laws are presented.
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3.1. The energy density function

In the following we will present the specific form of the energy density function encapsulating
the constitutive coupled thermo-electro-mechanical response of the continuum By, paying special
attention to the mathematical /physical constraints that energy density function needs to comply
with.

In this work, we consider a simplified constitutive model where the purely isothermal electro-
mechanical contribution does not interact with the temperature field, i.e. no thermo-electrical

coupling is considered. The more generic case including the latter effect is described in Remark
3.

3.1.1. The enthalpy function
It is costumary to define the coupled thermo-electro-mechanical response of the solid By in
terms of an invariant-based representation of the enthalpy W per unit undeformed volume, defined

as
U =V(F, E)0): R xR xRT = R. (7)

The requirement of objectivity implies that ¥ should be expressable in terms of the right
Cauchy-Green deformation tensor, namely

U(F,Ey,0)=V(C,Ey0); C=F"F. (8)

The second law of thermodynamics in the absence of internal state variables leads to°
~ 1 ~ ~
DUOF]=S: §DC[5F]; DV[OEy = —D, - dEy; DY [66] = —ndo, (9)

where the second Piola-Kirchhoff stress tensor S, the Lagrangian electric displacement field Dy
and the material entropy 1 are defined in terms of the derivatives of ¥ (C, Ey, §), namely

S =20cV; Dy=—-0gV: n=-0,V. (10)

More generally, we will consider energy density functions EI(C , By, 0) which admit an equiv-
alent extended representation in terms of the symmetric kinematic measures {C, G, C'}, with G
and C being the co-factor and determinant of C', namely

U(F, Ey,0) = V(C, E,,0) = ¥(C,G,C, Ey,0), (11)

with
G = (detC)C ! = %Cx C; C=detC= % (CxC):C. (12)

Proceeding as in (9) but making use of the chain rule and the definitions of C and C' in
(12), it is possible to relate S, Dy and the entropy field n with the derivatives of the extended
representation V(C, G, C, Ey,0) as

S =20cV 4 20cU XC + 20cVG;  Dy=—0g,VU; n=—0,0. (13)

In this work it is assumed that the enthalpy function W(F', Ey, ) satisfies the following con-
ditions

(U V): 060 : (u®V) > 0; V- (0g,5,¥)V <0; 05,0 < 0, 14)

(
Vu,V € R®. The first two conditions in (14) ensure that material stability is guaranteed [28],
namely, perturbations according to the following ansatz A¢ = uG(X -V — ¢,t) and Ap =

SDf(z) [y] represents the directional derivative of f(z) with respect to y, namely D f(x) [y] = lime—o f(z +€y).
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bF(X -V — c,t) admit real solutions for the speed of propagation ¢, of the perturbations (cf.
[37]). Therein w and b denote the polarization vector/scalar, G and F denote the traveling wave
ansatz for fields ¢ and ¢, respectively and V denotes the referential direction of wave propagation.
Finally, the last condition (14). permits to guarantee that the heat capacity of the material is
positive (see Remark 1 below).

3.1.2. Volumetric-deviatoric constitutive model

Condition (14)., namely, concavity of the enthalpy function with respect to the temperature
field 0, permits to establish a one-to-one and invertible relationship between the latter and the
material entropy 7 through the following Legendre transformation

U(C,G,C,Ey,n) =sup{¥(C,G,C, Ey,0) +nb}. (15)
0

Notice that the function (7(0, G,C,Ey,n) in (15) can be re-expressed as a function of 6 as

~ ~

UC,G,C,Ey0)=U(C,G,C,Ey,nC,G,C,0,Ey)). (16)

Calorimetry principles permit to experimentally measure the change of internal energy as a
function of the temperature, yielding

U = cc.p, (0), (17)

with cc g, (0) the heat capacity at constant strain and electric field. In the sequel, a constant heat
capacity will be assumed for simplicity, denoting it as ¢y. Notice that (17) can be conveniently

re-written as R R c
DU = 0,U Bgm = 0091 = co.my(0) = co = Ogn = 50 (18)

Integration of (18) twice with respect to the temperature field (see Reference [32]) yields

U(C,G,C, Ey,0) =V,,(C,G,C,Ey) —nr(C,G,C)6 — 0r) + Uy(6):

~ 0 19
\PQ(Q)ZCQ(Q—QR—QIH—), ( )
Or

where ng(C,G,C, Ey) represents the reference entropy, depending exclusively upon the de-
formation. In this paper, we consider a volumetric-type thermo-mechanical coupling. Hence,
nr = nr(C, G, C) is particularised to depend exclusively upon C, namely ng = nr(C). Specifi-
cally, nr(C') will adopt in this paper the following expression (cf. [16])

Mr(C) =3Be(C —1), (20)

with § and e (positive) material parameters. Therefore, the final additive form of \TI(C ,G,C  E,0)
is (cf. [16])

U(C,G,C,Ey,0) = Vern(C,G,C, Eg) + Uy (C,0) + Up(6):  Wyn(C,0) = —1ir(C)(0 — Op).
(21)

Remark 1. The specific form of the purely thermal function \/1\19(9) in (19) and (20) yields
02,0 (0) = 02y Wg () = —co. (22)

Therefore, the concavity of the enthalpy function \/I\I(C, G,C,Ey,0) in (14) entails the physical
requirement of the specific heat capacity co being a positive number.
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Remark 2. In this work we consider the thermo-mechanical contribution defined in (19) and
(20), recast here for convenience, i.e.

Ui (1, 0) = —nr(J) (0 = 0r);  nr(J) = 3Pe(J? —1). (23)

The previous energetic contribution can be compared against that in Reference [42], defined as

Jt—1

g )
where ko represents the bulk modulus in the origin of deformations (i.e. F = I, with I the
second order identity tensor), , the thermal expansion coefficient and &, a dimensionless constant

material parameter. In above expression (24) we have used the superscript V' to differentiate it
from that in (23). The volumetric stress generated by both energetic contributions is defined as

WY (J,0) = —3akg (24)

P, =0;9,,H=—6pc]H,; P! =0,V H = —3akyJ* 'H. (25)

Evaluation of both expressions Py, and P} in (25) in the origin (H = I and J = 1) permits
to relate the coefficients B and e featuring in the thermo-mechanical contribution chosen in this
work with the thermal expansion coefficient o as

fe =—. (26)

3.1.3. The internal energy function

The definition of enthalpy density functions \TI(C ,G,C, Ey,0) as in (21) ab-initio complying
simultaneously with the convexity and concavity conditions in (14) is a non-trivial endeavor.
Instead, a more amenable energy function, denoted as /W(C, G,C, Dy, 0), depending upon D,
instead of E), is introduced in order to facilitate the fulfillment of the convexity/concavity con-
straints on (I\I(C ,G,C, E,,0). For the specific volumetric-deviatoric thermo-electro-mechanical
model considered in the previous section, /W(C' ,G,C, Dy, 0) adopts a similar decomposition as

\TI(C, G,C, Ey,0) in (21), namely

—~

W(07 G7 C) DO? 0) - /Wem(ca G7 C) DO) + W\tm(ca 0) + /WG(Q)a

— - A - (27)
Wim(C,0) = Uy (C,0);  Wp(0) = Wy (0),

where the coupled isothermal electro-mechanical contributions \Tfem(C' ,G,C, Ey) in equation (21)
and W,,,(C, G, C, Dy) above are related through the following Legendre transformation”, i.e.

U.(C,G,C, Ey) = ngn{mmw, G,C,Dy) — E, - Dy} (28)
0
A possible example for Wem(C ,G,C, Dy), widely used by the authors in [19, 31] is

W A
Wen(C, G, C, Do) = %tY(C) + %tY(G) = (i1 + 2p2) log C'2 + = (C1V° — 1)°

1 1
—IIp, +=—Dy-CD
T P g, 0’

(29)

"Note that this Legendre transformation can only exist provided that /W(C ,G,C, Dy, 0) is convex with respect
to Dy, which will be the case for the energy proposed in this paper.
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where II, =a-a,Va € R? [14 = A: A and {y, s, A} are positive material parameters related
to the shear and bulk moduli of the material in the origin (when Vo¢ = I, Dy = 0 and 6 = ),
namely {ur, Ag} as

PR = p1+ 2] AR = A+ 2ps. (30)

Furthermore, €, and €5 are electric permittivity parameters. Crucially, notice that ﬁ/\em(C ,G,C, Dy)
is polyconvex in the isothermal electro-mechanical context, namely, it can be written as a convex
multi-variable energy function, i.e.

Won (C,G,C,Dy) = Wen (V);  V={F,H,J,Dyd}; d=FD,, (31)

with W,,,(V) as

R A 1 1
Wem (V) = &[[F + &[[H — (1 +2u2)log J + = (J = 1)° + =—IIp, + =114, (32)
2 2 2 2e1 2e9

It is easy to verify that Wem(V) (32) is indeed polyconvex, namely, the following condition is
satisfied®
oV i [Hy, ]:6V >0, ¥V, (33)

where [Hy, | denotes the (positive definite) Hessian operator of W, (V), namely

O Wem  OpeWem 03, Wem  Opp,Wem  0pgWen |
a%iFWem a%iHWem a%iJWem a%iDoWem 81%{dWem
Hy, )= | BeWem  BpgWem  BWem  BpWem  B5gWen | - (34)
ObyrWem  ObyaWem Ob, Wem 0b,p,Wem  Ob,aWem
| 2eWen BRgWem BWem B Wem  BgWem |

Unfortunately, the term th(C, ) in (27) is not convex with respect to J, namely
Wi (J,0) = Win(C,0); 92, Wun # 0, V.J, V0 > 0. (35)

However, the purely isothermal part /V[Zm(C, G, C, D) = W,,,(V) in equation (29) also de-
pends on J. Therefore, it is the positiveness of the second derivative of both contributions We,, (V)
and Wy, (J,0) (for a fixed temperature) together that needs to be checked in order to verify when

polyconvexity with respect to V of the complete function /V[7(C', G,C, Dy, 0) = W (V,6) is com-
promised. The latter yields

; ; : +2
Wy = 03 (W + W) = B2 4 A= 68¢ (6 — 6. (36)

The critical value of § beyond which 93 JW > ( is compromised can be obtained then from

(36), yielding
p1+2u2
Op =0p |14+ —L———]. 37
R ( et ) (37)

Therefore, provided that the temperature field 6 never exceeds the bound in equation (37),
the complete energy function W (C, G, C, Dy,0) = W (V,0) in (29) would be polyconvex with
respect to V, namely

OV : [Hy,] : 6V >0, YoV. (38)

8Equation (33) can be understood as the vectorised product between a 25 x 25 matrix [Hwem] and a vector 0V
with 25 components.



Eventually, it is easy to see the concavity of W(C, G,C,Dy,0) in (27) with respect to 6.
Therefore, the energy function W (C, G, C, Dy, 0) in (27) complies with the following two condi-
tions

W(C,G,C,Dy,0) =W (V,0); &V:[Hgyl:6V>0 YoV, 02,W <0, (39)

provided that # < 6. in (37). Finally, it is possible to establish the following relationships
associated with the energy function W (C', G, C, Dy, ) in (27)

_ 1 _ _
DW[F]=S: §DC[5F]; DW[0Dy| = E, - §Dy; DW1[66] = —ndéb, (40)

which permit to define S, Ey and n as
S =20cW +20cW XC +20:WG;  Eq=0p,W:  n=—0,W. (41)

3.1.4. Satisfaction of convezity/concavity constraints in the enthalpy function

In the previous section we have presented the specific form of the energy function W(C ,G,C, Dy, 0)
and its re-expression W (V, ), which are recalled for convenience of the reader below

W(Ca G7 C) DO? 0) = Wem(ca G7 C) DO) + /V[7tm(07 0) + WG(Q)a

. . ) . (42)
WV, 0) =We,(V,0) + Wi (J,0) + Wy(0).
where the electro-mechanical, thermo-mechanical and thermal contributions are defined as
i K1 K2 A 2 1 Loy )
Wen (V) = =11+ —11g — (1 + 22) log J + — (J - 1)+ —IIp, + — J " Ilg;
2 2 2e1 2¢e9
Wim(J,0) = —3Be(J* — 1)(0 — 0R):; (43)
. 0
Wg (9) = C <9—93—91n—> s
Or

We have seen in the previous section that the recalled constitutive model complies with the
conditions in equation (39) provided that the critical temperature (37) is never reached. The
objective of this section is to prove that the latter are sufficient conditions in order for the
enthalpy function ¥(C, G, C, Ey,0) to comply with the constraints in (14),;,. The condition in
equation (14). has been proven in (22). Proof of this will be carried out through the following
two steps:

Step 1: In addition to the energy function W(C G,C, Dy, 0) and its polyconvex analogous

re-expression W (V, Dy) it is also possible to re-write W(C G,C, D,,0) in terms of {F, Dy, 6},
namely

W (F, D,,0) = W(C,G,C,Dy,0) =W(V,0). (44)

The second directional derivative of W (F', Dy, #) with respect to F' and Dy can be conve-
niently written as

D*W [§F,6Dy;0F, 6Dy = U : [Hy/] : 0U; su" = [6F" sD{]. (45)
Equivalentely, the second directional derivative of W(V, 6) can be written as

D*W [DV[SF, 5Dy); DV[0F,0Dy]| = DV[6F,0Dy] : [Hy;] : DV[SF, 5Dy

46
+ (W + ,WF) : (5F % 6F) + 03W - (§F3Dy). (46)
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Consideration of virtual fields of the form 6F =u® V and 6Dy =V | , withu,V,V | € R?
and V -V | =0, in both (45) and (46) yields

D2w[u®V’VL;U,®V,VL] = {ugff :} [Hiyy ] {:F@)V};

D’WueV,V;u@V,V,]=DVueV,V,]: [H;]: DVue V,V,].

(47)

Polyconvexity of W\(V,H) in the set V entails the positive definiteness of [H;,| and hence
that D2W @V, V :u®@V V] > 0. Equivalence between D2W V.V :iuV V]
and D*Wu®V,V ;u®V V] permits to confirm positiveness of the latter, and hence the
rank-one convexity of W (F', Dy, 0) with respect to the set {F', Dy}, namely

{“ %V ‘} [Hy ] {: 'f"?lv} > 0. (48)

Step 2: The rank-one convexity condition (48) is also satisfied individually for the purely me-
chanical physics and purely electric physics, namely

DWhueVu V] =ueV):0a;W: (ueV) >0

49
D*WI[V ;Vi]:=V, 05 p WV >0. (49)

More generally, the decoupled constraint in equation (49),, is satisfied for every vector U,
namely

D*W [U;U] :=U - 0p,p,WU > 0. (50)

It is possible to relate the two tensors 95 xW and 0%, p W in (49) with the second derivatives
of the enthalpy function W(F', Ey) by noting that the latter can be expressed as

\P(FaEme) :\P(FvEO(FaDO)ae) (51)
Making use of (51), the authors in [19] derived the following relationships
G%FW = a%'F\II + a%'EQ\II (aéoEQ\I/)il aéoF\Ijﬂ 62D()l)()V[/v - - (aéoE()\II)il . (52)
Introduction of (52) into (49), and (50) yields

DWhueViuoV]=(ueV): (a%,F\p + 02 U (0% 5 W) agopxp) (u® V) > 0;

(53)
D*W [U;U] = ~U - (8%,5,9) U > 0.
Then, we conveniently choose vectors U in (53) of the following form
U=05p7: (uV). (54)

Sum of D?*W [u® V;u ® V] and D*W [U; U] for the particular choice of U in (54) yields

D*Wu® Viu® V]+ D*W[U, U]}U:a%OF\p:(u@)V) =ueV): 050 : (ux V). (55)

Positiveness of both terms on the left-hand side of (55) entails positiveness of the term on the
right-hand side, namely
(uV): 060 (u®V)>0. (56)

All in all, equations in (14),; are fulfilled as can be seen in equations (53), and (56).
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Remark 3. The constitutive model considered in this work (see equation (27)) considers a sim-

plified scenario where interactions between the electro-mechanical contribution W, and the tem-
perature field 0 are not contemplated. For this model, we concluded that the conditions in equation
(14) that the associated enthalpy density function (related to the internal energy by means of the
Legendre transformation in (28)) must satisfy are fulfilled provided that:

. /V[7(C, G, C, Dy, 0) is polyconver, i.e., W(C, G,C, Dy, 0) = /W?(\A),Q), with W convez with
respect to V.

o W is concave with respect to 6.

The more realistic scenario where interactions between the termperature field and the thermo-
mechanical energetic contribution are considered can be incorporated by defining the internal en-
ergy function as (see for instance [26, 42])

W(C,G,C,Dy,0) = f(0O)Wun(C, G, C, Do) + Winn(C, 0) + Wy(6). (57)

With the aim of permitting a temperature dependence of the heat capacity, the authors in [26]
defined the function f(0) as

1(6) = % T g(6) — g(0m) + Oagly_y, (0 — O). (58)

where g(0) is a temperature sensitive scaling function. Following a similar procedure as that
throughout the current section, it is possible to conclude that the more generic internal enerqgy
energy density function in equation (57) complies with the conditions in equation (14) provided
that, in addition to the previous 2 conditions just listed above, the following two conditions are
also satisfied, namely:

e f(0) in (58) is positive V0.
e g(0) is convez, i.e. Dayg(6) > 0V0.

3.2. Fourier law

Fourier law relates the spatial heat flux q and the spatial gradient of 6 by virtue of the following
expression

q=—kVo, (59)

where k represents the semi-positive definite second order thermal conductivity tensor in the
deformed configuration and V/(e) the spatial gradient operator. As customary in continuum
mechanics, the relation between g and its material counterpart @ featuring in equation (6) can
be carried out by making use of the Gauss’ theorem and the Nanson’s rule (i.e. da = HdA) as

/diquv :/ q- da= Q- dA, (60)
B oB B0

where div(e) represents the spatial divergence operator and with
Q=H"q=-H"kV0. (61)
The spatial gradient of # in (61) can be conveniently related to its material counterpart as
VO =F TV, =J"HV. (62)
Finally, introduction of (62) into (61) yields
Q=-KVy¥, K=J'H"kKH. (63)
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4. Thermo-electro-elastodynamics

On the basis of Sections 2 and 3 the variational formulation will be introduced in the following.

4.1. Continuum formulation

To facilitate the design of an EM time integrator, we first study the conservation properties of
a thermo-electro-elastic continuum given by (2), (3)-(4) and (6). In this connection, we present
a formulation in terms of the energy function depending upon the electric displacement field
Dy, namely W(C,G,C, Dy, 0) defined as in (42)-(43) in order to satisfy the material stability
conditions in (14). In this case, the formulation relies on the following five weak forms:

W= [ (0= ) powndv =0;

1
W¢ = / pO’U T Wy 1% + / S : §DC[’U7¢] dV — W;Xt — 07
BO Bo

WSO = DO . Vowcp dV — W:;Xt = O, (64>
Bo

Wp, = / (Eo + Vop) -wp, dV = 0;
Bo

d .
Wy = / (— (0n) wy — ang) av — Q- VowgdV — W5 =0,
B \dt Bo

where the external mechanical, electrical and thermal contributions are defined as

W;Xt = fO Wy dv + / to - Wy dA,
Bo 0¢Bo
W = —/ pow, AV — / wow, dA (65)
Bo 0. Bo

WgeXt = / ngg dVv +/ ngg dA.
Bo 9qBo

Furthermore, in (64), S, Eq, and n are defined in terms of the derivatives of the energy
function W(C, G, C, Dy,0) as in (41) and with {v, ¢, ¢, Dy, 0} € {V® V¢ y» VDo Vo1 and
{wv7w¢>7w<p7wDouw9} € {V¢7VB¢)7V§7VD07V8}7

V¢:{¢EH1(BO;R3)|¢:(2>on8¢80andj>0a.e}; V(?:{¢EH1(BO;R3)|¢:00n8¢l30};
Ve ={pe H (By;R); | o=@ ondBo}; Ve ={pe H (By;R); | ¢ =0o0n 9,8} ;
Vl={0eH (By;R) |0=0ondB}; Vo={0€ H (By;R) |6 =0o0ndB};
VP = {D € Ly (By; R?) } .

(66)

4.2. Balance laws and integrals in thermo-electro-elastodynamics

With the variational formulation in (64) the balance laws for the considered thermo-electro-
elastic continuum are examined.
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4.2.1. Balance of linear momentum
For a test function wyg = &, with R* 3 &€ = const., the weak form in (64), leads to the global
form of the conservation of linear momentum, namely

L:Fext:/ todA+ [ fodV; L:/ pov dV. (67)
8t80 BO

Bo

In the above L represents the total linear momentum and F*, the total external force. From
(67) it is possible to conclude that L is a constant of motion for the case of constant external
forces F**'.

4.2.2. Balance of angular momentum
Employing wy = € x ¢, where R?® 5 &€ = const., the weak form in (64), leads to the global
form of the balance of angular momentum, i.e.

J =Mt = P xtgdA+ [ dx fodV; JT= [ ¢xpvdV, (68)
8,:80 Bo BO

where J represents the total angular momentum and M®*, the total external torque. From (68),
it is clear that J is a constant of motion for vanishing external torques M.

4.2.3. Global form of Gauss’s law
Applying w, = £, where R 5 { = const., in weak form (64). yields the global form of Gauss’

law
/ 5 dV+/ WEdA =0, (69)
Bo awBO

where assuming time independent volumetric and surface electrical charges pf and wf, equation
(69) dictates that the total electric charge of the system is conserved and equal to zero.

4.2.4. Balance of total energy
For the consideration of the balance of totatl energy we replace the test functions {w,, wy}
in (64) with {9, ¢} € {V? x V¢} and {w,,wp,} with {¢, Dy} € {V& VP°} and we choose

ext

wp = 1 € V). Then, summation of the five weak forms and assuming zero contributions W,
Wt and W' leads to

Bo

With the definition of the kinetic energy K = [ 1pov - vdV and making use of (41) in (70) we
obtain

. d —_—~
/c+/ = (W(C,G.C.Dy.0) + Dy Vo + ) av = 0. (71)
Bo

For vanishing external mechanical and thermal power, we get
E=0; 5:K+/ (W(C,G,C,DO,H)—|—D0-V0<p+«9n> dv. (72)
Bo

Accordingly, the total energy &£ is conserved.

5. Energy-momentum integration scheme for thermo-electro-elastodynamics

For the above weak form (64) we aim at the development of an EM consistent time integration
scheme following the publications [6, 7, 16, 17, 20, 29, 32, 35, 40].
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5.1. Design of the EM scheme

Considering a sequence of time steps {1, ta, ..., t,, t,+1} with ¢, being the current time step,
the weak form in (64) is discretized in time yielding the following implicit one-step time integrator

Ag
(W'U)algo = /Bo ('Un+1/2 At ) Pow, dV = 0;
Av J 1 p ot '
(W¢>)a1go = 5 POE cwe dV + . Salgo §(DC[w¢])algo V- <W¢> +1/2> =0;
(W‘p)algo - /BO D0n+1/2 ' Vo&ﬂ dv + /Bo p8n+1/25w dv — (W;Xi1/2> = 0; (73)

(WDO)algo = /l; 5D0 . (EOalgo + VOSOn+1/2) dv = O;
0

A(On) Af »
(WG)algo = /L;O < At — A—tﬁalg()) We dV — /BO Qn+1/2 . V0w€ dv — (WG 7L1/2) — O,

Where (.)n+1/2 - % ((.)n-l—l + (.)n) and A (.) = (.)n—i—l_(.)n' In (73) {(Wv)algo ) (W¢)algo ) (Ww)algo ) (WDO)al;
denote the carefully designed algorithmic, time discrete versions of (64). Furthermore, the algo-
rithmic second Piola-Kirchhoff stress tensor S,j4,, the material electric field anlgo and the entropy

density 7,14, are related to the five discrete derivatives {DCW DGW DCW DDOW D(;W} (cf

[16, 20, 29, 32]), respectively, which are the algorithmic counterparts of {dcW, dgW , 0c W, dp, W, ,W'},
respectively, given as

Suso + 5(DClwg])ago = DV : (DCluvg)

+ DaW : (DGwy]),y,, + Dol (DCwy))

algo algo )

EOalgo - DD() W’

Talgo = —Dewa
(74)
where in the abvoe { DeW, DegW, DcW, Dp, W, DyW} denote the discrete derivatives (cf. [16,
20, 29, 32]) of the function W(C, G, C, Dy, §) with respect to {C G,C, Dy, 9} respectively, which

are the algorithmic or time discrete counterparts of {80W 6gVV 8CW GDOW 89W} respectively.
Furthermore in (74) the algorithmic directional derivatives {(DC[wg)),,, , (DG[Wg)) ), » (DClWwe)) 1,0}
are computed in analogy to [29], such that

(DCwy)) 1, = ((Vo’wd))T Fryipo+ F;{+1/2V0w¢>> ;

<DG[w¢])algo = Calgo X (Dc[wfb])algo ; Calgo = Cn+1/2§
1
(DC[w¢])a1go = Gag : (Dc[w¢>])algo§ Gago = 3 (Cn+1/2 XCrii2 + Gn+1/2) .
(75)
Finally, introduction of (75) into (74) permits to conveniently re-write (74) as
Saigo = 2DcW + 2DgW X Clgo + 2DcW Glygo. (76)

The definition of the discrete derivatives, which are presented in detail in Appendix A, must
satisfy two crucial properties for the design of EM time integrators, namely:

- They fulfil the so called directionality property [16, 20],
DcW : AC + DeW : AG + DeWAC + Dp,W - ADy + DyWAG = AW. (77)
- They are well defined in the limit as [|[AC|| — 0, ||]ADy|| — 0 and A§ — 0.
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The first property is critical for the algorithm in (73) to preserve the balance of power in
(71) in the discrete setting. Furthermore, the EM time integrator is second order accurate with
necessary condition

DMZW = aL[ZW (uin+1/2) =+ @ (At2) ; u-= {u17u27u37u47u5} = {C7 G7 C7 D07 9} (78)

5.2. Semi-discrete balance laws and integrals in thermo-electro-elastodynamics

In the following we show the conservation properties of the balance laws and integrals for the
semi-discrete thermo-electro-elastodynamical system with proposed EM scheme (73).

5.2.1. Semi-discrete balance of linear momentum
In analogy to Section 4.2.1 we apply wg, = &, where R® 5 € = const. in weak form (73); which
gives

AL
A t dA dv. 7
At n+1/2 /BtBO Ont1/2 + /Bo f0n+1/2 ( 9>

xt

Le. for employing constant external forces F, o the balance of total linear momentum is con-
served.

5.2.2. Semi-discrete balance of angular momentum

In analogy to Section 4.2.2 we apply wg = & X @,,, 1/, Where R3 > &€ = const. in weak form
(73)p which finally leads to

AJ ox
AL Mnﬁ1/2 - /3t80 ¢n+1/2 X 0,172 dA + /Bo ¢n+1/2 X f0n+1/2 v (80)

Accordingly, for employing constant external torques M f;jfl /2 the balance of angular momentum
is conserved.

5.2.8. Semi-discrete global form of the Gauss law
In analogy to Section 4.2.3 we apply w, = &, where R 3 £ = const. in weak form (73) which

yields
/Bo p0n+1/2 dv + /&;Bo w0n+1/2 dA = 0. (81)

From the above (81) it becomes obvious that for time independent volumetric and surface electrical
charges pf and wg the total electrical charge vanishes.

5.2.4. Semi-discrete balance of total energy
In analogy to Section (4.2.4) we apply the test functions {w,, wg, w,, wp,, we} where
{Av/At,Ap/At, Ap/At, ADy, 1} € {VE, V¢ V¢ VPo V01 in (73). Furthermore neglecting the

external contributions <W§,Xt+l/2), (W;’:Ll /2> and <W§:il/2> we get

AK 1 1
+ / (Salgo . é(DC[A¢)])alg0 + anlgo . ADO - A@nalgo + A (9’/] + DO . Vogo)) dV =0.
B

At A
(82)
With (75) and (74) equation (82) can be stated as
1 —~ —~ —~
Salgo . §<DC[A¢])algO + anlgo . ADO — Aﬁnalgo :Dcw . AC + DGW . AG —+ DOWAC (83)

+ Dp,W - ADg + DyW AG.
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Furthermore inserting (83) into (82) yields

AIC+/ (DC’W - AC + DWW : AG + DoW : AC+
Bo (84)
Dp,W - ADy + DgW A+ A (Dy - Vo + 977)) dV =0,

Appyling the directionality property (77) for the discrete derivatives {DCW, Dgw, DCW, D DOW, DgW}
the above equation (84) yields the desired form

Bo

N J/
-~

£

Accordingly, neglecting external mechanical, electrical and thermal contributions the total energy
& (72) of the nonlinear coupled system is conserved which is a primary goal of the proposed EM
scheme.

6. Space discretization via the finite element method

For space discretization the finite element method is employed. Therfore the domain By
described in Section 2.1 and represents a thermo-elastic continuum is sub-divided into a finite set
of non-overlapping elements e € E such that

B(] =~ Bg = U BS (86)

ecE

The unknown fields {v, @, v, Dy, 0} in (73) are discretised employing the function spaces Ve" x
V"' x V¢" x VP x VO" given by

n¢ n?
V= {p eV @', = Zl NE@.}; V= {p eV ol = Zd NZ¢a};
e
VP — {Dy e VP, D} g = O NP Dol V"= {0 eV’ 0"y =D Nba}.
a=1 a=1 (&)
In the above for any field n¥ . denotes the number of nodes per element of the discretisation

associated with associated field Y € {¢, o, Dy, 0}. Furthermore, the a'* shape function NY :
B — R is employed for the interpolation of fields ) where Y, denotes the value of the field Y at
the a™ node of a considered finite element. Employing a Bubnov-Galerkin approach, the function
spaces for the test functions {w,, we, w,, wp,, ws} € Vg)h X Vg’h X Vgh x VP8 V9" are provided
by

Vgh:{\v/d)evﬁbh; ¢h:00n aquO}; Vgh:{WGVS"h; gph:OOH 83080};
h h 9
Vi ={wev"; 8" =0 a8},

Although the time derivative of ¢ and the velocity field v are imposed in a weak sense due to
(73)4, the consideration of equal function spaces for both fields, i.e. ¢ € V® and v € V¢ enables
the strong relation

Agp

E = ’Un+1/2. (89)
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Applying the function spaces for Y and wy, in (87) and (88) in (73) we obtain

algo Z w¢a a e; algo Z w%’a a e

E Dy, E
WDO algo WDy, Rae’ algo ’wga ae7

(90)

where N is the total number of elements for the space discretisation and Rze denote the residual
contribution for field Y given as”

A
R?, = /B polNG <2A—g At) dv + / (Frs1/28a1g0) VNS dV + / NZfo..\,dV;
0

e
0

0 _
Ry, = D,
Bo

ng = / (EOalgo + VOSOn-‘,-l/Q) NaDO dV,
Bo

n+1/2

VNP dV + / ph. NPV
Bo

A (6n A6
Rz,e - /B it >Ng dv — /B EnalgoNg dv — /B Qn+1/2 ) VONg dv — / R0n+1/2Ng dv.
0 0 0

Bo
(91)
In the above equation (91), use has been made of (89) for the inertia term of the residual. For
the whole system (91) a consistent linearisation has been carried out in order to compute the
following examples properly in Section 7.

7. Numerical examples

In this section, the robustness and stability properties of the EM time integration scheme
presented in Section 5 will be investigated in a variety of numerical examples. In particular, the
long-term stability of the EM time integrator will be compared against that of the mid point time
integrator, denoted as MP in the sequel.

In all the examples, the thermo-electro-mechanical constitutive model defined by means of the
energy function W(C’ G,C, Dy, 0) in equations (42)-(43) will be used. Furthermore, the upper
bound for the temperature field 6 in equation (37) which compromises the stability conditions for
the dual function W(F', Ey, 0) in (14) will be computed and its possible violation will be monitored.
With regards to the spatial discretisation, the following three families of Finite Elements will be
employed throughout the examples section:

1 Hi1°H(": continuous trilinear hexahedral elements (8 nodes) for {¢, i, 8} and discontinuous
constant hexahedral elements (1 node) for Dy, see Fig. 2,,.

2 P2 P14 continuous triquadratic tetrahedron elements (10 nodes) for {¢, , 6} and discon-
tinuous trilinear tetrahedron elements (4 nodes) for D, see Fig. 2.

3 HZHI1% continuous triquadratic serenpedity-type hexahedral elements (20 nodes) for {¢, ¢, 0}
and discontinuous trilinear hexahedral elements (8 nodes) for Dy, see Fig. 2..

9For the sake of simplicity, the external contributions on the boundary of the continuum have not been included

n (91).
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Figure 2: a) nodal points for the H1°H(? element. b) nodal points for the P2¢P1? element. c¢) nodal points for
the H2°H1? element. Red bullets represent the nodes of the continuous fields and the green bullets represent the
nodes of the discontinuous mixed field (cf. [17]).

Remark 4. Note that the HI°H(® element is not appropriate for modeling nearly incompressible
materials. This can be addressed with a mized formulation, e.q. employing a Hu-Washizu type
formulation by augmenting the formulation via the fields {C, G, C} and corresponding Lagrange
multipliers {Ac, A, Ac} (cf. [7, 17]) and will be dealt with in a follow up paper.

First two static examples are introduced in order to show the element behavior of the three
families described. Next, two dynamic examples are investigated.

7.1. Static examples

7.1.1. Patch test
The objective of this example is:

O1.I To verify the spatial discretisation/element formulation by means of the well-known three-
dimensional patch test (see [16?7 , 17]).

With the patch test, the ability to reproduce homogeneous states of stress of the mixed
element formulation, electrical potential and temperature is examined. A cubic domain B, with
dimensions (0, 1)[m] x (0, 1)[m] x (0, 1)[m] is considered (see Fig. 3). Dirichlet boundary conditions
on the displacement field are employed on the faces at x; = 0 where ¢ = 1,2,3 and are fixed in
the respective e;-directions such that only expansions into the ej-e;-plane are permitted. An
incremental Dirichlet boundary condition is applied on the top face (face at x3 = 1, see Fig. 3
left) in order to reduce the initial length of the es3-dimension by a factor of two. Zero Dirichlet
boundary conditions are imposed on the face x1 = 0. The full list of the employed simulation

parameters is provided by Tab. 1!°. The von Mises stress distribution is computed via
_ 2 2 2 2 2 2
OvM = \/011 + 05 + 033 — 011022 — 011 033 — 022033 + 3 (0fy + Oig + ‘723)7 (92)
ONote that we use €1 = 10°€; and €3 = €,.€9. This results in an almost vanishing effect of the invariant

associated with €; in equation (43);.
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where o045, 4,7 = 1,2,3. The electrical potential and the temperature distribution are shown in
Fig. 4 for the regular mesh and for the initially distorted mesh, respectively. As depicted in Fig. 4,
homogeneous states of von Mises stress, electrical potential and temperature distribution are
obtained, e.g. patch test requirement is achieved by the proposed element formulation. Identical
results as shown in Fig. 4 are obtained for an H1H(0 mesh but are not shown here for the sake of
overview.

mechanical parameters 1662.5 Pa geometry
Lo 332.5 Pa
A 10000 Pa
e 5209 Pa
specific heat capacity K 100 JK 'm~3
coupling coefficient g 2233-100* K!
thermal conductivity ko 10 WK !'m™! 1 [m]
reference Temperature 0y 293.15 K P
Electrical parameters € 8854 x 10712 A?s'kg'm? .
€ 4 —
Ref. potential Yo 0 Vv 1
Mass density P0 0 kgm 3
Newton tolerance € 1-1076 -
simulation duration T 1 s
timestep/increment size At 0.1 s

Table 1: Patch test: Material and simulation parameters.

With regards to the upper bound 6., in equation (37), for the material parameters in Table 1
we obtain an estimate (assuming J ~ 1) of

p1+2u2 +

ecr:0R<1+ﬂ7

~ K
630 ) TI9K, (93)

which is well above the values of # obtained in this numerical example.

Figure 3: Patch test: Boundary conditions (left), initial regular mesh (middle) and initial distorted mesh (right).
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Figure 4: Patch test: Von Mises stress distribution o,y [Pa] (top), electrical potential distribution ¢ [V] (mid)
and temperature distribution 6 [K] (bottom) with regular (left) and initially distorted (right) meshes.

7.1.2. Analytical convergence analysis
The objective of this example is:

0O2.1 To verify the p-order of the accuracy of the various families of Finite Elements considering,
namely the P2°P1¢ | HI°H(® and H2H1? elements (see [17? ] for more details).

mechanical parameters g, po 2 Pa geometry
mechanical parameters c,e 1 Pa
specific heat capacity K 1 JK'm™3
coupling coefficient I& 2.233-107* Kt
thermal conductivity ko 0.1 WK 'm~! 1 [m]
reference Temperature Or 293.15 K f—1
Electrical parameters € 8834 %1072 A’stkg'm? .
€ 4 —
Ref. potential Yo 0 Vv 1
Mass density 00 0 kgm 3
Newton tolerance € 1-1076 -
simulation duration T 1 S
timestep/increment size At 0.05 s

Table 2: Analytical convergence analysis: Material and simulation parameters for patch tests.



00

Figure 5: Analytical convergence analysis: Outer faces (patterned surfaces) are imposed with Dirichlet boundary
conditions for ¢, pexact and °*2°t given in (95) (left). Typical P2°P1% (centred) and H2°H1?® (right) meshes
are shown, respectively.

The convergence analysis of an ad-hoc manufactured problem is carried out next (cf. [177 ])
where time dependent effects are neglected, i.e. stationary heat conduction and no inertia effects!!
For this, the cubic domain By of dimensions (0,1)[m] x (0,1)[m] x (0, 1)[m] shown in Fig. 5 is
considered. In particular, geometry, boundary conditions and material parameters are provided
in Tab. 2 and Fig. 5. The following exact fields associated with the deformed configuration ¢,
the electrical potential ™ and the thermal field <" are defined as

¢exact =X+m Sll’l(X) E| + v COS(Y) Es + 3 (SIH(Z) + COS(Z)) Es; (94)
(pexact — QEOX; (95)
gexact — éO Y, (96)

where 7; = 21071, i =1,2,3, ¢y = 100 and 0o = 10 (cf. [17]). Based on {@™, pexact gexact)
is now possible to derive:

e the (exact) deformation gradient tensor (F™* := V(¢™*")

Fo = (147, cos(X)) E;@E;+(1—7; sin(Y)) Eg®@Eq+ (1473 (cos(Z) —sin(Z))) Es @ Es,

the co-factor and determinant of F¢*ect

Hexact — 1 Fexact X Fexact, Jexact — 1 Hexact . Fexact
2 ’ 3 '

the Cauchy-Green tensor, its co-factor and its determinant

Cexact _ FexactT Fexact. Gexact o 1 Cexact X Cexact. Oexact . 1 Gexact . Cexact
- ) - ’ - .
2 3

the (exact) electric field and electric displacement field

ESXaCt — _Vo(pexa’Ct = —(po COS(X) E17
1

ngact — aDO/Wexact — . 60(Cexact)1/2 Cexact Do(s)xact = Do(s)xact =&, €0 (Cexact)l /2 (Cexact)—l ngact,
(97)
e the material heat flux Q> in (63), namely
Qexact — _ Jexact Hexact k ( Hexact)T VO Hexact, (98)

"Tn contrast to the patch test example 7.1.1, the proposed integrator cannot be used within this full static
example.
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e the second Piola-Kirchhoff stress tensor is computed via

Sexact =9 ( aCWexact 4 aG/Wexact X Cexact 4 aCWexact Gexact)’ (99)

With the above exact quantities we are able to compute from the static/time independent version
of (2)4, (3), and (6), the body force &4  the volume density charge (p§)™*" and the heat source
Rg¥<t as follows

Sxat — _DIV(Fexact Sexact); (p(e))exact — DIV(DgxaCt); szact — DIV(QexaCt). (100)

The exact solutions (94)-(96) are imposed as a Dirichlet boundary at the surfaces of the body
(see Fig. 5). Furthermore the above analytically computed volumetric load £5', charge density
(pg)™*" and heat source R$™ are imposed within the body. Finally, exact solutions (94)-(96)
are compared against the numerical solutions obtained by imposing the analytically computed
Dirichlet boundaries and volume influences. In particular, the h-convergence rate for displacement
@, electrical potential o, thermal field 6 and electrical displacement Dy is computed by employing

the L? norm of the error, i.e.
[(®) — (o)=| 2

[(e)actL2

where (o) denotes the numerically computed variable and (e®?") its analytical counterpart. A
numerical solution with von Mises stress, electrical potential distribution and thermal field is
depicted in Fig. 6 for the P2 P1% and H2H1% elements. Fig. 7 shows the convergence results for

all variables.
295 300

leallzz =

(101)

0 20 40 60 80 100

0 0.5 1 1.5
I

Figure 6: Static convergence analysis: Von Mises stress o,as [Pa] (left), electrical potential distribution ¢ [V]
(mid) and thermal field 6 [K] (right) for P2°P1¢ (top) and H2°H1¢ (bottom) meshes, respectively.

As expected p + 1 convergence is observed for all the fields for the P2°P1¢ elements, since the
convergence is optimal for this element (see Fig. 7). For the primary fields ¢ and ¢ the convergence

observed for the HZH1?% elements is even slightly better. Expected p-order convergence is also
observed for all the fields in the HI°H(" element.
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Figure 7: Spatial convergence analysis for HI°H(? (left), P2°P1? (mid) and H2*HI? (right) elements.

With regard to the upper bound 6., in equation (37), for the material parameters in Table 1
we obtain an estimate (assuming J ~ 1) of

m}%z DY
0 =001+ —L—"| ~5517K, 102
0 + 6&600 ( )

which is well above the values of # obtained in this numerical example.

7.2. Transient examples

Full transient simulations are investigated in the following. In particular the performance
and robustness properties of the newly proposed integrator are investigated when compared to a
standard midpoint integration scheme.

7.2.1. Flying L-shaped block
The objectives of this example are:

O4.1 Show the conserving properties of the EM integrator.
O4.IT Show the second order accuracy the the EM integrator.

O4.I1T1 Compare the robustness and long-term stability of the EM integrator against that of the
MP time integrator.

In this example, the L-shaped body depicted in Fig. 8 is considered. Note this example is
inspired by the third example given in [16]. The body is free in space and the geometry of the
body is specified in Tab. 3. Time-dependent electrical Dirichlet boundaries and pressure loads
are applied as shown in Fig. 8 (left).
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Figure 8: Flying L-shaped block: Mechanical boundary conditions (left), initial temperature conditions 6 [K]
(right), and discretisation (right).

In particular the time-dependent electrical Dirichlet boundaries are prescribed by

6e6 sin(5 L) for t<5s

XY =—152)=0. oo(X.Y =0.2) = .
a ) 2 ) {666 for > 5s

Furthermore the dead load pressures are given by

2 t for ¢t <2.5s

56/9 N

Pi(t) = —=Ps(t) = f(t) | 512/9 5 with f(t)=4¢5—¢ for 2.5<t<5s (103)
768/9 0 for t > bs

As indicated in Fig. 8 (right) two faces of the block are subjected to initial temperature conditions.
The temperature of these faces deviates from the initially homogeneous temperature distribution
of the solid. It is important to remark that for the applied H2H1 elements a linear temperature
distribution is assumed within the first face elements in direction of the bulk as can be observed
in Fig. 8 (right). For the discretisation of the L-shaped block H2°H1? elements with in total 89440
degrees of freedom are applied (see Fig. 8). The material parameters and simulation parameter
for this example are summarized in Tab. 3.
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Table 3: Flying L-shaped block: thermo-electro-elastic compressible Mooney-Rivlin material data, simulation
parameters and geometry.

mechanical parameters ju; 1662.5 Pa geometry
Lo 332.5 Pa
A 0 Pa
e 1000 Pa
specific heat capacity K 100 JK tm3 4
coupling coefficient g 2233-100* K!
thermal conductivity ko 10 WK 'm™! -
reference temperature Oy 293.15 K
Electrical parameters ¢, 8.854 x 1072 A?s'kg'm™ y [m]
Er 4 - t=3 ™
Ref. potential ©o 0 V A4
density Po 100 kgm ™ 3
initial temperature 0, 300 K < =6
05 250 K = -
Newton tolerance € 1074 -
simulation duration T 100 s
timestep size At 0.8 s

Due the chosen material parameters and boundary conditions, the L-shaped block undergoes
large deformations, rotations, translations, temperature and electrical potential evolutions. After
the loading phase only a constant electrical potential field is applied, such that for this isolated
system with ¢ > 5s the total linear momentum, angular momentum and energy are conserving
quantities, respectively. In Figures 9 and 10, the evolution of the angular momentum for the
EM consistent and the MP integrator is shown, illustrating how the EM integrator conserves
angular momentum throughout the entire simulation. In Fig. 11 the energy evolution of the EM
consistent and the MP integrator is shown. The EM scheme correctly reproduces conservation
of energy and is numerically stable during the simulation. In contrast to that the MP integrator
becomes unstable accompanied by an energy blow-up. In Fig. 12 the change of energy of the EM
scheme is shown. As can be observed the change of the energy is (nearly) bounded by the chosen
Newton tolerance (see Tab. 3).

104
104 9
— EM, At=0.8
4 [
= T
g 3 % |
- = ol
T2 S
~ S i
p— ﬁ _1 o 1 o L L L L el M
1 — EM, At=0.8 —
— MP, At=0.8 , | | | | |
04 50 40 60 80 100 0 20 40 60 80 100
t [s] t [s]

Figure 9: Total angular momentum evolution. Figure 10: Discrete angular momentum difference.
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Figure 11: Total energy evolution. Figure 12: Discrete energy difference.

Furthermore, the order of accuracy of the EM integration scheme is shown which is expected
to be of second-order. In this gard the Ly norm of the error of quantity (e) can be computed with

1) = ()l 0

llellz, =
: H(®)ellz,

where

2

mmm:L/mquW]. (105)

In the above, (e), denote the reference solution of {¢, ¢, 0, Dy}, respectively computed by a
very small time-step size. For this the time interval after the loading phase, i.e. 5 <t < 5.1 is
taken into account. In Fig. 13 second order accuracy in time (specific slopes are {¢, ¢, 0, Dy} =
{1.8557,1.8684,2.0118, 1.8432}) of the proposed integration scheme is shown.

%
—o—(p Le
0
-5 _"_DO
s
S —6
-7

| | |

226 —24 —-22 —2 18
At

Figure 13: Study of convergence of the error.

The motion of the L-shaped block and its contour plot temperature distribution are shown in
Fig. 14, whilst the von Mises stress distribution is shown in Fig. 15.

With regards to the upper bound 6., in equation (37), for the material parameters in Table 1,
we obtained an estimate (we monitored J all over the Gauss points and time steps and obtained

that 0.8 < J < 1.2) of
p1+2p2 +

A
007" - QR (1 + L22

~ 1329.29 K 106
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Figure 14: Flying L-shaped block: temperature field T for different configurations corresponding to (left to right-

top to bottom): (a) t = {1.6,3.2,4.8,6.4,8,9.6,11.2,12.8,14.4, 16, 17.8,19.4} s.
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Figure 15: Flying L-shaped block: vom Mises stress o, for different configurations corresponding to (left to
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which is well above the values of # obtained in this numerical example.

7.2.2. Dielectric plate with heating spot
The objective of this example is:

0O4.1 Comparison of the robustness between the proposed EM time integrator and the MP rule
time integrator in scenarios with more sophisticated electrical and thermal induced config-
urations which can represent a challenge from the robustness standpoint of the algorithm.

mechanical parameters 2eb Pa geometry
Lho 2ed Pa
A 10000 Pa
e 5209 Pa
specific heat capacity K 100 JK'm~3
coupling coefficient f2233.-100* K!
thermal conductivity kg 10 WK m™! 100 [m]
reference temperature g 293.15 K P
Electrical parameters ¢, 8.854 x 1072 A?gtkg'm™ B
€r 4 - ,
Ref. potential Yo 0 A% 100
density £0 1 kgm ™
Newton tolerance € 1073 -
simulation duration T 3 S
timestep size At 0.05 S

Table 4: Dielectric plate with heating spot: Material parameters, simulation parameters and geometry.

5 10 100

4t . 80 | |

3t g o0 :

2| | < a0l |

1 : 20 |

%01 2 3 %12 3
t [s] t [s]

Figure 16: Dielectric plate with heating spot: Mechanical boundary conditions (left) where u(X; = 0, Xo, X3 =
0) = u(X; =100, X2, X3 = 0) = u(X1,X2 = 0,X5 = 0) = u(Xy, X, = 100, X3 = 0) = 0 and applied electric
potentials ¢1, w2 (mid) corresponding to (107) and heat flow Qg (right) corresponding to (108).

The geometry, boundary conditions, material and simulation parameters of the dielectric plate
with heating spot are depicted in Tab. 4 and Fig. 16. Note that this example is inspired by [?
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, Sect. 4.6.4.] and the seventh example in [17]. The applied mesh (see Fig. 18) with H2H1?
elements consists in total of 8425 (condensed) degrees of freedom. The following time dependent
electric potential Dirichlet boundaries according to Fig. 16 are employed

sin(ZL) fort<1s
=0 ; = (5 x107) x 21 V. 107
71 72 ( ) {1 fort >1s V] (107)
Furthermore a sinusoidal heat flow @)y into the system given by
7.5e3 sin(Zt) fort<1s
= t), t) = 21 - w1, 108
Q=10 10 {0 o= W (108)

where Ag = w72, r = 2.5 heats up the center of the plate. Fig. 17 (left) shows that the midpoint-
rule time integrator exhibits an energy blow-up and becomes unstable. In contrast, the newly
proposed EM time integrator conserves the total energy after the loading phase and remains stable
for the whole simulation for the same fixed time step size of At = 0.05s. Furthermore, Fig. 17
(right) shows that the energy difference (&,.1 — &,) is perfectly bounded to the applied Newton
tolerance (see Tab. 4). Snapshots of the motion with the von Mises stress distribution are shown
in Fig. 18 and Fig. 19, respectively. In addition, Figure 20 shows the temperature distribution
for different time snapshots. These figures illustrate the wrinkling pattern that unfolds over the
surface of the Dielectric Elastomer. These wrinkles develop as a result of the specific boundary
conditions considered. Similar wrinkling pattern with the same boundary conditions but in a
quasistatic scenario has also been obtained numerically in Reference [? ].

0 108 ) 107
— EM, At=0.05 — EM At=0.05
— MP, At=0.05
1 L o o L e e mm o 2
—0.5} = 1
= 3 1
3 | or |
05 _1 [ i’ :
w _1 [ - T S,
—1.5}
| | | | | J _2 | | | | | J
0O 05 1 15 2 25 3 0O 05 1 15 2 25 3
t[s] ts]

Figure 17: Dielectric plate with heating spot: Energy evolution for the proposed EM scheme. Left: Time evolution
of & for proposed scheme. Right: Time evolution of A& in the time interval [1, 3].

Finally, with regards to the upper bound 6., in equation (37), for the material parameters in
Table 1 we obtain an estimate (assuming J ~ 1) of

p1+2p2 +

ecr:‘gR(l—i_ﬂi

~ 8770 K 109
— ) , (109

which is well above the values of 6 obtained in this numerical example.
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Figure 18: Dielectric plate with heating spot: Wrinkling patterns for different configurations corresponding to (left
to right-top to bottom): t = {0.1,0.3,0.5,0.7,0.9,1.1,1.3,1.5,1.7,1.9,2.1, 2.3, 2.5, 2.7, 2.9} s.
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Figure 19: Dielectric plate with heating spot: Snapshots of von Mises stress o, [Pa] for different configurations
corresponding to (left to right-top to bottom): ¢t = {0.1,0.3,0.5,0.7,0.9,1.1,1.3,1.5,1.7,2.1,2.3,2.7} s.
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Figure 20: Dielectric plate with heating spot: Snapshots of temperature T' [K] for different configurations corre-
sponding to (left to right-top to bottom): ¢ = {0.1,0.3,0.5,0.7,0.9,1.1,1.3,1.5,1.7,2.1,2.3,2.7} s.
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8. Conclusions

The aim of this paper is the design of a new one-step implicit and thermodynamically consis-
tent Energy-Momentum (EM) preserving time integration scheme for the simulation of thermo-
electro-elastic processes undergoing large deformations. The time integration scheme takes ad-
vantage of the notion of polyconvexity and of a new tensor cross product algebra, which are shown
to be crucial in order to derive the discrete derivatives, fundamental for the construction of the
algorithmic derived variables, namely the second Piola-Kirchhoff stress tensor, the entropy and
the electric field. These two ingredients, namely polyconvexity and the tensor cross product, en-
able the derivation of very simple discrete derivatives, circumventing one of the main downsides of
EM time integration schemes. The proposed scheme inherits the advantages of new EM schemes
recently published in the context of thermo-elasticity [32] and electro-mechanics [17, 29], whilst
extending those previous works to the more generic case of nonlinear thermo-electro-mechanics.
A thorough study on suitable convexity /concavity restrictions that the thermo-electro-mechanical
strain energy functions must comply with has been presented in this paper, where we have finally
advocated for polyconvex functions in the electro-mechanics physics whilst concave with respect
to the temperature field. Furthermore, a series of numerical examples have been presented in
order to investigate the robustness and stability properties of the new EM scheme.
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Appendix A. Computation of the discrete derivatives

By introducing the following notation {V;, V5, V3, V4, Vs} = {C, G, C, Dy, 0} we are able to
define the discrete derivatives Dy W = DcW, Dy W = DegW, Dy W = DcW, Dy W = Dp,W
and D];SW = DeW in (73)q. These are defined as

—~ 1 —~ —~ .
Dy W =5 (D, W+Ds, W) €Y ={1,2345}
Dﬁman = Dy W (Vinﬂ,vin) B, ; VieY:j<uy VEeY k>u (A1)
Dy W:Dg,W(ﬁi,i}iﬂ>A ~ ; VieY:j<uy VEeEY 1 k>a.
n,n+1 i n n an’vkn-H
In the above equation the discrete operators Dﬁ,/W __ and Dﬁ,/W ~ can be computed
‘ an+1 7vkn ’ an ’anJrl
with
D’\,W . N == aA/W\ <9n ) —~ -~
Vz an+1 7vkn VZ +1/2 jn+1 ’an
W (i}n 1) N R - W (An> N . — aAW (i}n 1 2) . =N . Aij\z
+ an_H,an an_H,an Vi + / int1Ven Aﬁ
IANZIE
DWWl =g W (VnH/Q) o
Vj"’vkn+l Jno>Vkp 1
W (9714_1) PR - W (971) PR - (’3]7/1/17 <9n+1/2> PR Aﬁl
1AV
(A.2)

Employing the set Vo=V \{C}, ie. Ve ={G,C,D,,0} we are able to compute the directional
derivative DcW from equations (A.1) and (A.2) as

—

DcW = % (8CW (C’n+1/2, 171n+1> + 5CW (Cn+1/2, ﬁcn))

. % W (CW,VTA)C;' |I:V (Cu V1) . % W (CHH,VTA)(;' ;v (CuVe,) e
) % D W (Cnﬁzzc 1|;|;+) :AC’AC ) %acw (CT;/Z;CH) : AC’AC. »
.3

For the above equation, the discrete derivatives with respect to C with ]7(;" ., and 17cn are kept
fixed, accordingly

Dcw<0, 9Cn+1> = 80W (Cvn+1/27 l/}cn_H)

W (Cm, 17%1) W (Cn, 17%1) . i (Cn+1 o, 17%1) . AC

y TACIP G
DCW(O, lA/Cn) = 80/1/17 (Cn+1/2, 17cn>
. W (C’n+1,9cn> —-W <Cn’|TZg||: aCW (C"H/z’ﬁc’l) : ACAC_ »
4
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Finally (A.3) can be written in a convenient manner as
—_ 1 — ~ — A~
Dl = (DWW (s, Ve, ,,) + DoV (s, Ve,)) (A.5)
In analogy to the above the following sets Vg = V\ {G}, Vo = V\ {C}, Vp, = V \ {Dy} and

Vo=V \ {0} are defined. With that it is possible to compute the following directional derivatives
as

—~ 1 = 17
DgW = B (DGW(.a VGn+1) + DGW('? VGn)> ;
1 o~ —
DcW = - (DCW<.7 Vcn+l) + DCW(.’ VC")> ;
B % - N (A.6)
DDOW - 5 (DDOW(.7 VDo,n+1) + DDOW(.’ VDO’n)> ;
—~ 1 = 17
DGW — 5 (D@W(., V9n+1> + D€W<.7 V@n)) :

Appendix B. Proof of directionality property

In the following the definition of the discrete derivatives of the internal energy W (C,G,C,D,,0)
in (A.1) and (A.2) is validated for satisfying the directionality property in (77). Therefore the
expression on the left-hand side of the directionality property in (77) is given by

T = Dcw . AC —|— DGW . AG —|— DOWAC —|— DDOW . ADO —|— DQW . A@ (Bl)

Inserting (A.3), (A.6),—q4 into (B.1) yields

T = %W (Cri1s Grit, Crsts Dot Onin) — %W (C,Grit, Covts Do, Onit)
+ %W (Cpi1, G, C, Dy, 0,) — %W (Cp, G, Cr, Do, 0,)
+ %/W (Cy Grit, Covts Doit, Onst) — %W (Cp, G, Cri1, Dot 0ni1)
+ %W (Cri1, Goit, Cry Do, 0,) — %W (Cpi1, G, Cn, D, 0,)
+ %/W (Cp, G, Cruit, Donit, Oni1) — %W (Cp, G, Cr, Do i1, Oni1)
+ %W (Crst, Gosrs Cost, Do, 0) — %W (Crsr, Gusr, Cy Do, 0,) (B.2)
+ %/W (Cp, G, Cr, Do i1, 0ni) — %/m? (Cp,Gr,Cr, Do, 0,i1)
+ %W (Crsr, Grsr, st Donen, 6) — %W (Cst, Grst, Cost, Do, O)
+ %W (Cp, G, Cr, Doy, Opi1) — %W (Cp, G, Ch, Do, 0,)
1 1

+ éw (Cn—i—h Gn—i—la Cn—i—ly DO,n—l—h en—i—l) - éw (Cn—i—la Gn+17 Cn+17 DO,n-‘,—la en)
= AW.

Accordingly, as provided by the above equation the definition of the discrete derivatives satisfy
the directionality property.
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Appendix C. The discrete derivatives in the limit

The objective is to prove that the directional derivatives in equations (A.1) and (A.2) satisfy
the second condition stated in (78). Accordingly we want to show that the directional derivatives
are well defined in the limit ||[AC|| — 0, ||AG|| — 0, ||AC|| — 0, ||]ADy|| — 0 and ||A8|| — 0.
Accordingly, we show that the directional derivatives are well defined in the limit, such that

Dy = 0517 (Vo) + Zo(||AV||)+ Z Z o (llaVIAv),  (c)

=174 k=j+1,k#1

In so doing, a Taylor series expansion is carried out for the four different evaluations of the internal
energy W in equation (A.3) around C',11/2, which gives

o~ o~

W (Cn+1’]/}cn+1) =W ( n+1/27VCn+1) + (9cW ( n+1/2790n+1) : (%AC)

- (— ) eV (Cn+1/2,VCn+1) 3 (%AC) +0 ([[ACIF) 5
) el (Cuaenn)  (550)

+ (1 ) 8?)0W( n+1/27vcn+l> : (%AC) +0 ([lACIF);

W (C’n+1, ﬁcn) —W (Cn+1/2, Vo) + W (C’n+1/2, vcn) : GAC)

W (Cn, 9Cn+1) —w(c ( n+1/2; Vcn+1

(C.2)

1 1
+ (5 ) 8CCW( n+1/27VCn> : <§AC> + O (||AC||3)’

— -~ = -~ = A 1
w (C'm Vcn) =W (C'n+1/2, Vcn> — 0cW (C'n+1/2, Vcn> : <§AC)
1 R N 1 3
+(380) kW (Cn+1/2,vcn> (a0 ) +o(laclP).
Inserting the above equations (C.2) in (A.3) yields

W(Cu Ve, )-W(C, Vo, W (Cnii, Ve, ) —W (C, Ve,
% ( +1 C ﬁA)C“2 ( Chy )AC_'_% ( +1 C|'|A>CH2 ( C )
L W (CHH/Q,T;CM) . AC L 9TV (CHH/Q,T;CH) . AC

2 1AC|? 2 1AC|?

AC

(C.3)

AC =0 (|]AC]P).

Introduction of the result in (C.3) into the expression for the directional derivative DCW in
(A.5) leads to

DWW = % (acW (Cn+1 o, 17%) + W (Cn+1 o, 17Cn)) +0 (]|aCP) . (C.4)

For the two first terms on the right-hand side of the above equation (C.4) a Taylor series expansion
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is developed which yields

dcW (Cn+1/2a )7cn+1)

8CW (Cn+1/27 9@)

— 9cW (Cn+1 , 17Cn+1/2>

+026W (Crarp, Vo, ) (%AG)
W (Cn+1 . ﬁcm/g) @AC)

+ 0% p, W (Cn+1/2>]/}0"+1 /2) : (%ADO)

_ - 1
+ 0%, W (Cnﬂ/z,vcnﬂm) : <§A0)

+ O (J|AG]]?) + O (AC?) + O (||ADy||?) + O (A6?)
+O([[AG[IAC) + O (JJAGI[[|ADo|]) + O ([|AG||A0)
+ O ([[AC[[|ADo[]) + O (AC[[AG]]) + O ([[ADo||A0) 5

= 8CW (Cn+1/27 l/>C'n+1/2>

_ - 1
— 026W (Cuirp: Vo, 00 <§AG>

(C.5)

—~ ~ 1
- aéCW (Cn+1/2’ VCn+1/2> <§AC)
—~ ~ 1
- aéDOW (Cn+1/2,Vcn+1/2) : (§AD0)

—~ AN 1
92, W (Cnﬂ/z,v% /2) : (éAe)

+ 0 (IIAG|P) + O (AC?) + O (|[ADq||*) + O (A6?)
+O([[AG[IAC) + O (|IAGI[[|ADo|]) + O ([|AG[AY)
+ O ([[AC[|ADo|]) + O (AC|AG]]) + O ([|ADo[[AB) .

Inserting (C.5) into (C.4) yields the desired result

DC/VI7 = aCW (Cn—l—l/Q? 9Cn+1/2>

++0 ([[AG[F*) + 0 (AC?) + O ([[AD|[*) + O (A6?) (C.6)
+O([|AGIIAC) + O ([AGI[[[AD]) + O ([|AGI|AY)
+ O ([[AC]I[]ADo|]) + O (AC||A8]]) + O ([[ADo[[AF),

An analogous result is obtained for the remaining discrete derivatives {DGW, DCW, D DOW, Dgﬁ/\}.
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