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Abstract

We forecast realized volatility extending the heterogeneous autoregressive

model (HAR) to include implied volatility (IV), the leverage effect, overnight

returns, and the volatility of realized volatility. We analyze 10 international

stock indices finding that, although a simple HAR model augmented with IV

(HAR‐IV) is more accurate than any HAR model excluding it, all markets

support further extensions of the HAR‐IV model. More accurate forecasts are

found using overnight returns in all markets except the UK, the volatility of

realized volatility in the US, and the leverage effect in five markets. A value‐at‐
risk exercise supports the economic significance of our findings.
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1 | INTRODUCTION

The volume of academic research on volatility modeling and forecasting confirms both its importance and sig-
nificance within the finance discipline. Volatility plays an important role in both theoretical and empirical finance,
for example, as a key input in asset and derivative pricing as well as in risk management. Therefore, obtaining
accurate forecasts is critical.

A recurring question is the ability of Implied Volatility (IV) to provide information content for stock return volatility
forecasts. The view that IV might provide forecast power for stock volatility lies in the fact that it contains investor
expectations of future economic conditions. Implied volatility indices (VIX), which are derived from option prices, reflect
market expectations regarding future volatility over the life of the option contract and thus, provide a measure of market
uncertainty. Indeed, it is argued that if the option market is efficient, then IV should be the only variable required to
forecast subsequent volatility (see, e.g., Chiras & Manaster, 1978; Christensen & Prabhala, 1998). Supportive evidence that
IV forecasts subsume an autoregressive conditional heteroscedasticity (ARCH) alternative is provided by Corrado and
Miller (2005). However, other work is less supportive, see, for example, Becker et al. (2007). Nonetheless, some evidence
does suggest that incorporating VIX into standard volatility models does improve the accuracy of forecasts (Blair et al.,
2001; Frijns et al., 2010; Kambouroudis & McMillan, 2016; Kambouroudis et al., 2016; Yu et al., 2010).
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At the same time, the availability of high‐frequency data has enabled the development of nonparametric daily
estimators of volatility, known as realized volatility. The most popular such measure is the sum of squared intraday
returns, after the seminal work of Andersen and Bollerslev (1998). For (at least) two reasons, much attention is devoted
to realized volatility models over the last two decades. First, realized volatility is a more accurate measure of volatility
which, unlike squared daily returns, ably captures the persistence of volatility. Second, well‐known reduced form time
series models (e.g., ARFIMA) based on realized volatility outperform GARCH and stochastic volatility models in
forecasting future volatility (Andersen et al., 2003).1

Due to its simplicity and ability to reproduce volatility persistence, the most popular realized volatility modeling
approach is the Heterogeneous Autoregressive (HAR) model proposed by Corsi (2009). Several extensions of the
standard HAR model are proposed to capture the stylized facts of volatility. First, Corsi and Renò (2012) allowing
for the leverage effect, that is, that volatility increases more after a negative shock than an equal positive shock, find
that its impact on realized volatility is significant for the S&P500 index.2 Second, Wang et al. (2015) include
overnight returns along with the leverage effect and find significant effects for the nighttime arrival of news and
asymmetry in the Chinese stock market.3 Third, arguing that, apart from volatility itself, the volatility of realized
volatility may cluster, Corsi et al. (2008) note that the inclusion of the time‐varying volatility of realized volatility
leads to improved S&P500 volatility forecasts.

While IV has been widely exploited in low‐frequency volatility modeling, its role in realized volatility models has not
been considered until the work of Busch et al. (2011) who, employing a standard HAR model, find that IV is a strong
predictor of realized volatility. Buncic and Gisler (2016) show that VIX contains a substantial amount of predictive
information for forecasting the realized volatility of international equity markets, augmenting each foreign market's HAR
model with both forward‐ and backward‐looking US volatility information.4 Despite such convincing evidence on the role
of IV in a standard HAR model, the wider interaction between IV and the stylized facts of volatility in the family of HAR‐
type models is unknown. While the above‐discussed extensions of HAR are widespread, to the best of our knowledge, the
corresponding extensions of an IV‐augmented HAR (HAR‐IV) have not been assessed. In this study we investigate the
predictive performance of HAR extensions once IV is included and so consider HAR‐IV extensions accounting for
the leverage effect, overnight returns, and the volatility of realized volatility. Ultimately, the aim is to find the most accurate
predictive specification, while also drawing conclusions on the individual and joint role of such extensions.

Unlike most of the existing studies on the role of IV in realized volatility models, which focus on the United States,
we additionally consider stock market indices in Europe and Japan. All data are observed at daily frequency in the
sample running from February 2, 2001 to June 27, 2019.

Our main results are as follows. First, the inclusion of IV in the standard HAR model substantially improves
volatility forecasts in all 10 international stock markets, confirming the importance of IV information. Not only
does the HAR‐IV outperform the standard HAR but, in all markets, is also more accurate than any HAR model
variant that does not include IV. Furthermore, using the Giacomini and Rossi (2010) testing approach for local
superior predictive ability and so assessing how the relative forecasting performance of our models evolve, this
result is consistent over our sample period. Second, no single extension of HAR‐IV outperforms the others across
all the markets. Nonetheless, overnight returns are beneficial for several indices in improving the accuracy of the
predictive model. While the inclusion of IV does not impair the evidence of Corsi et al. (2008) in favor of including
the volatility of realized volatility in the United States, no other market leads us to the same conclusion.5 More
mixed evidence is found on the leverage effect which improves predictions only in five markets. Third, our main
conclusions are unchanged once we apply our volatility forecasts to the practice of risk management within a
value‐at‐risk (VaR) framework.

The remainder of the paper is organized as follows. In Section 2, we outline realized volatility and describe the
predictive models together with the forecast evaluation techniques. The data are presented in Section 3. In Section 4, we
present the empirical results of our volatility forecasting exercise, while VaR results are in Section 5. Section 6 concludes.

1See, also, Martens and Zein (2004), Pong et al. (2004), and Koopman et al. (2005).
2Similar results are provided by Martens et al. (2009) and Wang et al. (2015) for the S&P500 index and the Chinese stock market, respectively.
3Gallo (2001) and Tsiakas (2008) also provide evidence about the predictive content of overnight returns for the subsequent daytime volatility.
4The ability of option‐implied information to forecast realized volatility has also been examined by Oikonomou et al. (2019) and Jeon et al. (2020).
5More precisely, Corsi et al. (2008) find evidence of volatility of realized volatility in the S&P500. Accounting for IV we reach the same conclusion for
both S&P500 and Dow Jones Industrial Average (DJIA)—but not for the less liquid Nasdaq100.
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2 | EMPIRICAL FRAMEWORK

This section starts with a brief introduction to realized volatility. We then describe the HAR model of Corsi (2009) and
its various extensions that will be used to assess the role of IV, leverage effect, overnight returns, and volatility of
realized volatility on realized forecasts. We conclude this section with a description of the techniques we implement to
evaluate the forecast performance of our models.

2.1 | Realized measure

Consider that the logarithm of an asset price at time t, pt, is a continuous‐time diffusion process

dp μ d σ dW= + ,t t t t t (1)

where μt is a locally bounded predictable drift,Wt is the Brownian motion, and σt is a stochastic process independent of
Wt . For this log‐price process, the integrated variance is

IV σ ds.=t
t

s
0

2∫ (2)

As shown in Andersen et al. (2001) a natural estimator for the integrated variance is the sum of squared intraday
returns, which is commonly known as realized variance (RV). The standard definition of the RV estimator of integrated
variance is

RV r= ,t

i

m

t i

=1

,
2∑ (3)

where m is the number of intraday returns during day t. Letting m → ∞, that is, in case of continuous sampling, RVt
converges to the true integrated variance.

Subsequently, several alternatives to the standard RV have been proposed (see, Barndorff‐Nielsen &
Shephard, 2004; Hansen & Lunde, 2006, among others). However, the standard RV, based on 5‐min intraday
returns, remains the most popular in practical applications, for example, Bollerslev et al. (2009), Sévi (2014),
Buncic and Gisler (2016), Bollerslev et al. (2018), Gong and Lin (2018), Jeon et al. (2020), and Zhang et al. (2020).
Notably, Liu et al. (2015) consider the problem of comparing the empirical accuracy of over 400 different
volatility estimators constructed from high‐frequency data across multiple assets and conclude that “it is difficult
to significantly beat 5‐minute RV.” Therefore, following the sampling frequency used in much of the existing RV
literature, we choose the 5‐min RV.

2.2 | Modeling realized volatility

We adopt the HAR model of Corsi (2009) as our benchmark to model and forecast RV. Corsi (2009), inspired by the
Heterogeneous Market Hypothesis of Muller et al. (1997), addresses the heterogeneity that arises from market parti-
cipants operating across a spectrum of different trading frequencies. The main idea being that investors with different
time horizons perceive, react to and cause different types of volatility. The HAR model is an additive cascade model of
different volatility components (daily, weekly, and monthly) designed to mimic the trading frequencies of the different
agents.

The HAR model is defined as

y α α y α y α y ε= + + + + ,t t t t t+1 0 d
(d)

w
(w)

m
(m)

+1 (4)

where y log RV= ( )t t+1 +1
2 , εt+1 is an innovation term and yt

(d), yt
(w), and yt

(m) are the three realized volatility
components—daily, weekly, and monthly, respectively. Our HAR benchmark model differs from the original
HAR specification of Corsi (2009) in two dimensions. First, our model relies on the logarithmic RV, yt+1 instead
of realized volatility per se, as in the original HAR formulation of Corsi (2009). This choice is motivated by the
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observation of Andersen et al. (2003) who note that the distribution of logarithmic RV is much closer to normal,
and Andersen et al. (2007) who report similar results when RV, realized volatility, and their logarithms are used
to estimate the HAR model parameters. Second, we use a slightly different lag structure for constructing the
weekly and monthly volatility components to the one in Corsi (2009). The original HAR model regresses RV on
the previous 1‐, 5‐, and 22‐day average realized volatility. To avoid overlapping terms and, thus, ease inter-
pretation, we use the numerically identical reparameterization implemented in Patton and Sheppard (2015).
Here, the weekly component is constructed based on log RV between lag 2 and 5, with the monthly component
based on log RV between lag 6 and 22.6 Thus, to formalize the structure of our HAR model for RV, let
y log RV=t t
(d) 2, y log RV=t i t i

(w) 1

4 =1

4
−
2∑ , and y log RV=t i t i

(m) 1

17 =5

21
−
2∑ be the daily, weekly, and monthly components,

respectively. One of the reasons for the popularity of the HAR model in Equation (4) is its simplicity. Notably,
once the three volatility components have been constructed, the HAR model is estimated by ordinary least
squares (OLS).

To explicitly capture the salient features of stock index RV, we extend the benchmark model in Equation (4) to
allow for IV, the leverage effect, overnight returns, and the volatility of realized volatility. Hence, we consider a more
general HAR specification of the form

Xy α α y α y α y β ε= + + + + ′ + ,t t t t t+1 0 d
(d)

w
(w)

m
(m)

+1 (5)

where the model allows for a k‐dimensional vector X of noted exogenous variables.7

We examine the predictive power of IV on RV by augmenting the HAR model with IV similar to Busch et al. (2011).
As the nature of the IV indices appears to be highly persistent, we use a HAR‐type structure for IV. Of note, Fernandes
et al. (2014) evaluate different HAR models to forecast the VIX index and find that it is difficult to beat the forecasting
performance of the simple HAR process. Therefore, we add three components of IV in the HAR model (HAR‐IV) by
setting Xβ β log IV β log IV β log IV′ = + +t t td

(d)
w

(w)
m

(m) in Equation (5). This allows us to capture the information content
of IV across different maturities beyond that within the RV components. The log IV components are defined analo-
gously to the RV components.8

Corsi and Renò (2012) extend the HAR model by adding positive and negative daily, weekly, and monthly returns
to capture the leverage effect. Thus, the HAR‐L model is specified by setting Xβ β r β r′ = +t t1

+
2
−. As such, RV reacts

asymmetrically to previous positive and negative daily returns of equal magnitude.9

We capture the arrival of news at nighttime by adding the overnight return as an explanatory variable in the HAR
model. Similar to Wang et al. (2015) we refer to HAR‐O when we set β X β r′ = t1 over, . The overnight return, r tover, , is
defined as the difference in the logs of the opening price on day t + 1 and the closing price on day t .

We also capture the conditional heteroskedasticity of the innovations of RV. Corsi et al. (2008) observe that
the innovations of RV are not identically and independently distributed (iid), but exhibit volatility clustering. To
account for the volatility of RV they extend the HAR model by incorporating a GARCH component (HAR‐G). So
the innovation term in Equation (5) is not a Gaussian white noise, but its variance is time‐varying; ε h z=t t t,
where z N (0, 1)t ∼ and h a a ε b h= + +t t t

2
0 1 −1

2
1 −1

2 .

6The HAR model implemented in Patton and Sheppard (2015) has also been used by Prokopczuk et al. (2016) to evaluate the importance of jumps for
forecasting RV for four energy futures.
7We do not explicitly consider the role and results for jump components in this paper. Important contributions in this area include (Barndorff‐
Nielsen and Shephard (2005), Andersen et al. (2007), and Corsi and Reno (2012). Of note, Busch et al. (2011) find IV contains additional information
about future S&P500 volatility and its continuous path and jump components beyond that in RV and its components. However, more recently,
Buncic and Gisler (2017), using aggregate daily realized measures, assessed the role of jumps and leverage in predicting RV for 18 international stock
markets. They find that the separation of RV into a continuous and a jump component is beneficial only for the S&P500 index and it has limited
value for the non‐US markets. Nonetheless, using the bi‐power variation, we do consider jumps and find that while accounting for jumps improves
performance over the standard HAR model for some indices, it does not improve performance compared with the preferred forecast models reported
below. Therefore, we do not report these results in full and instead focus on components that have received less attention in the literature.
Nonetheless, the results are available upon request.
8Buncic and Gisler (2016) also augment the HAR model with the same three IV components to forecast RV. More recently, Plíhal and Lyócsa (2021)
evaluate the role of IV calculated across different maturities (of up to 1month) to similarly observe additional predictive information in forecasting
the EUR/USD exchange rate RV.
9In the original analysis, we also included positive and negative returns over the last week and month as in Corsi and Renò (2012). However, their
parameters were not significant in most cases and thus were omitted.
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Finally, we extend the models by allowing them to capture multiple RV features simultaneously.10 Thus, we have 16
HAR specifications to model and forecast RV.

2.3 | Forecast evaluation

The ability of the models described in Section 2.2 to accurately forecast RV is assessed using the quasi‐likelihood
(QLIKE) loss function.

L y y
y

y
log

y

y
t N N T( , ˆ ) =

ˆ
−

ˆ
− 1, = + 1, + 2, …, ,t it

t

it

t

it

(6)

where ŷit is the prediction of yt based on t − 1 information obtained with the ith predictive model, T is the sample size,
and N is the size of the estimation window. The model that yields the smallest average loss is the most accurate and
therefore preferred. Because true volatility is latent, forecasted volatility must be compared against an ex post proxy of
volatility that is imperfect in nature. Patton (2011) shows that the QLIKE loss function is robust in the sense that the
ranking of the models is the same whether the ranking is done using the true volatility or some unbiased proxy, such as
the RV presented in Equation (3). The QLIKE loss function is also used by Brownlees et al. (2011), Sévi (2014), and Tian
et al. (2017), among others, to evaluate their forecasts.

To test for significant differences in predictive accuracy of the models, we employ the model confidence set (MCS)
approach developed by Hansen et al. (2011) and the pairwise test proposed by Giacomini and White (2006). The MCS
procedure determines the set that contains the best models from a full set of modelsM . Starting with the full set,M , the
MCS procedure sequentially eliminates the models that are found to be significantly inferior until the null hypothesis
of equal forecast accuracy is no longer rejected at the α significance level. The set of surviving models is the MCS, M̂ α1−

⁎
,

containing the best models from M at the α(1 − ) confidence level.
Following Hansen et al. (2011), we test the null hypothesis of equal predictive ability using the range statistics

T max=
i j M

d

var d
R

,

| ¯ |

ˆ ( ¯ )

ij

ij∈
and the semiquadratic statistics T =

i j M

d

var dSQ
,

( ¯ )

ˆ ( ¯ )

ij

ij

2

∑
∈

, where d L y y L y y= ( ; ˆ ) − ( ; ˆ )ij t t it t jt, is the loss dif-

ferential between the ith and the jth model, d d̅ =ij n t N

T
ij t

1

= +1 ,∑ is its average value among the n T N= − one‐period

ahead forecasts computed, and var d( ̅ )ij is an estimate of var d( ̅ )ij obtained by using a block‐bootstrap procedure of

10,000 resamples. The MCS procedure yields p‐values for each model in the initial set. For a given model i M∈ , the

MCS p‐value, p̂i, is the threshold at which i M α1−
⁎∈ , if and only if p αî ≥ .

The Giacomini–White (GW) test of conditional predictive ability evaluates the forecasting performance of two
competing models, accounting for parameter uncertainty. The null hypothesis of equal predictive ability
H E d:  ( ) = 0ij t0 , is tested using the Wald statistic

CPA n n d n d χ= ′Ω̂ ~ ,
t N

T

ij t n

t N

T

ij t
−1

= +1

,
−1 −1

= +1

, 1
2

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟∑ ∑ (7)

where Ω̂T is the Newey and West (1987) HAC estimator of the asymptotic variance of dij t, .
The MCS procedure and the GW test help evaluate the model with the best forecast performance on average over

the out‐of‐sample period. However, in unstable environments, the relative forecasting performance of the models may

10Specifically, HAR‐IVL, HAR‐IVO, and HAR‐IVG are extensions of the HAR‐IV model that seek to capture the leverage effect, overnight returns,
and the volatility of RV, respectively. HAR‐LO and HAR‐LG are extensions of the HAR‐L model that capture overnight returns and the volatility of
RV, respectively. HAR‐OG extends the HAR model to account for both overnight returns and the volatility of RV. HAR‐LOG is an extension of the
HAR model to include simultaneously the leverage effect, overnight returns, and the volatility of RV. HAR‐IVLO and HAR‐IVLG are extensions of
the HAR‐IVL model to also include overnight returns and the volatility of RV, respectively. HAR‐IVOG extends the HAR‐IV specification to capture
both overnight returns and the volatility of RV. Finally, HAR‐IVLOG is the most sophisticated specification in this study that extends the simple
HAR model to include simultaneously the IV, leverage effect, overnight returns, and the volatility of RV.
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change over time. To evaluate whether the relative predictive performance of the models is indeed time‐varying we
consider the cumulative forecast error of the ith predictive model (based on QLIKE loss)

cumFE L y y= ( , ˆ )it

τ N

t

τ iτ

= +1

∑ (8)

for each prediction t N N T= + 1, + 2, …, . In addition to cumFEit we apply the Giacomini and Rossi (2010) fluctuation
test to formally test whether the models' relative performance is time‐varying. We test the null hypothesis that the ith
predictive model has equal predictive ability with HAR‐IV using the test statistic:

F σ k d= ˆt k

s t k

t k

oi s,
−1 −1/2

= − /2

+ /2−1

,∑ (9)

for t N k T k= + 1 + /2, …, − /2 + 1, where o is the HAR‐IV model and σ̂2 is the HAC standard error estimator of the
variance of d koi t, . Hence, the fluctuation test is similar to the GW test described before, but is computed over a rolling
out‐of‐sample window of size k. If the max Ft t k, is higher than the critical value the null hypothesis of local equal
predictive ability between the two models is rejected.11

3 | DATA

Our data set consists of daily RV data, open and close prices, and IV indices for 10 international equity markets. The
daily RV measures that we employ are based on 5‐min intraday returns and are obtained from the Oxford‐Man
Institute's Quantitative Finance Realized Library (Heber et al., 2009).12 The daily open and close prices, and the IV
indices are collected from Thomson Reuters Datastream (2019). Since the various IV indices have been listed on
different dates, we consider the period from February 2, 2001 to June 27, 2019 to study the indices over the same time
period.

The 10 international stock markets we examine are: the S&P500 (US), the DJIA (US), the Nasdaq100 (US), the Euro
STOXX50 (Euro area), the CAC40 (France), the DAX (Germany), the AEX (The Netherlands), the SMI (Switzerland),
the FTSE100 (United Kingdom), and the Nikkei225 (Japan). The IV indices constructed from the market prices of
options on these stock indices are the VIX, VXD, VXN, VSTOXX, VCAC, VDAX‐New, VAEX, VSMI, VFTSE, and VXJ,
respectively. They represent the expected market volatility over the subsequent 22 trading days. The CBOE VIX index is
probably the most widely used example of option‐implied information and its popularity spawned the introduction of
IV indices around the world.13

Table 1 provides the descriptive statistics for the (log) RV and IV as well as for daily returns of all data we use. The
last six columns of the table provide the first to third order of the autocorrelation function (ACF) and partial ACF
(PACF). The log RV appears approximately Gaussian with the skewness being between 0 and 1 and the kurtosis being
around 3 for all indices. The only exception is the log RV series for STOXX50 where a kurtosis of 5.635 suggests slightly
fatter tails than a Gaussian variable. As documented in other studies, the ACF and PACF values highlight the long
memory characteristic of (realized) volatility. Similar features emerge for the log IV series, being close to a normal
distribution, except for the log IV series of Nikkei225 that has fatter tails. Also, the log IV series are the most persistent
series overall. Finally, the daily returns of all indices are negatively skewed and leptokurtic. This suggests that the
return distribution is not symmetric and it has heavier tails than the normal.

11Under the null hypothesis, the asymptotic distribution of the fluctuation test can be approximated by functionals of the Brownian motion. Critical
values are computed by simulation and are reported in Giacomini and Rossi (2010).
12http://realized.oxford‐man.ox.ac.uk/data/download. Our RVs are from Library Version 0.3. The Oxford‐Man Institute's Quantitative Finance
Realized Library contains a selection of daily nonparametric estimated of volatility.
13All IV indices apply the VIX algorithm that relies on a model‐free approach rather than a model‐based approach that depends on option pricing
structure, such as the Black–Scholes model (Jiang and Tian, 2005). As the VIXs are quoted in annualized percentages and to make them comparable
to RV measures, we compute the daily IV index as IV( /(100 252 ))2. The same approach is also followed by Blair et al. (2001) and Becker et al.
(2007), among others, to evaluate the information content of IV about future volatility when the alternative is historical models based only on daily
returns.
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4 | RESULTS

Table 2 presents the out‐of‐sample forecast evaluation results for all 10 indices using a rolling estimation window with
an initial in‐sample period from February 2, 2001 to December 31, 2005. To assess the one‐step‐ahead forecasts we
report the average QLIKE loss of the benchmark HAR model in Equation (4) and the 15 extensions of the HAR model
presented in Equation (5). The relative forecast error obtained by the ratio of the average QLIKE loss for each model to
the average QLIKE loss of the benchmark HAR is provided in parentheses. The model that yields the lowest loss, and
thus the model with the best forecast performance is indicated in bold for every index.

TABLE 1 Summary statistics of (log) RV, (log) IV, and daily returns

Mean Std.dev. Skew. Kurt. ACF(1–3) PACF(1–3)

log(RV)

S&P500 −9.906 1.141 0.388 3.349 0.819 0.784 0.755 0.819 0.344 0.177

DJIA −9.895 1.117 0.439 3.474 0.787 0.757 0.729 0.787 0.362 0.193

Nasdaq100 −9.778 1.028 0.414 3.077 0.843 0.792 0.761 0.843 0.283 0.165

STOXX50 −9.368 1.047 0.051 5.635 0.765 0.725 0.708 0.765 0.336 0.225

CAC40 −9.494 0.984 0.435 3.217 0.830 0.792 0.774 0.830 0.329 0.214

DAX −9.370 1.043 0.460 3.277 0.820 0.786 0.771 0.820 0.345 0.227

AEX −9.696 1.028 0.533 3.228 0.845 0.807 0.788 0.845 0.326 0.207

SMI −9.926 0.908 0.925 3.949 0.858 0.823 0.805 0.858 0.328 0.209

FTSE100 −10.039 0.997 0.608 3.405 0.824 0.790 0.769 0.824 0.348 0.203

Nikkei225 −9.862 0.924 0.323 3.412 0.787 0.735 0.704 0.787 0.304 0.178

log(IV)

S&P500 −8.965 0.746 0.791 3.485 0.983 0.968 0.955 0.983 0.075 0.057

DJIA −9.073 0.717 0.864 3.567 0.983 0.970 0.959 0.983 0.106 0.047

Nasdaq100 −8.526 0.819 0.874 2.972 0.989 0.979 0.971 0.989 0.037 0.065

STOXX50 −8.553 0.727 0.625 3.077 0.986 0.972 0.960 0.986 0.035 0.036

CAC40 −8.673 0.712 0.600 3.146 0.984 0.970 0.957 0.984 0.063 0.047

DAX −8.584 0.713 0.816 3.367 0.987 0.975 0.964 0.987 −0.001 0.045

AEX −8.729 0.809 0.736 3.135 0.987 0.976 0.967 0.987 0.076 0.049

SMI −9.031 0.707 1.036 3.931 0.989 0.976 0.964 0.989 −0.061 0.027

FTSE100 −9.012 0.768 0.736 3.241 0.983 0.970 0.958 0.983 0.089 0.041

Nikkei225 −8.440 0.623 0.674 4.188 0.981 0.964 0.949 0.981 0.046 0.037

Returns

S&P500 1.67 10−4∗ 0.012 −0.245 12.287 −0.078 −0.045 0.029 −0.078 −0.052 0.021

DJIA 1.93 10−4∗ 0.011 −0.099 11.871 −0.074 −0.040 0.041 −0.074 −0.046 0.035

Nasdaq100 2.44 10−4∗ 0.016 −0.038 8.612 −0.049 −0.061 0.019 −0.049 −0.064 0.013

STOXX50 −6.46 10−5∗ 0.014 −0.052 8.076 −0.028 −0.039 −0.043 −0.028 −0.040 −0.046

CAC40 −1.25 10−5∗ 0.014 −0.028 8.541 −0.029 −0.035 −0.048 −0.029 −0.036 −0.050

DAX 1.32 10−4∗ 0.015 −0.078 7.923 −0.015 −0.019 −0.019 −0.015 −0.019 −0.019

AEX −2.63 10−5∗ 0.014 −0.105 9.907 −0.004 −0.008 −0.054 −0.004 −0.008 −0.054

SMI 4.50 10−5∗ 0.012 −0.179 10.060 0.029 −0.046 −0.039 0.029 −0.046 −0.037

FTSE100 3.62 10−5∗ 0.012 −0.160 9.839 −0.043 −0.040 −0.051 −0.043 −0.042 −0.055

Nikkei225 9.81 10−5∗ 0.015 −0.407 9.545 −0.041 −0.006 −0.011 −0.041 −0.008 −0.012

Note: Entries report the summary statistics of the daily (log) realized volatility, the (log) implied volatility, and the returns of the 10 international stock markets.
The sample period covers from February 2, 2001 to June 27, 2019. The last six columns of the table provide the first to the third order of the autocorrelation
function (ACF) and partial ACF (PACF).
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Several interesting conclusions arise from Table 2 regarding the importance of the various features of realized volatility.
In most cases, the relative forecast error is below one, indicating the poor performance of the benchmark HARmodel. Thus,
accounting for one or more of the volatility features appears to improve forecast accuracy. Augmenting the benchmark HAR
model with each of the different stylized facts individually (first part of Table 2) enhances the forecast accuracy across all
indices. Explicitly incorporating the implied VIX in the HAR model notably improves its forecast performance across all
indices. The HAR‐IV specification yields the lowest loss when compared with the HAR, HAR‐L, HAR‐O, and HAR‐G across
all indices (except AEX). The presence of the leverage effect and overnight returns also improve the forecast performance of
the HAR model. The only exception is for the FTSE100 index. In this case the benchmark HAR performs marginally better
than the HAR‐O (the relative error is higher than 1). Interestingly, accounting for the volatility of realized volatility adds
little or nothing in terms of forecast accuracy. The forecast error of the HAR‐G is higher than the benchmark HAR for most
indices indicating that the HAR model performs better than the HAR‐G.

Across all features, accounting for IV contributes most to the improvement in forecast performance of the HAR
model. Looking at the forecast errors of the models that account for each of the various stylized facts separately, that is,
HAR‐IV, HAR‐L, HAR‐O, and HAR‐G, we find that the biggest predictive gains are driven by IV. In addition, the
parsimonious HAR‐IV specification yields remarkably lower loss than specifications that exclude IV, but simulta-
neously include two or more of the other stylized facts, such as HAR‐LO, HAR‐LG, HAR‐OG, and HAR‐LOG.

Although the HAR‐IV model is more accurate than any HAR‐type that does not include IV, the results in Table 2
indicate that extensions of the HAR‐IV further improve forecast accuracy. Comparing the forecast error of the HAR‐IV
with more sophisticated models that include not only IV, but also the leverage effect, overnight returns, and/or the
volatility of realized volatility we find that an extension of the HAR‐IV provides a more accurate forecast of realized
volatility across all indices. The HAR‐IVOG performs best for the S&P500 and DJIA, while the HAR‐IVLO provides the
best model for the Nasdaq100 and most of the European indices. The exceptions being the DAX and FTSE100 index, for
which the HAR‐IVLO is the second‐best model, with the first being the HAR‐IVLOG and HAR‐IVL, respectively. The
HAR‐IVO is the best model for forecasting the realized volatility of the Nikkei index.

To compare the relative forecast performance of the models we apply the MCS test. On the basis of the QLIKE loss
function Table 3 presents the p‐values from the MCS test at the 10% and 25% significance levels. The MCS findings reveal
the same picture as Table 2. Across all indices only HAR specifications that include IV belong to the MCS with
p‐values larger than 10%. This indicates that such models are superior to the other HAR specifications. The results are
consistent using both the range and semiquadratic statistics. This indicates that the IV is a strong predictor of future RV,
confirming the previous finding about the importance of IV information (Busch et al., 2011). However, the simpler HAR‐IV
model belongs to the MCS only in one case—the DJIA index. For all the other indices, the HAR‐IV is significantly
outperformed by an extension of the model that accounts for one or more additional volatility stylized fact. Again, indicating
that they contain incremental information about future realized volatility beyond that captured in HAR‐IV.

In sum, the key result in Tables 2 and 3 demonstrates that a substantial predictive gain is driven by the inclusion of
IV. In most cases, the parsimonious HAR‐IV performs better than models that do not include IV even if they are more
sophisticated, that is, contain more than one of the other stylized features of RV simultaneously. However, the evidence
equally supports the inclusion of further extensions to the HAR‐IV model.

4.1 | Does the strong predictive content of IV information change over time?

To further evaluate the role of IV in forecasting RV, we examine whether forecast performance of HAR‐IV relative to
the models that exclude IV, that is, HAR, HAR‐L, HAR‐O, HAR‐G, HAR‐LO, HAR‐LG, HAR‐OG, HAR‐LOG, changes
over time. We calculate the cumulative forecast error of these models based on the QLIKE loss function and use the
Giacomini and Rossi (2010) test of local forecast performance. The cumulative forecast error, as defined in Equation
(8), is plotted in Figure 1.14 Here, we observe that the HAR‐IV specification yields the lowest cumulative sum of the
QLIKE errors. This indicates that HAR‐IV produces the most accurate forecast consistently over time and, thus,
including IV substantially improves the forecast performance of the HAR model. The only exceptions are for the AEX

14To facilitate visualizations, we only present the cumulative forecast errors of the HAR model (blue dashed line), HAR‐IV (red line), HAR‐L (orange
line), HAR‐O (green dashed‐dotted line), and HAR‐G (yellow line). The quality of the results does not change when the cumulative errors of HAR‐
LO, HAR‐LG, HAR‐OG, and HAR‐LOG are plotted as well.
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FIGURE 1 Cumulated sum of the QLIKE forecast error. Note: The figures present the cumulative QLIKE forecast errors of the HAR
model (blue dashed line), HAR‐IV (red line), HAR‐L (orange line), HAR‐O (green dashed‐dotted line), and HAR‐G (yellow line) for all stock
markets as defined in Equation (8) over the forecast period (January 1, 2006–June 27, 2019). The results are computed on a rolling window
using an initial in‐sample estimating period that covers February 2, 2001–December 31, 2005. The model that yields the lowest cumulative
QLIKE forecast errors produces the most accurate forecast over time. HAR, heterogeneous autoregressive; QLIKE, quasi‐likelihood
[Color figure can be viewed at [wileyonlinelibrary.com]

and SMI indices where the HAR‐IV, HAR‐L, and HAR‐O models yield the lowest QLIKE errors interchangeably over
time. We further find that the standard HAR and HAR‐G specifications provide the worst forecasts over time.

Further graphical evidence of the superiority of HAR‐IV is provided in Figure 2 based on the results of the
Giacomini and Rossi (2010) test. This test compares the relative performance of two competing models over time. We
evaluate the performance of HAR‐IV against the standard HAR and HAR‐L, HAR‐O, HAR‐G. The solid (blue) line is
the difference between the QLIKE error of HAR‐IV and one of the other HAR specifications. Giacomini and Rossi
(2010) use this approach to test the null hypothesis of equal local predictive ability of the two forecasting models. The
zero line indicates equal predictive ability and the dashed lines indicate the 5% critical values. The HAR‐IV specifi-
cation performs better (worse) than a competing model at the 5% level of significance when the solid line is below
(above) the lower (upper) dashed line. For most indices the continuous line is clearly outside the critical values and
below the lower dashed line. This means that the HAR‐IV model consistently outperforms the standard HAR model
and alternative HAR models that include either leverage effect, overnight returns or the volatility of realized volatility.
In some periods of time the null hypothesis of equal predictive ability is not rejected as the solid line lies between the
two dashed lines. In a limited number of cases, one of the competing models performs significantly better than the
HAR‐IV. For example, for the AEX index, the HAR‐IV is significantly worse than its competitors between mid‐2011 and
2013. Nonetheless, the overall superiority of the HAR‐IV model is consistent across time.
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FIGURE 1 (Continued)

4.2 | Do leverage effects, overnight returns, and the volatility of realized volatility
enhance the forecast result?

From the results reported in Tables 2 and 3, and Figures 1 and 2 it is evident that IV is a strong predictor of future
realized volatility across all the markets we analyze. This result confirms the previous finding about the importance of
IV information for the US market (Busch et al., 2011). The HAR‐IV model outperforms not only the standard HAR
model, but also other HAR models that capture well‐known features of realized volatility, such as the leverage effect,
overnight returns, and the volatility of realized volatility, but ignore IV. However, the results above provide evidence in
support of extensions to the HAR‐IV. In this subsection we further investigate the predictive performance of the
HAR‐IV model and extensions accounting for the noted features.

Table 4 presents the Giacomini and White pairwise test results for all indices. The p‐values reported in the
table are based on the mean difference between the row model and the column model. The null hypothesis of
equal forecasting performance between the row and column models is tested in terms of QLIKE forecast error.
The sign in parenthesis indicates which model performs best. A positive sign shows that the column model is
significantly preferred, that is, the row model forecast yields a larger loss than the column model forecast.
Similarly, a negative sign denotes that the row model forecast performs significantly better than the column
model forecast, with the latter producing a larger loss.

Several interesting conclusions emerge from Table 4. Augmenting HAR‐IV with overnight returns significantly en-
hances forecasting accuracy for all indices with the exception of the DJIA and FTSE100 indices. Incorporating the volatility
of realized volatility in the HAR‐IV significantly improves the forecast performance of the model only for the S&P500 and
DJIA index. This result is in line with Corsi et al. (2008) who show that allowing for the time‐varying volatility of realized
volatility leads to an improvement in the predictive performance of the standard HAR for the S&P500. However, the results
show that this is not the case for any of the other markets we consider. For all the other indices, the HAR‐IV outperforms
the HAR‐IVG. In some cases, the null hypothesis of equal predictive ability between HAR‐IV and HAR‐IVG is rejected at
the 5% level indicating that the former provides significantly better forecasts than the latter. In other cases, the null
hypothesis of equal predictive ability between the two models is not rejected, which indicates that the volatility of realized
volatility does not contain any significant additional information.

Mixed results are found on the role of the leverage effect. Adding the leverage effect, one of the most salient features of
realized volatility, to the HAR‐IV significantly improves the forecasting performance in only two cases—for the SMI and
FTSE100 indices. For the S&P500 the HAR‐IV is significantly better than HAR‐IVL. For all other indices, augmenting
HAR‐IV with leverage effect does not significantly enhance the predictive power. Thus, the leverage effect does not appear
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to play a significant role in forecasting realized volatility. An explanation for this is that the IV indices reflect the leverage
effect. IV may capture the leverage effect given the relation between leverage and volatility and changes in leverage on the
volatility smile found in the option literature. This is also complemented by the observed negative empirical relation
between VIX and stock returns (e.g., Giot, 2005). Notably, several researchers identify a link between leverage and IV. This
includes Branger and Schlag (2004) and Ciliberti et al. (2009) who link the shape of the volatility smile to leverage. Further,
Choi and Richardson (2016) demonstrate a positive relation between leverage and option IV. They further note that the
asymmetric effect in an estimated EGARCH model arises from both a volatility feedback effect as well as leverage.15

We further augment the HAR‐IV model to account simultaneously for more than one stylized fact. We find that the
most sophisticated HAR‐IV model, that is, the HAR‐IV model that accounts simultaneously for the leverage effect,

FIGURE 2 Fluctuation test of Giacomini and Rossi (2010). Note: The figure reports Giacomini and Rossi's (2010) fluctuation test statistic for
comparing forecasts of HAR‐IV model relative to either HAR, HAR‐L, HAR‐O, or HAR‐G for all stock markets. The test examines the stability
over time of out‐of‐sample relative forecasting performance of a pair of models in an unstable environment. The null hypothesis is that two
models have equal predictive ability at each point in time estimated over a rolling window of data. The zero line indicates equal predictive ability
and the dashed lines indicate the 5% critical values. The solid blue lines indicate the fluctuation test statistic. The HAR‐IV specification is
significantly better (worse) than one of the competing models at the 5% level when the solid line is below (above) the lower (upper) dashed
line. HAR, heterogeneous autoregressive [Color figure can be viewed at [wileyonlinelibrary.com]

15Black (1976) first observed the negative correlation between stock returns and volatility. While this was subsequently coined the leverage effect
(Christie, 1982). The arrival of bad news results in a decline in a firm's stock price and an increase in its leverage ratio. This causes investors to revise
upwards their perception of riskiness of the firm and the resultant trading increases volatility. The volatility feedback effect provides an alternative
explanation for the asymmetry between returns and volatility (see also, Campbell and Hentschel, 1992). The arrival of news causes stock prices to
move, resulting in volatility (an increase in the standard deviation of returns). The increased volatility in turn causes investors to revise upwards their
expectations of future volatility and expected returns, putting downward pressure on current prices and returns. This magnifies the effects of negative
news and dampens that of positive news, resulting in the negative correlation between returns and volatility.
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overnight returns, and the volatility of volatility (HAR‐IVLOG) does not significantly outperform more restricted
specifications across all markets, which means that on average a more parsimonious model is superior. However, no
single extension of HAR‐IV outperforms all others across the markets we study. Augmenting HAR‐IVO with leverage
effect (HAR‐IVLO) provides the best forecast model for the Nasdaq, CAC40, DAX, and SMI index. That is, for these
indices, the HAR‐IVLO model performs significantly better than all other competing models. The HAR‐IVOG produces
the best forecast for the S&P500 and DJIA, while for the remaining indices, an even more parsimonious model provides
the best forecast. The HAR‐IVO performs best for the STOXX50, AEX, and Nikkei225, and the HAR‐IVL is the
preferred model for the FTSE100.

Overall, the results regarding the interaction between IV and the stylized facts of volatility indicate that all markets
support some extensions of the HAR‐IV to include one or more of the stylized fact of volatility. Looking at the best
performing HAR‐IV specifications we conclude that overnight returns are beneficial for nine out of 10 indices in the
sense that its inclusion improves the accuracy of the predictive model. As found by Corsi et al. (2008), allowing for the
time‐varying volatility of realized volatility helps predict volatility in the United States. However, this result does not
extend to any other market we consider. Mixed results are found for the leverage effect which improves predictions
only in five markets.

5 | VAR FORECASTS

The above results suggest that HAR models that incorporate IV provide better forecasting performance than any model
that excludes IV, even if it does include one or more volatility stylized fact. The results also indicate that, for all
markets, an extension of the HAR‐IV to include these stylized facts does improve forecasts. In this section, the
performance of the different forecasting models is assessed in a risk management context, using the VaR approach.

FIGURE 2 (Continued)
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VaR is a popular technique designed to quantify and assess risk in financial markets and its estimation is widespread
within financial risk management. The goal of VaR is to provide the most likely loss for a portfolio that could occur
with a given probability over a given time horizon. Therefore, VaR can be defined as Pr r VaR a( < − = )t t t+1 +1| . It also
allows for an economic‐based evaluation of the alternate realized volatility forecast models. The VaR of a portfolio is
estimated as VaR F a RV= ( )t t t t+1| +1| , where F a( ) is the left quantile at a% (e.g., 5%) for the assumed distribution16 and
RVt t+1| is the one‐step‐ahead realized volatility forecast.

The out‐of‐sample performance of the realized volatility models to produce reasonable VaR estimates is assessed by
computing the violation rate (VR). That is, the frequency that the actual loss exceeds the predicted VaR. If a VaR model is
correctly specified, the VR should be equal to the prespecified VaR level a (in our application a is 5%). The Kupiec (1995)
unconditional coverage statistic tests the null hypothesis that the observed VR is statistically equal to the expected one, a.
The null hypothesis will be rejected wherever the observed VR is statistically different to the expected VR.

Besides the VR, a relevant VaR model should also consider the cluster of the violation. Christoffersen (1998)
introduces a conditional coverage statistic that tests the joint hypothesis of unconditional coverage and the in-
dependence of violations. That is, in a correctly specified VaR model not only should the violation occur at a specified
rate, but they should also occur independently and spread across the whole estimation period.

The results for the one‐step‐ahead VaR forecasting across all indices for all the HAR specifications are reported in
Table 5. The results show that there is not a single model that passes the backtesting tests across all indices. Also, the
optimal model varies across indices. This result is consistent with findings in the literature that VaR models are not
robust across different markets (Degiannakis et al., 2013). According to the VR, very few models produce a VR equal to
the expected one (5%). In some cases the observed VR exceeds the expected VR indicating an excessive underestimation
of risk, while in other cases the observed VR is less than the expected one indicating an excessive overestimation of
risk. However, and according to the Kupiec (1995) and Christoffersen (1998) test, in many cases the observed VR is not
statistically different to the expected VR and the VaR violations are independently distributed. Also, the VR shows that
in most cases when IV is added in a HAR specification the VR approaches closer to its expected one. This result
indicates that models that include IV appear to improve the forecast accuracy of VaR. Taking into consideration the
models that pass the backtesting tests, and the models that produce a VR equal or closer to the expected one, these can
be considered to produce the most efficient VaR. Specifically, the HAR‐IV model produces the most accurate estimates
for the Nasdaq, CAC40 and AEX index, the HAR‐IVL performs best for the DJIA, STOXX50, DAX, and SMI index,
HAR‐IVG produces the most efficient VaR for the S&P500 and FTSE100 index and HAR‐IVO is the best performing
model for the Nikkei225.

Overall, and consistent with the results presented in Section 4, models that include IV appear to improve the
forecast accuracy of VaR. Also, a more parsimonious model seems to produce better VaR estimates than a more
sophisticated specification. Thus, a HAR model that accounts for IV and, in most cases, one of the other stylized facts
produces the most accurate VaR estimates.

6 | CONCLUSION

This paper is motivated by two strands of literature, the one showing the predictive power of IV over realized volatility,
the other proposing extensions to the popular HAR model of Corsi (2009). Considering such extensions within a HAR
model that also includes IV, we examine the role of the leverage effect, overnight returns, and the volatility of realized
volatility in 10 international stock markets.

We find internationally robust evidence that IV plays an important role in volatility forecasting as the HAR‐IV
model—that is, the standard HAR augmented with IV—provides significantly better forecasts than any HAR variant
model that excludes IV. This result is consistent over time. By considering the above‐mentioned extensions to HAR‐IV,
we shed new light on the way HAR‐type models account for well‐known volatility stylized facts. No single extension of
HAR‐IV is more accurate across all markets, but all markets support some extensions. Overnight returns are notably
beneficial for the majority of the markets, while the volatility of realized volatility is only beneficial for two US indices.
Mixed results are found on the leverage effect, which is beneficial for just five markets. We find similar results in a risk
management environment by performing a VaR forecasting exercise.

16In this exercise, F a st( ) = a υ, , that is, the left ath quantile of the Student‐t distribution with υ degrees of freedom.
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