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1 Abstract

The highly complex architecture of brain networks has been characterised by modular
structures at different levels of its organisation. Here, focus is on modular properties
of brain networks from in vivo neuroimaging of cortical morphology (e.g., thickness,
surface area) and activity (function). In this chapter I review findings on mapping of
these networks, including the time-varying functional networks, and describe some recent
advances in mapping the macro- and micro-scales of brain organisation. The aim is to
focus on cross-level and cross-modal organisational units of the brain, with reference
to their modular topology. I describe recent approaches in network sciences to form
bridges across different scales and properties. These approaches raises great expectations
that cross-modal neuroimaging and analysis may provide a tool for understanding brain
disorders at the system level.

2 Introduction

Traditional approaches to the analysis of experimental recordings of brain activity have
focused on the localization of function to specific regions of the brain. While such ap-
proaches have enabled progress in understanding neuronal processes in the healthy and
diseased human brain, recent work suggests that the description of the brain as a set of
independent functional elements is an oversimplification. Each brain region – far from
acting in isolation – is functionally connected to other regions through structural white
matter connections and through coherent activity [1, 2], creating a complex groups of
interconnected functional units. The connectivity architecture of these units exhibits
an extraordinary level of complexity, whose properties can be analysed across multiple
scales – spatial, temporal or topological. To address these different levels of complexity,
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significant attention over the past decade has focused on mapping the large-scale net-
works of the human brain extracted from brain scans using Magnetic Resonance Imaging
(MRI) [3, 4, 5]. The aim is to provide a picture of the brain and its connections at the
system level.

A common simplified form for brain networks maps is a graph, in which brain regions
(nodes) are linked to one another by network connections (edges) [6, 7]. The definition
of a node or an edge is of critical importance to the relevance of the resulting brain
network models [8, 9, 10]. Inspired by neuroanatomy, the definition of nodes and edges is
commonly inferred from diffusion, structural or functional MRIs [9]. For example, nodes
are defined by Brodmann areas [11], gross anatomical landmarks [12, 13], or increased
functional activation [14]. Likewise, the number of streamlines identified between MRI
voxels via diffusion of water along the axons [15], coherent/synchronized activity between
voxels time series [16] or correlated morphological characteristics [17] are defined as
network edges.

Another level of brain network complexity is the arrangement or nodes and edges,
which defines network topology. Evidence has accumulated that large-scale brain net-
works are characterized by modular topology. This means that they contain communities
– groups of nodes that are more densely connected to members of their own group than
to members of other groups [18]. Modular architecture, with anatomically segregated
and functionally specialised communities, is potentially naturally selected because it
reduces metabolic costs [19]. From the graph theory perspective, these networks are
preferred since they reduce the wiring cost (the average length and number of con-
nections), which enables more efficient information processing [18]. Moreover, recent
findings demonstrate that functional networks are enabled not only by critical modu-
lar interactions between brain areas, but also by swiftly reconfiguring patterns of these
interactions [20, 21, 22]. Whether the subject is at rest [23], or performing either cog-
nitively demanding or simplistic task, the patterns of functional connections between
brain areas change, revealing mutli-layered community structures in time-varying brain
activity. Time-varying dynamics of these networks accompany neurological disorders
[24], brain injury [25], and psychiatric disease [26, 27].

The estimation of brain structural and functional connections is confounded by ex-
perimental limitations of MRI techniques. For example, limitations of diffusion MRIs to
accurately reconstruct crossing-fibers within white matter is well documented. More im-
portantly, diffusion MRI, which is predominately used as a surrogate for structural brain
connectivity (i.e., physical links between the nodes based on white-matter fiber track-
ing), lacks tools for reconstruction of axonal connections within gray matter [28]. Given
that functional connectivity maps gray matter networks, there is a growing interest in
anatomical MRI, (i.e., 3D T1-weighted images) and gross morphological features that
can be extracted from both gray and white matter using these images [29]. Anatomical
MRIs are simple to acquire and are not limited by artifacts to the same degree as other
MRI-based techniques.

To bridge the above experimental limitations, and provide a new insight into macro-
scale brain connectivity and its advantages, my focus in this review is on corticocortical
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networks extracted from anatomical and functional MRI, namely morphological and
functional networks. Corticocortical morphological networks are extracted using T1-
weighted anatomical MRI, which is a non-invasive assessment of brain’s structures at
a sub-millimeter spatial resolution. Likewise, corticocortical functional networks are
extracted using functional MRI (fMRI), which records brain activity via Blood-Oxygen-
Level-Dependent (BOLD) signal as a proxy of neural activity at the whole brain level.
For the purpose of this article, I will review evidences of (i) the corticocortical connec-
tions that are mediated by similarities in the cortical morphology (i.e., cytoarchitecture)
(ii) the relationship between functionally relevant regional co-activity and underlying cy-
toarchitecture that may induce synchronized plastic changes among related brain areas
(i.e., activity-dependent plasticity) and (iii) implications of this relationship to neurode-
generative syndromes. From the graph theory perspective, my focus is (i) on the modular
organisation of brain functional and anatomical (morphological) networks, (ii) the time-
varying modular topology of functional interactions and (iii) on describing the potential
of modular interactions to inform theoretical and practical approaches to problems in
neurodegenerative syndromes.

3 Graph Theory and the Brain

One of the mathematical frameworks for studying the human brain structural (and
functional) organisation is graph theory. The brain network (graph) is modeled as a
set of nodes and edges. Nodes and edges are elementary building blocks of networks
and the definition of a node or an edge is of critical importance to the resulting brain
network models [30, 31]. The arrangement of nodes and edges defines the organisation
of the network, whose topology is quantified using statistical tools of graph theory.
Another major property of brain networks is the discovery that they are modular by
their topological organisation – they can be decomposed into groups of nodes that are
more densely connected to each other than with the rest of the network. In what follows, I
will describe in greater details these critical brain network elements and their topological
properties, with reference to the two brain networks in focus.

3.1 Brain Network Node

A challenging question in the field of large-scale MRI-based brain network analysis is:
how to define meaningful nodes for a brain network? The solutions range from defining
nodes using the native resolution of the MRI technique (i.e., voxel-wise resolution) [32],
validated parcellations of the cortex based on anatomical or functional landmarks [12, 13]
to using random parcellation to ensure equal size for each node [33, 34]. More data-driven
approaches include connectivity-defined nodes [14], multivariate decomposition of MRI
signal (using statistical techniques such as independent component analysis) [35, 16] or
a priory definition of nodes based on meta-analysis [36].

Most of studies on anatomical and functional MRI networks use validated parcel-
lations (brain atlases) to define nodes. The advantage of these methods is that they
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Figure 1: Brain networks from Magnetic Resonance Images (MRI). (Top Panel) Creating
the structural correlation matrix on morphological features measured at different brain
regions. From left to right: anatomical MRI, reconstruction of cortical anatomy from
images and atlas-based parcellation of the cortex (regions are colour-coded), extraction
of the morphological features (thickness, surface area etc.) and creation of the corre-
lation matrix (colour-coded are edge weights). (Bottom Panel) Creating the functional
correlation matrix on regional time series. From left to right: functional MRI, atlas-
based parcellation of the cortex (regions are colour-coded), extraction of the regional
time series and creation of the correlation matrix from pair-wise correlations between
them (color-coded are edge weights). Time-varying functional correlation matrices are
shown in the middle panel – each matrix is calculated as explained using sliding window
approach.
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are informed by measures of brain function and anatomy and tailored to test specific
hypothesis about brain networks of interest. The limitation is that they are not always
transferable across different imaging modalities. Nevertheless, findings show consistency
in measures of network topology across different parcellation schemes and MRI modal-
ities. Also, the basic estimates of brain networks organization such as node degree
(number of nodal edges), clustering (number of triangles in the network) or path length
(average number of edges between two nodes) are consistent across different parcella-
tions with the same number of nodes. Modular organization, which is of interest here, is
also consistent across anatomical and functional parcellations and modalities [37, 38, 39].
Future work could corroborate these findings by utilizing available random parcellations
of the cortex and multimodal MRI techniques.

3.2 Brain Network Edge

In functional and morphological brain networks, edges are defined through an associ-
ation matrix that captures relations (e.g. cross-correlation, mutual information etc.)
between nodal features. The matrix maps all possible pair-wise statistical associations
between either regional morphological features or time series of their activity. For the
purpose of estimation of network topological organization, these matrices can be bina-
rised – mapping presence (and absence) of associations (edges); or weighted – mapping
strengths of association (edge strengths). There are differences in approaches to analyse
these networks. Binarised networks are analysed over a range of binarisation thresh-
olds to control for robustness and consistency of topological properties [40] and also for
spurious/weak associations or noise [41]. Although arbitrary by its nature, threshold is
usually determined by network’s deviation from random, null-model topology [42] and
the presence of small-world and scale-free topological properties [8]. Network edges can
be weighted by the level (i.e., strength) of association between nodal interactions. In
functional networks, edges are weighted by pair-wise temporal interactions, which are
quantified either by correlation, coherence or synchronicity between time series [16]. In
anatomical networks, the edges are weighted by statistical associations (e.g., correla-
tions) between different regional features: thickness, surface area, volume or curvature
[43, 44, 45], usually across groups of individuals.

Although neither functional nor morphological correlation are constructed on direct
neural (axonal) connections between the regions involved, both networks are largely con-
strained by underlying structural network [46]. For that reason, numerous studies have
been focused on functional interactions that mirror the local (segregated) brain anatomy
and axonal links between such interactions [46]. However, the deviations between the
these two suggest complex, many-to-one function-structure mapping [47, 48]. Here, fo-
cus is on how the brain cytoarchtecture underpins these patterns of structural-functional
network associations. The relation between morphological and functional corticocortical
connections, which are mapped by cytoarchitectonic and functional networks is discussed
in the Section 4.
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Figure 2: Characterizing the way that different brain region connect to each other.
A brain network can be depicted using association matrix or graphs where the nodes
are the brain regions and the edges are statistical associations (connections) between
regions. Arrangement of nodes in the network defines its topology. (A) The example
of an association matrix with the weighted edges (represented by heat-map colours)
between brain regions. This matrix can be binarized at a given threshold (black-white
matrix) and/or reordered according to modular connections between the nodes (as in
the matrix indicated by right arrow). In this example network has four modules (colored
in magenta, green, blue and cyan). (B) Another way to visualize this same network is in
form of a graph. Nodes within one module are colored with different colours (same as in
the matrix). In more general representation, topology of the network can be separated
into segregated modules (magenta) (C) and integrative nodes and interactions (blue)
(D). (E) Brain view (sagittal) of the network. In this example nodes and edges, that
connect nodes within the same module, are visuilised using same colour, grays are edges
that connect nodes across different modules.
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3.3 Brain Network Modules

Modular topology is one ubiquitous characteristic of complex networks (including the
human brain). Networks can be divided into modules by grouping the densely intra-
connected sub-sets of nodes into a single sub-group (i.e., module). Algorithms for the
division of a (real-world) network into modules are usually optimized to allow for sparse
connections between groups (i.e., detection of overlapping communities) [49, 50]. Fur-
thermore, detecting modules in the network may help to identify those nodes and their
connections that may perform different functions with some degree of independence.
At the same time, detecting modular structures that underpin specific function can be
identified by characterizing interactions between those nodes that show relatively similar
activity/dynamics [50]. Likewise, meta-analysis on more than 1000 fMRI has shown the
existence of functional modules specialized for specific cognitive processes [51].

The brain appears to be divided into ’functional modules’ whose intra-modular con-
nectivity reflects the underlying structural (axonal) connections [46]. However, although
functional modules usually mirror local brain anatomy, they also incorporate long-range
interactions (i.e., those between spatially distant brain areas) [52, 53, 54]. More pertinent
to this paper, the modular topology of brain functional (MRI) networks is documented
across different parcellations of the cortex (i.e., brain atlases) [39, 55, 37]. Modularity
as a property of morphology has been widely studied in the context of evolution and
development [56]. Recent neuroimaging studies suggest modular organization of cortical
morphology across regional thickness [44, 37], surface area [57] or volume [45]. There is
consistency in the organisation of these networks whether they are based on correlating
these features across individuals within one group [37, 57, 58] or correlating regional
features of an individual brain [43]. The brain modular, yet integrated, functional or-
ganisation lowers the wiring cost (i.e., the average length and number of connections)
of the network [59], thus potentially lowering metabolic costs [60] while providing more
efficient information processing [18]. More importantly, modularity is also cognitively
and behaviorally relevant; for example, it correlates with variations in working memory
[61].

3.4 Dynamical Functional Networks

An additional ’layer’ to modular organisation of brain networks is the notion of dynamical
functional networks. In this context, the focus is on how likely regions are to change their
”module allegiance” and synchronize their activity with a different set of nodes. The
analysis of changes in network interactions over time utilises non-stationary, time-varying
dynamics of neuro-imaging recordings. Up to this point, I have reviewed some of methods
to map functional connections which predominantly utilize static network approaches (in
which network edges remain constant throughout time) derived from graph theory [6, 62].
However, such approaches are unable to characterize or identify changes in regional
interactions over time. Furthermore, the emergence of dynamic functional networks from
static structural connections may resolve a fundamental understanding of how structure
and function map onto each other.
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A promising way to obtain a fundamental understanding of how patterns of func-
tional connectivity change over time is the simulation of brain dynamics using a sophis-
ticated modeling framework that implements nonlinear Kuramoto like dynamics on a
physical network backbone informed by both structural (white matter) and functional
(fMRI) connectivity maps [63, 53, 64]. At the same time, the computational models
represent a powerful approach to bridge microscale and macroscale brain organization
by simulation of large-scale biophysical models of coupled brain regions. Drawing on
the same inspiration as the Virtual Brain Project [65], this approach builds on prior
work with nonlinear models of neuronal activity (e.g., of Wilson-Cowan oscillators [66]
or neural mass models [67]) by placing oscillators on an empirically-derived anatomical
connection network, thereby directly accounting for heterogeneous connectivity between
cortical and subcortical areas. The resulting large-scale circuit models can be used to
simulate complex neural dynamics that are transformed into realistic resting-state fMRI
(rs-fMRI) signals via an additional biophysical hemodynamic model [68].

4 Morphology and Function

Corticocortical interactions form a communication system which underpins sensory and
higher cognitive and behavioural processes in the brain. It is important to identify spe-
cific network properties and how they facilitate this communication; are there general
rules that govern organisation of these interactions? In this context, the hierarchical,
modular organization is a widely documented across neural systems. A well studied ex-
ample at the micro-level is modular columnar organisation of the neocortex (i.e., micro-
scale of brain organisation that is related to functionally divided vertical formations of
the cortical surface or cortical columns representing the basic functional units of the cor-
tex). Although spatially distant, columns in cytoarchitectural areas usually share some
common properties, which are repeated iteratively within each area, and are most com-
monly grouped into entities by sets of dominating long-range, intracortical connection
[69]. While cortical microstructure is mostly used to describe local properties of indi-
vidual areas, studies investigating cortical connections focus on the relationship between
areas (i.e., their structural – morphological – features). Organization of long-range cor-
tical connections across different brain areas can inform our understanding of how the
cortical function emerges from structural constraints [70]. MRI studies take a simplified
view of cortical morphology by reducing it to a single measure: the mean volume, cor-
tical thickness, surface area, gyrification index or curvature. In contrast to functional
networks, computed on correlations of regional fMRI across time within an individual
brain, morphological networks are computed on correlations among regional morpholog-
ical properties across subjects. Only recently, morphometric similarity networks were
extracted on an individual brain [43]. The connectivity architecture of these networks
is shaped by genetic and environmental factors (that are variable across individuals)
[71, 70] and is related to human cognitive performances (e.g, general intelligence) [43].

Mapping a cross-scale organisation at micro- (cytoarchitectonic) and macro- (re-
gional) levels, has shown evidence of a significant association between cytoarchitectonic
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features of human cortical organization and whole-brain corticocortical connectivity
[72, 73]. Findings suggest that aspects of microscale cytoarchitectonics and macroscale
connectomics are related and may have the potential to reveal more about the etiology
of neuropathological processes in the diseased brain (see Section 5). There is a number
of studies regarding genetic influences upon the coordinated growth of spatially segre-
gated areas during development (see for example [74]) or longitudinal (although) focal
changes in morphology following training and learning new skills [75, 76]. With the
exceptions of two recent studies [77, 37], comparative studies of whole-brain functional
and morphological networks are lacking. Recent findings from fMRI studies, suggest
that interindividual variability in functional connectivity is not uniformly distributed
across the cortex: the association regions, including language, executive control, and at-
tention networks, are likely more variable than the unimodal regions, such as the visual
and sensorimotor cortices [78]. It is known that these cortices share similar morphology
and projecting neural connections, which may pave the way to cross-analysis of these
networks. Precisely because they cannot be reduced to spatially close regions, func-
tional modules contain information about non-structural level of neural organisation,
which can only be investigated via analysis of time series of neural function. An addi-
tional dimension to this investigation are temporal fluctuations in functional networks
characterized by striking differences in network organization, in particular nodal affili-
ations with different modules. Understanding whether these time-varying behaviour of
functional networks reflects a discrete cytoarchitecture organisation, may encourage a
shift from from descriptive correlations to predictive mechanisms. If the later is true,
each cytoarchitecture components and switching modules should exhibit similar spatial
organisation.

5 Implications for Neurodegeneration

MRI studies assessing correlated changes in anatomical or functional regional properties
have argued that neurodegeneration targets those networks that are highly correlated in
healthy individuals [79], leading to a so called ”disconnected network syndrome” hypoth-
esis [80]. Moreover, recent findings on cross-correlated micro- and macro-architectures,
in particular the size of layer 3 neurons (known to be affected in Alzheimer’s disease)
[72], may inform new approaches in studying neurodegenerative syndromes. Similar ap-
proaches have been successful in revealing patterns of distinct involvement of the two
cortical features (thickness and surface area) in Alzheimer’s disease and behavioral vari-
ant FrontoTemporal Dementia (bvFTD) [44]. However, more work is needed for these
approaches to be validated in clinical settings. I suggest that for initial application of
these methods, in line with [44], the connectome can be sampled at the resolution of
anatomical landmarks to examine macro-scale organisational units of the cortex and
the role of each units in the neurodegeneration. By formulating the problem of vul-
nerability to neurodegeneration as a problem of network topology, one can investigate
how different regional morphological features contribute to this vulnerability. When
nature of this vulnerability is clarified, the cross-scale networks could be studied [72]
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to evaluate micro-scale connectivity. Finally, the roles in network vulnerability can be
validated against functional and anatomical networks examined across range of parcel-
lations schemes, including random parcellation. Thus, the joint properties of functional
and morphological brain networks may offer better estimates of vulnerability to neurode-
generative syndromes. The examination of these networks across multiple temporal and
spatial scales would represent dynamic network mechanisms underlying not-so-easily dif-
ferentiated clinical states in these syndromes. These dynamic network interactions and
their underpinning morphological properties could inform treatments in these diseases
and may mediate treatments outcome.

6 Conclusion

Large-scale brain networks provide mathematical tools to assess functional and structural
brain organisation upon simple network parcellation schemes and simplified network dy-
namics. This approach has been successful at providing the different functional and
structural topologies of healthy and diseased brain [79]. Here I have provided a support
for studies of cross-modal functional and anatomical (morphological) networks, which
provide the opportunity to promote a basis for applying a unified network approach that
can be extended beyond current approaches. Implementation of the network strategies
suggested here will test: (i) how modular architecture of functional network is mediated
by structural configuration at the meso- and micro-scales, (ii) that is possible to provide
the link of functional network organisation with the cytoarchitecture and (iii) that re-
search in these network properties will inform neurodegenerative models and treatments.

References

[1] Fries, P. A mechanism for cognitive dynamics: neuronal communication through
neuronal coherence. Trends in cognitive sciences 9, 474–480 (2005).

[2] Rho, Y.-A., McIntosh, R. A. & Jirsa, V. K. Synchrony of two brain regions predicts
the blood oxygen level dependent activity of a third. Brain connectivity 1, 73–80
(2011).

[3] Sporns, O. Network analysis, complexity, and brain function. Complexity 8, 56–60
(2002).

[4] Sporns, O. Structure and function of complex brain networks. Dialogues in clinical
neuroscience 15, 247 (2013).

[5] Jirsa, V. K. & McIntosh, A. R. Handbook of brain connectivity. Handbook of Brain
Connectivity, Edited by Viktor K. Jirsa and AR McIntosh. Berlin: Springer, 2007.
1 (2007).

[6] Bullmore, E. T. & Sporns, O. Complex brain networks: graph theoretical analysis
of structural and functional systems. Nat. Rev. Neurosci. 10, 186–198 (2009).

10



[7] Bullmore, E. T. & Bassett, D. S. Brain graphs: graphical models of the human
brain connectome. Annual review of clinical psychology 7, 113–140 (2011).

[8] Bassett, D. S. & Bullmore, E. T. Small-world brain networks. Neuroscientist 12,
512–523 (2006).

[9] Catani, M., de Schotten, M. T., Slater, D. & Dell’Acqua, F. Connectomic ap-
proaches before the connectome. Neuroimage 80, 2–13 (2013).

[10] Zalesky, A. & Breakspear, M. Towards a statistical test for functional connectivity
dynamics. Neuroimage 114, 466–470 (2015).

[11] Hermundstad, A. M., Bassett, D. S., Brown, K. S., Aminoff, E. M. & Clewett,
D. Structural foundations of resting-state and task-based functional connectivity in
the human brain. Proceedings of the National Academy of Sciences 110, 6169–6174
(2013).

[12] Desikan, R. S. et al. An automated labeling system for subdividing the human
cerebral cortex on mri scans into gyral based regions of interest. Neuroimage 31,
968–980 (2006).

[13] Tzourio-Mazoyer, B. et al. Automated anatomical labeling of activations in SPM
using a macroscopic anatomical parcellation of the MNI MRI single-subject brain.
NeuroImage 15, 273–289 (2002).

[14] Glasser, M. F. et al. A multi-modal parcellation of human cerebral cortex. Nature
536, 171 (2016).

[15] Hagmann, P. et al. Mapping human whole-brain structural networks with diffusion
mri. PLoS One 2, e597 (2007).

[16] Power, J. D. et al. Functional network organization of the human brain. Neuron
72, 665–78 (2011).

[17] Alexander-Bloch, A., Giedd, J. N. et al. Imaging structural co-variance between
human brain regions. Nature Reviews. Neuroscience 14, 322 (2013).

[18] Sporns, O. & Betzel, R. F. Modular brain networks. Annual review of psychology
67, 613–640 (2016).

[19] Raichle, M. E. & Gusnard, D. A. Appraising the brain’s energy budget. Proceedings
of the National Academy of Sciences 99, 10237–10239 (2002).

[20] Turk-Browne, N. B. Functional interactions as big data in the human brain. Science
342, 580–584 (2013).

[21] Calhoun, V. D., Miller, R., Pearlson, G. & Adalı, T. The chronnectome: time-
varying connectivity networks as the next frontier in fmri data discovery. Neuron
84, 262–274 (2014).

11



[22] Keilholz, S. D. The neural basis of time-varying resting-state functional connectivity.
Brain connectivity 4, 769–779 (2014).

[23] Hutchison, R. M., Womelsdorf, T., Allen, E. A., Bandettini, P. A. & Calhoun, V. D.
Dynamic functional connectivity: promise, issues, and interpretations. NeuroImage
80, 360–378 (2013).

[24] Laufs, H. et al. Altered fmri connectivity dynamics in temporal lobe epilepsy might
explain seizure semiology. Frontiers in neurology 5, 175 (2014).

[25] Mayer, A. R. et al. Static and dynamic intrinsic connectivity following mild trau-
matic brain injury. Journal of neurotrauma 32, 1046–1055 (2015).

[26] Cetin, M. S. et al. Multimodal classification of schizophrenia patients with meg and
fmri data using static and dynamic connectivity measures. Frontiers in neuroscience
10, 466 (2016).

[27] Yu, Q. et al. Assessing dynamic brain graphs of time-varying connectivity in fmri
data: application to healthy controls and patients with schizophrenia. Neuroimage
107, 345–355 (2015).

[28] Reveley, C. et al. Superficial white matter fiber systems impede detection of long-
range cortical connections in diffusion mr tractography. Proceedings of the National
Academy of Sciences 112, E2820–E2828 (2015).

[29] Ashburner, J. & Friston, K. J. Diffeomorphic registration using geodesic shooting
and gauss–newton optimisation. NeuroImage 55, 954–967 (2011).

[30] Zalesky, A. et al. Whole-brain anatomical networks: Does the choice of nodes
matter? NeuroImage 50, 970–983 (2010).

[31] Butts, C. T. Revisiting the foundations of network analysis. science 325, 414–416
(2009).

[32] van den Heuvel, M. P., Stam, C. J., Boersma, M. & Pol, H. H. Small-world and
scale-free organization of voxel-based resting-state functional connectivity in the
human brain. Neuroimage 43, 528–539 (2008).

[33] Fornito, A., Zalesky, A. & Bullmore, E. T. Network scaling effects in graph analytic
studies of human resting-state fMRI data. J. Integr. Neurosci. 4 (2010).

[34] Hagmann, P. et al. Mapping the structural core of human cerebral cortex. PLoS
Biology 6, 15 (2008).

[35] Kiviniemi, V. et al. Functional segmentation of the brain cortex using high model
order group pica. Hum. Brain Mapp. 30, 3865–3886 (2009).

[36] Dosenbach, N. U. F. et al. Prediction of individual brain maturity using fmri.
Science 329, 1358–1361 (2010).

12



[37] Cortical thickness and functional networks modules by cortical lobes. Neuroscience
423, 172 – 176 (2019).

[38] Chen, Z. J., He, Y., Rosa-Neto, P., Germann, J. & Evans, A. C. Revealing modular
architecture of human brain structural networks by using cortical thickness from
mri. Cerebral cortex 18, 2374–2381 (2008).

[39] Meunier, D., Achard, S., Morcom, A. & Bullmore, E. Age-related changes in mod-
ular organization of human brain functional networks. Neuroimage 44, 715–723
(2009).

[40] Bassett, D. S. & Bullmore, E. T. Human brain networks in health and disease.
Curr. Opin. Neurol. 22, 340–347 (2009).
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