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#### Abstract

Hawkes processes have been widely used in many areas, but their probability properties can be quite difficult. In the paper an elementary approach is presented to obtain moments of Hawkes processes and/or the intensity of a number of marked Hawkes processes, in which the detailed outline is given step-by-step, and it works not only for all Markovian Hawkes processes, but also for some non-Markovian Hawkes processes. The approach is simpler and more convenient than usual methods such as the Dynkin formula and martingale methods. The method is applied for one-dimensional Hawkes processes and other related processes such as Cox processes, dynamic contagion processes, non-homogenous Poisson processes and non-Markovian cases. Several results are obtained which may be useful in studying Hawkes processes and other counting processes. Our proposed method is an extension of Dynkin formula, which is simple and easy to use.
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## 1. Introduction

Hawkes [12]-[14] introduced a family of models for stochastic point processes called 'self-exciting and mutually-exciting point processes', the essential property of which was that the occurrence of any event increased the probability of further events occurring. The main theoretical properties derived were the Bartlett spectrum and the corresponding covariance density function, useful tools for discriminating between models, means and variances of event counts. These processes have since become known as Hawkes processes and, despite a low uptake of applications for the first thirty years or so, they have recently become widely used in many different fields of study. For example, see [20], [21], [18], [22], [5, 6], [3] and [16].

This paper considers simple point processes on $\mathbb{R}_{\geq 0}$. We denote such a process by $N(t):=\sum_{r \in \mathcal{N}} I_{T_{r} \leq t}, t \geq 0$, where $\left\{T_{r}\right\}$ denote the (disjoint) points of $N(t)$. We interpret $\mathbb{R}_{\geq 0}$ as 'time' and the points $T_{r}$ as 'events' in time. $I_{A}$ is an indicator function for event $A$, i.e., $I_{A}=1$ if event $A$ occurs, otherwise, $I_{A}=0$. An important property of simple point processes is the (conditional) intensity function, often denoted by $\lambda(t)$, such that

$$
\left\{\begin{array}{l}
\mathbb{P}\left\{N(t+\Delta)-N(t)=1 \mid \mathcal{F}_{t}\right\}=\lambda(t) \Delta+o(\Delta) \\
\mathbb{P}\left\{N(t+\Delta)-N(t) \geq 2 \mid \mathcal{F}_{t}\right\}=o(\Delta)
\end{array}\right.
$$

where $\left(\mathcal{F}_{t}\right)_{t \geq 0}$, representing the history of the process up to time $t$ is the filtration $\mathcal{F}_{t}=\sigma(N(s), 0 \leq s<t)$ : so that the history includes knowledge of both intensity and the events prior to time $t$. Note that the above property means that the point process is orderly: i.e., events cannot occur simultaneously.

A simple but fairly general marked Hawkes self-exciting process can be defined by its intensity in the form

$$
\lambda(t)=v(t)+\sum_{T_{r}<t} Z_{r} \gamma\left(t-T_{r}\right), \quad t>0
$$

The function $\gamma(u) \geq 0, u>0$ controls the effect that an event has on the intensity of events at time $u$ later: this may be called the exciting kernel. $Z_{r}$ is a mark associated with the event occurring at time $T_{r}$ : these are usually supposed to be i.i.d. random variables. Note that in this simple class of processes the mark multiplies the exciting
kernel so that an event with a large mark will increase the future intensity much more than an event with a small mark will. For example, an earthquake with large magnitude will increase the probability of further earthquakes much more than a small earthquake will. Similarly, a large jump in the price of a financial asset is more likely to cause more future jumps than a small jump will. Marks can enter the model in more general ways but this simple version will suffice in this paper. $v(t)$ is the base intensity: we will treat this as a deterministic function of time, although it may be partly a function of some exogenous process, representing economic conditions, weather etc., depending on the process that is being modeled.

It is important to realize that the intensity should always be non-negative, and this will be assured if $v(t), Z_{r}$ and $\gamma(u)$ are all non-negative. In this paper we will mostly consider exponential kernels $\gamma(u)=e^{-\beta u}, u>0$, so that our basic class of self-exciting processes will be defined by

$$
\begin{equation*}
\lambda(t)=v(t)+\sum_{T_{r}<t} Z_{r} e^{-\beta\left(t-T_{r}\right)}, \quad t>0 . \tag{1}
\end{equation*}
$$

Sometimes it is useful to suppose that a process has been running for some time, effectively taking the start time as minus infinity for the stationary process. In this paper we will always take the process as starting at time zero, so that the event times, $T_{r}$, are always positive.

A similarly simple class of mutually-exciting models for marked multivariate point processes, $N_{k}(t), k=1,2, \ldots, K$, can be defined by the intensity functions

$$
\begin{equation*}
\lambda_{k}(t)=v_{k}(t)+\sum_{j=1}^{K} \sum_{T_{j, r}<t} Z_{j, r} \alpha_{k j} e^{-\beta_{k j}\left(t-T_{j, r}\right)} \tag{2}
\end{equation*}
$$

where $\lambda_{k}(t)$ and $v_{k}(t)$ are the intensity function and baseline intensity, respectively, for the process of events $N_{k}(t) .\left\{T_{j, r}\right\}_{r=1,2, \ldots}$ denotes the series of times at which events of type $j$ occur and $\left\{Z_{j, r}\right\}_{r=1,2, \ldots}$, the marks associated with those events, are typically assumed to be i.i.d. with distribution function $G_{Z_{j}}(z) . \alpha_{k j}$ and $\beta_{k j}$ are parameters that determine the exciting effect that an event of type $j$ has on the future intensity of events of type $k$. If $j=k$ we have a self-exciting component; $j \neq k$ we have a cross-exciting component.

Hawkes processes have been intensively studied and there have been generalizations to the models and advances in understanding their mathematical properties. Distribu-
tions of counts and interval properties of Hawkes processes can be quite difficult. Some results have been obtained, often using relatively advanced methods such as infinitesimal generators and Dynkin's formula (for example, see [10]). In this paper we consider a class of relatively simple Hawkes processes and introduce an elementary method to obtain expectations of the general form $\mathbb{E}[g(N(t), \lambda(t), t)]$, for example $\mathbb{E}\left[N^{m}(t)\right]$, $\mathbb{E}\left[\lambda^{k}(t)\right]$ and $\mathbb{C o v}[N(t), \lambda(t)]$. The method is elementary in principle, although the algebra can sometimes be complicated or we need to resort to numerical integration.

First we briefly describe methods that have been used in the literature to find such expectations or, better still, to find distributions of $N(t)$ and/or $\lambda(t)$. Oakes [19] studied the simple self-exciting model $\left(v(t) \equiv v, Z_{r} \equiv \alpha\right.$ in Equation (1), which is called as a simple Hawkes process). Using the branching process representation of the simple Hawkes process, developed in [15], he obtained a set of equations for the probability generating function (p.g.f) of $N(t)$, and hence found the mean

$$
\begin{equation*}
\mathbb{E}[N(t)]=\frac{v t}{1-m}-\frac{m}{(1-m)^{2}} \frac{v}{\beta}\left\{1-e^{-\beta(1-m) t}\right\} \tag{3}
\end{equation*}
$$

where $m=\alpha / \beta$ is the branching ratio (the expected number of immediate descendants of any individual in the process). Adamopoulos [1] generalized Oakes [15] cluster process representation of the univariate self-exciting process to a mutually-exciting process. He derived a multivariate probability functional (p.g.fl) of the process from which a variety of probability generating functions, and therefore moments, can be obtained. For example, he obtained the expected number of type $j$ descendants of a type $i$ event at the origin that occur in the interval $(0, t)$. He also obtained some forward recurrence time distributions and distributions of time intervals between events. Numerical results were given for a simple bivariate earthquake model as specified by Equation (2) with all marks $Z_{j, r}$ equal to 1 and parameters $v_{1}=\alpha_{11}=$ $\alpha_{12}=0$ but each of the parameters $v_{2}, \alpha_{21}, \alpha_{22}>0$. Thus, type 2 events were selfexciting and also excited type 1 events; type 1 events were entirely generated by the occurrence of type 2 events, even the baseline being zero. Errais et al. [11] modeled the occurrence of defaults in a portfolio of assets using the simple marked self-exciting process of Equation (2), but with different notation and with time-varying baseline
intensity

$$
\lambda(t)=c+e^{-\kappa t}\left(\lambda_{0}-c\right)+\sum_{T_{r}<t} Z_{r} e^{-\kappa\left(t-T_{r}\right)}
$$

The marks, $Z_{r}$, were proportional to the loss of the defaulting asset, so large losses were likely to lead to further defaults by causing large increases in the intensity.

As the joint process $(N(t), \lambda(t))$ is Markovian, they were able to use the infinitesimal generator and associated Dynkin formula to obtain closed expressions for the moments of the Hawkes intensity. In particular

$$
\begin{equation*}
\mathbb{E}[\lambda(t)]=\left(\frac{\kappa c}{\mu}+\lambda_{0}\right) e^{\mu t}-\frac{\kappa c}{\mu} \tag{4}
\end{equation*}
$$

where $\mu=\mathbb{E}\left(Z_{r}\right)-\kappa$. A similar method was used to find $\mathbb{E}\left[\lambda^{2}(t)\right]$ and, therefore, the variance. They also show that a conditional transform of $J=(L, N)$, where $L(t)$ is the cumulative loss up to time $t$, satisfies

$$
\mathbb{E}\left[\exp \left(u J_{T} \mid \mathcal{F}_{t}\right)\right]=\exp \left(a(t)+b(t) \lambda(t)+u J_{t}\right),
$$

where the functions $a(t)$ and $b(t)$ satisfy certain differential equations. Differentiating with respect to $u$ leads to differential equations that can be solved, algebraically or numerically, to obtain various moments. For example,

$$
\begin{equation*}
\mathbb{E}[N(t)]=\frac{\kappa c+\mu \lambda_{0}}{\mu^{2}}\left(e^{\mu t}-1\right)-\frac{\kappa c}{\mu} t \tag{5}
\end{equation*}
$$

Dassios and Zhao [8] introduced the dynamic Contagion model, denoted as $\left(N_{D}(t)\right.$, $\left.\lambda_{D}(t)\right)$, where $N_{D}(t)$ and $\lambda_{D}(t)$ are corresponding counting process and its intensity function. They could use piecewise-deterministic Markov process theory and the work of [9] to show that the infinitesimal generator operating $\mathcal{A}$ on a function $g(n, \lambda, t)$ to obtain a conditional joint Laplace transform-probability generation function $\mathbb{E}\left[\theta^{N_{D}(t)-N_{D}(u)} e^{-v \lambda_{D}(t)} \mid \mathcal{F}_{u}\right], t>u \geq 0$, for the distributions of $N_{D}(t)$ and $\lambda_{D}(t)$ in terms of a function that satisfies a certain ODE. Marginal Laplace transforms, p.g.fs of $N_{D}(t)$ and $\lambda_{D}(t)$ are obtained by setting $\theta=1$ and $v=0$, respectively. Moments can be obtained in the usual way by taking appropriate derivatives with respect to $\theta$ and $v$. However, instead they apply the infinitesimal generator to functions of the form $g(n, \lambda, t)=n^{m} \lambda^{k}$ to obtain a differential equation whose solution yields the expectation $\mathbb{E}\left[N_{D}^{m}(t) \lambda_{D}^{k}(t)\right]$. In this way they obtain, for example, $\mathbb{E}\left[\lambda_{D}(t)\right], \mathbb{E}\left[\lambda_{D}^{2}(t)\right], \mathbb{E}\left[N_{D}(t)\right]$,
$\mathbb{E}\left[N_{D}^{2}(t)\right], \mathbb{E}\left[N_{D}(t) \lambda_{D}(t)\right]$ and hence also variances and covariance. In each case there is a different differential equation to solve which, using their methods, includes using martingale properties of the generator.

Chen et al. [3] gave perhaps the easiest solution for the expectation of intensity of the univariate Hawkes process with exponential exciting kernel. They wrote its intensity function in the integral form $\lambda(t)=v+\int_{0}^{t} \alpha e^{-\beta(t-u)} \mathrm{d} N(u)$. On taking expectations we get $\mathbb{E}[\lambda(t)]=v+\int_{0}^{t} \alpha e^{-\beta(t-u)} \mathbb{E}[\lambda(u)] \mathrm{d} u$ and the Laplace transform of this is $\varphi^{*}(s)=\int_{0}^{\infty} \mathbb{E}[\lambda(t)] e^{-s t} \mathrm{~d} t=\frac{v}{s}+\frac{\alpha}{s+\beta} \varphi^{*}(s)$. So $\varphi^{*}(s)=\frac{v}{\beta-\alpha}\left(\frac{\beta}{s}-\frac{\alpha}{s+\beta-\alpha}\right)$, which has inverse transform

$$
\begin{equation*}
\mathbb{E}[\lambda(t)]=\frac{v}{\beta-\alpha}\left(\beta-\alpha e^{-(\beta-\alpha) t}\right), \quad t>0, \alpha \neq \beta \tag{6}
\end{equation*}
$$

This is equivalent to Equation (4) if, in that equation, $\lambda_{0}=c=v$, so that the baseline intensity is constant, and $\kappa=\beta, \mathbb{E}\left[Z_{r}\right]=\alpha$.

Summarizing the methods have been used so far for obtaining moments and count distributions of Hawkes processes, we know that the methods are: (i) infinitesimal generator and Dynkin's formula, (ii) probability generating function, (iii) Martingale method and (iv) Laplace transform, but all these methods are only for Hawkes processes with exponential kernel intensity functions.

The rest of the paper is organized as follows. In Section 2 provides our main results in the paper, in which a procedure of obtaining moments for Hawkes processes is developed and illustrated by applying it to a simple Hawkes process, and the relation of our method and Dynkin's formula is discussed as well. In Section 3 various results are obtained for a simple one-dimensional marked Hawkes processes. In Section 4 the method is applied to a variety of processes such as general mutually-exciting processes, Cox processes, dynamic contagion processes, non-homogenous Poisson processes, a one-dimensional self-exciting process with multiple marks and a non-Markovian case. Finally, Section 5 contains conclusions and discussion.

## 2. Main Result

Methods of finding moments that make use of infinitesimal generator, Dynkin formula and martingale may be considered a bit advanced by many people. In this section we propose a new approach for finding moments that use probabilistic arguments that
are fairly elementary in principle, although the complicated algebraic manipulations are needed sometimes for this approach. Somewhat like [8], they lead to differential equations that may be solved algebraically or by numerical integration.

The aim of the method proposed in this paper is to calculate the expectation value of any arbitrary function of point process $N(t)$ and its intensity function $\lambda(t)$, denoted as $f(t):=\mathbb{E}[g(N(t), \lambda(t), t)]$ : for example, the special cases of $\mathbb{E}\left[N^{m}(t)\right], \mathbb{E}\left[\lambda^{n}(t)\right]$ and $\operatorname{Cov}[N(t), \lambda(t)]$. The procedure for this method is described below in subsection 2.1, taking the simple Hawkes process as an example, and $f_{m, n}(t)=\mathbb{E}\left[N^{m}(t) \lambda^{n}(t)\right]$ as an objective function. This process is relatively simple but illustrates most of the ideas used in the general method. Subsection 2.2 provides some comparisons with a method using infinitesimal generators and Dynkin's formula.

### 2.1. Procedure of the elementary approach

The main idea of our elementary approach for obtaining the moments of Hawkes processes is as follows. Given the history of Hawkes process $\mathcal{F}_{t}=\sigma(N(s), 0 \leq s<t)$ and a small positive $\Delta>0$, we know that $N(t+\Delta)-N(t)$ is Bernoulli distributed approximately, thus $\lambda\left(t+\Delta \mid N(t+\Delta)-N(t), \mathcal{F}_{t}\right)$ are two-point distributed random variables approximately, then it is easily to obtain $\mathbb{E}\left[g(N(t+\Delta), \lambda(t+\Delta), t+\Delta) \mid \mathcal{F}_{t}\right]$ based on these Bernoulli and two-point distributions approximately. Furthermore, some differential or partial differential equations on $\mathbb{E}[g(N(t), \lambda(t), t)]$ can be given via letting $\Delta \rightarrow 0$ and using double expectation theorem, these differential or partial differential equations can be solved analytically or numerically to obtain $\mathbb{E}[g(N(t), \lambda(t), t)]$. In the following, we present a procedure exemplified by application for a simple Hawkes process to give the detailed steps to show how our elementary approach works. Consider a simple Hawkes process $N(t), t \geq 0$ with an intensity function given by

$$
\lambda(t)=v+\int_{0}^{t} \alpha e^{-\beta(t-u)} \mathrm{d} N(u)=v+\sum_{T_{r}<t} \alpha e^{-\beta\left(t-T_{r}\right)},
$$

where $T_{r}$ are positive event times, $r=1,2, \ldots, v, \alpha, \beta>0$.
Procedure of the method: the start
Step 1. Set an objective function $f(t)=\mathbb{E}[g(N(t), \lambda(t), t)]$ that is calculated: for example, $\mathbb{E}\left[N^{m}(t) \lambda^{n}(t)\right]$. (The required conditions on $g(n, \lambda, t)$ will be given in subsection 2.2.)

Step 2. Find the probabilities of the following related point process events.
For a simple (or orderly) point process, we need conditional probabilities

$$
\mathbb{P}\left\{N(t+\Delta)-N(t)=0 \mid \mathcal{F}_{t}\right\} \text { and } \mathbb{P}\left\{N(t+\Delta)-N(t)=1 \mid \mathcal{F}_{t}\right\}
$$

where the filtration $\mathcal{F}_{t}=\sigma(N(s), 0 \leq s<t)$ represents the history of the process up to time $t$.

For the simple Hawkes process, we have

$$
\begin{gathered}
\mathbb{P}\left\{N(t+\Delta)-N(t)=0 \mid \mathcal{F}_{t}\right\}=1-\lambda(t) \Delta+o(\Delta) \\
\mathbb{P}\left\{N(t+\Delta)-N(t)=1 \mid \mathcal{F}_{t}\right\}=\lambda(t) \Delta+o(\Delta)
\end{gathered}
$$

Step 3. Calculate the intensity function values $\lambda(t+\Delta)$ given the following two events:

$$
\{N(t+\Delta)-N(t)=0\} \text { and }\{N(t+\Delta)-N(t)=1\}
$$

For the simple Hawkes process, we have,
(i) when $\{N(t+\Delta)-N(t)=0\}$ occurs,

$$
\lambda_{0}(t+\Delta)=v+\alpha \sum_{T_{i}<t+\Delta} e^{-\beta\left(t-T_{i}+\Delta\right)}=(1-\beta \Delta) \lambda(t)+\beta v \Delta+o(\Delta)
$$

(ii) when $\{N(t+\Delta)-N(t)=1\}$ occurs,

$$
\begin{aligned}
\lambda_{1}(t+\Delta) & =v+\alpha \sum_{T_{i}<t} e^{-\beta\left(t-T_{i}+\Delta\right)}+\alpha e^{-\beta\left(t-T_{N(t)+1}+\Delta\right)} \\
& =\lambda_{0}(t+\Delta)+\alpha\left(1-\beta \Delta_{1}\right)+o\left(\Delta_{1}\right), \quad 0<\Delta_{1}<\Delta
\end{aligned}
$$

Step 4. Calculate and simplify $\mathbb{E}\left[g(N(t+\Delta), \lambda(t+\Delta), t+\Delta) \mid \mathcal{F}_{t}\right]$ by using the results obtained in Step 2 and Step 3.

For the simple Hawkes process, we have

$$
\begin{aligned}
& \mathbb{E}\left[N^{m}(t+\Delta) \lambda^{n}(t+\Delta) \mid \mathcal{F}_{t}\right] \\
&= N^{m}(t) \lambda_{0}^{n}(t+\Delta)[1-\lambda(t) \Delta]+[N(t)+1]^{m} \lambda_{1}^{n}(t+\Delta) \lambda(t) \Delta+o(\Delta) \\
&= N^{m}(t) \lambda^{n}(t)+N^{m}(t) \sum_{i=0}^{n-1}\binom{n}{i}\left(-\nabla_{1}\right)^{n-i} \lambda^{i}(t)-N^{m}(t) \sum_{i=0}^{n}\binom{n}{i}\left(-\nabla_{1}\right)^{n-i} \lambda^{i+1}(t) \Delta \\
&+\sum_{j=0}^{m}\binom{m}{j} N^{j}(t) \sum_{i=0}^{n}\binom{n}{i} \alpha^{n-i} \lambda^{i+1}(t) \Delta+o(\Delta),
\end{aligned}
$$

where $\nabla_{1}=\beta[\lambda(t)-v] \Delta, 0<\Delta_{1}<\Delta$.

Step 5. Take expectations on both sides on the formula of $\mathbb{E}[g(N(t+\Delta), \lambda(t+$ $\left.\Delta), t+\Delta) \mid \mathcal{F}_{t}\right]$ which was gotten in Step 4, then let $\Delta \rightarrow 0$ to get the differential or partial differential equation on $\mathbb{E}[g(N(t), \lambda(t), t)]$.

For the simple Hawkes process, we have

$$
\begin{align*}
\frac{d}{d t} \mathbb{E}\left[N^{m}(t) \lambda^{n}(t)\right]= & \lim _{\Delta \downarrow 0} \frac{\mathbb{E}\left[N^{m}(t+\Delta) \lambda^{n}(t+\Delta)\right]-\mathbb{E}\left[N^{m}(t) \lambda^{n}(t)\right]}{\Delta} \\
= & n \beta v \mathbb{E}\left[N^{m}(t) \lambda^{n-1}(t)\right]-n \beta \mathbb{E}\left[N^{m}(t) \lambda^{n}(t)\right] \\
& +\sum_{j=0}^{m-1}\binom{m}{j} \mathbb{E}\left[N^{j}(t) \lambda^{n+1}(t)\right], \\
& +\sum_{j=0}^{m} \sum_{i=0}^{n-1}\binom{m}{j}\binom{n}{i} \alpha^{n-i} \mathbb{E}\left[N^{j}(t) \lambda^{i+1}(t)\right] . \tag{7}
\end{align*}
$$

Note that where $\sum_{i=0}^{w}[\bullet]=0$, when $w<0$.
Step 6. Solve the established differential equations based on the boundary conditions.

For the simple Hawkes process, this differential equation (obtained in Step 5) can be solved, subject to initial conditions $\mathbb{E}\left[N^{i}(0)\right]=0, \mathbb{E}\left[\lambda^{i}(0)\right]=v^{i},(i=1,2, \ldots)$.

Procedure of the method: the end.
This procedure provides the main result for our elementary method, the quantities $\lambda_{0}(t+\Delta)$ and $\lambda_{1}(t+\Delta)$ are required, and the double expectation theorem is used, then differential equations are developed, which can provide solution for $\mathbb{E}[g(N(t), \lambda(t), t)]$
Remark 1. In Steps 3 and 4, the symbol $o(\Delta)$ is used, which is for $X=o(\Delta)$ such that

$$
\lim _{\Delta \downarrow 0} \frac{X}{\Delta}=0, \quad \text { a.e. }
$$

where $X$ is a random variable. In the paper the notation $o(\Delta)$ is used in many places, some of them are for the deterministic sense, some for the random case like just mentioned in Step 3. However, which one does not matter for the calculations, the reason for this can be seen in Remark 2.

Remark 2. We have used the conclusion $\lim _{\Delta \downarrow 0} \mathbb{E}[X / \Delta]=0$ such that $X=o(\Delta)$ (of course, it is not a general infinitesimal, which is raised in our paper), this operation means that

$$
\lim _{\Delta \downarrow 0} \mathbb{E}[X / \Delta]=\mathbb{E}\left[\lim _{\Delta \downarrow 0} X / \Delta\right]=0
$$

The holding of above equality needs, in general, the sequence $\left\{\frac{o(\Delta)}{\Delta}\right\}_{\Delta>0}=\left\{\frac{X}{\Delta}\right\}_{\Delta>0}$ being uniformly integrable. In fact, we have

$$
\sup _{0<\Delta<\delta} \mathbb{E}[|X / \Delta|]<\infty
$$

where $\delta$ is a given very small positive value, it is well-known that this condition can guarantee the the sequence $\left\{\frac{X}{\Delta}\right\}_{\Delta>0}$ being uniformly integrable. Thus the interchange of expectation and limit is a reasonable operation in our procedure. In the following, we shall show some facts appeared in our paper. Note we assume that

$$
\mathbb{E}[|g(N(t), \lambda(t), t)|]<\infty
$$

Case 1. In Step 3 in Section 2.1, for

$$
\lambda_{0}(t+\Delta)=v+\alpha \sum_{T_{i}<t+\Delta} e^{-\beta\left(t-T_{i}+\Delta\right)}=(1-\beta \Delta) \lambda(t)+\beta v \Delta+o(\Delta)
$$

where $o(\Delta)=\left[\frac{(\beta \Delta)^{2}}{2!}-\frac{(\beta \Delta)^{3}}{3!}+\frac{(\beta \Delta)^{4}}{4!}-\cdots\right][\lambda(t)-v]=\left[e^{-\beta \Delta}-1+\beta \Delta\right][\lambda(t)-v]$. On the other hand, we can know that

$$
\mathbb{E}\left[\left|\frac{o(\Delta)}{\Delta}\right|\right] \leq\left|\frac{e^{-\beta \Delta}-1+\beta \Delta}{\Delta}\right| \mathbb{E}[|\lambda(t)-v|]
$$

and $\left|\frac{e^{-\beta \Delta}-1+\beta \Delta}{\Delta}\right| \leq \frac{1}{\Delta} \sum_{n=2}^{\infty}(-1)^{n} \frac{(\beta \Delta)^{n}}{n!} \leq \frac{1}{\Delta} \sum_{n=2}^{\infty} \frac{(\beta \Delta)^{n}}{n!} \leq \beta \sum_{n=1}^{\infty} \frac{(\beta \Delta)^{n}}{n!}=\beta\left(e^{\beta \Delta}-1\right)$. If we choose $\Delta \beta<1$, i.e., $\Delta<1 / \beta=\delta$, then we have

$$
\left|\frac{e^{-\beta \Delta}-1+\beta \Delta}{\Delta}\right| \leq \beta(e-1)
$$

For any given time $t$, we know that $\mathbb{E}[|\lambda(t)-v|] \leq C$, i.e., it has a bound (where $C$ does not related to $\Delta$ ). Thus we can obtain that

$$
\mathbb{E}\left[\left|\frac{o(\Delta)}{\Delta}\right|\right] \leq \beta(e-1) C
$$

provided that $\Delta<1 / \beta=\delta$. It proves $\sup _{0<\Delta<\delta} \mathbb{E}[|X / \Delta|]<\infty$.
Case 2. In Step 3 in Section 2.1, for

$$
\begin{aligned}
\lambda_{1}(t+\Delta) & =v+\alpha \sum_{T_{i}<t} e^{-\beta\left(t-T_{i}+\Delta\right)}+\alpha e^{-\beta\left(t-T_{N(t)+1}+\Delta\right)} \\
& =\lambda_{0}(t+\Delta)+\alpha\left(1-\beta \Delta_{1}\right)+o\left(\Delta_{1}\right), \quad 0<\Delta_{1}<\Delta
\end{aligned}
$$

where $\Delta_{1}$ is a random variable, but it has the lower and upper bounds: 0 and $\Delta$, respectively. Similarly, we can prove that $\sup _{0<\Delta<\delta} \mathbb{E}[|X / \Delta|]<\infty, \Delta<1 / \beta=\delta$.

Case 3. In Step 3 in Section 2.2, in $\mathbb{E}\left[g(N(t+\Delta), \lambda(t+\Delta), t+\Delta) \mid \mathcal{F}_{t}\right]$, we used that

$$
o(\Delta)=g\left(N(t+\Delta), \lambda_{i}(t+\Delta), t+\Delta\right) P\{N(t+\Delta)-N(t) \geq 2\},(i \geq 2)
$$

it has assumed that

$$
P\{N(t+\Delta)-N(t) \geq 2\}=o_{D}(\Delta)
$$

which is a deterministic case (using the letter " $D$ " to denote it). On the other hand, based on the boundness of $\mathbb{E}[|g(N(t), \lambda(t), t)|]$ for any time $t$, we have

$$
\mathbb{E}[o(\Delta) / \Delta]=\left[o_{D}(\Delta) / \Delta\right] \mathbb{E}\left[g\left(N(t+\Delta), \lambda_{i}(t+\Delta), t+\Delta\right)\right]=o_{D}(\Delta) / \Delta
$$

which proves that $\sup _{0<\Delta<\delta} \mathbb{E}[|X / \Delta|]<\infty$.
Remark 3. The double expectation theorem is used in our elementary method, i.e.,

$$
\mathbb{E}[g(N(t+\Delta), \lambda(t+\Delta), t+\Delta)]=\mathbb{E}\left[\mathbb{E}\left[g(N(t+\Delta), \lambda(t+\Delta), t+\Delta) \mid \mathcal{F}_{t}\right]\right]
$$

Remark 4. We have not mentioned the marks in Hawkes processes in this procedure, but, in fact, the i.i.d. marks do not affect our method in essential, they just make the computations complicated. Thus in the following context, we consider them not always.

### 2.2. Relation of our method to use of infinitesimal generators and Dynkin's formula

From the procedure provided above, we know that the key issue is to get the differential equation. To embody this key point, we summarize and provide the detailed steps for a general function $g(N(t), \lambda(t), t)$ which and its related expectations must satisfy the following conditions:
(i) $\frac{\partial}{\partial t} g(N, \lambda, t)$ is uniformly continuous in $t$;
(ii) $\frac{\partial}{\partial \lambda} g(N, \lambda, t)$ and $\frac{\partial}{\partial \lambda} g(N, \lambda, t) \frac{\mathrm{d} \lambda}{\mathrm{d} t}$ are uniformly continuous in $\lambda$;
(iii) All expectations exist and are finite.

Given the filtration $\mathcal{F}_{t}=\sigma(N(s), 0 \leq s<t)$, and noting that $\lambda(t)=\lambda(t, N(t), Z)$, where the random variable $Z$ is a mark in the Hawkes process $N(t)$ with distribution
function $G_{Z}(z)$.

$$
\begin{aligned}
& \mathbb{E}\left[g(N(t+\Delta), \lambda(t+\Delta), t+\Delta) \mid \mathcal{F}_{t}\right] \\
&= g\left(N(t), \lambda_{0}(t+\Delta), t+\Delta\right)[1-\lambda(t) \Delta] \\
&+g\left(N(t)+1, \lambda_{1}(t+\Delta), t+\Delta\right)[\lambda(t) \Delta]+o(\Delta) \\
&= g\left(N(t), \lambda_{0}(t+\Delta), t+\Delta\right)-g\left(N(t), \lambda_{0}(t+\Delta), t+\Delta\right) \lambda(t) \Delta \\
&+g\left(N(t)+1, \lambda_{1}(t+\Delta), t+\Delta\right) \lambda(t) \Delta+o(\Delta),
\end{aligned}
$$

where $\lambda_{0}(t+\Delta)=\lambda\left(t+\Delta, N(t), Z_{1}, Z_{2}, \ldots, Z_{N(t)}\right)$,

$$
\begin{aligned}
& \lambda_{1}(t+\Delta)=\lambda\left(t+\Delta, N(t)+1, Z_{1}, Z_{2}, \ldots, Z_{N(t)+1}\right) \\
& \lim _{\Delta \downarrow 0} \lambda_{0}(t+\Delta)=\lambda\left(t, N(t), Z_{1}, Z_{2}, \ldots, Z_{N(t)}\right) \text { and, } \\
& \lim _{\Delta \downarrow 0} \lambda_{1}(t+\Delta)=\lambda\left(t, N(t)+1, Z_{1}, Z_{2}, \ldots, Z_{N(t)+1}\right) .
\end{aligned}
$$

We have

$$
\begin{aligned}
\lim _{\Delta \downarrow 0} & \frac{\mathbb{E}\{ }{}\left\{\mathbb{E}\left[g(N(t+\Delta), \lambda(t+\Delta), t+\Delta) \mid \mathcal{F}_{t}\right]-g(N(t), \lambda(t), t)\right\} \\
= & \lim _{\Delta \downarrow 0} \frac{\mathbb{E}\left[g\left(N(t), \lambda_{0}(t+\Delta), t+\Delta\right)\right]-\mathbb{E}\left[g\left(N(t), \lambda_{0}(t+\Delta), t\right)\right]}{\Delta} \\
& +\lim _{\Delta \downarrow 0} \frac{\mathbb{E}\left[g\left(N(t), \lambda_{0}(t+\Delta), t\right)\right]-\mathbb{E}[g(N(t), \lambda(t), t)]}{\Delta} \\
& +\lim _{\Delta \downarrow 0}\left\{\mathbb{E}\left[\lambda(t) g\left(N(t)+1, \lambda_{1}(t+\Delta), t+\Delta\right)\right]\right. \\
& \left.-\mathbb{E}\left[\lambda(t) g\left(N(t), \lambda_{0}(t+\Delta), t+\Delta\right)\right]\right\} .
\end{aligned}
$$

We get

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[g(N(t), \lambda(t), t)]=\mathbb{E}\left[\frac{\partial}{\partial t} g(N(t), \lambda(t), t)\right]+\mathbb{E}\left[\frac{\partial}{\partial \lambda} g(N(t), \lambda(t), t) \frac{\mathrm{d}}{\mathrm{~d} t} \lambda(t)\right]  \tag{8}\\
& +\mathbb{E}[\lambda(t) g(N(t)+1, \lambda(t)+Z, t)]-\mathbb{E}[\lambda(t) g(N(t), \lambda(t), t)]
\end{align*}
$$

provided that

$$
\lim _{\Delta \downarrow 0} \frac{\mathbb{E}\left[g\left(N(t), \lambda_{0}(t+\Delta), t\right)\right]-\mathbb{E}[g(N(t), \lambda(t), t)]}{\Delta}=\mathbb{E}\left[\frac{\partial}{\partial \lambda} g(N(t), \lambda(t), t) \frac{\mathrm{d}}{\mathrm{~d} t} \lambda(t)\right]
$$

and

$$
|\mathbb{E}[\lambda(t) g(N(t)+1, \lambda(t)+Z, t)]-\mathbb{E}[\lambda(t) g(N(t), \lambda(t), t)]|<\infty
$$

hold.
Equation (8) can be used for any function $g(N, \lambda, t)$ for which the expectations of $\mathbb{E}\left[\frac{\partial}{\partial \lambda} g(N(t), \lambda(t), t) \frac{\mathrm{d}}{\mathrm{d} t} \lambda(t)\right]$ and $\mathbb{E}[\lambda(t) g(N(t)+1, \lambda(t)+Z, t)]$ can be calculated or can be expressed as functions of $\mathbb{E}[g(N(t), \lambda(t), t)]$ or Equation (8) can be solved analytically or numerically.

For completeness, we recall that the definition of an infinitesimal generator $\mathcal{A}$ of process $\boldsymbol{X}(t)$ is given as for any function $g: \Re^{n} \rightarrow \Re$,

$$
\mathcal{A} g(\boldsymbol{x})=\lim _{t \downarrow 0} \frac{\mathbb{E}[g(\boldsymbol{X}(t))]-g(\boldsymbol{x})}{t}, \boldsymbol{x} \in \Re^{n}, \boldsymbol{X}(0)=\boldsymbol{x}, \quad \lim _{t \downarrow 0} g(\boldsymbol{X}(t))=g(\boldsymbol{x})
$$

Furthermore, we can take an integral operation from time $t$ to $T(t<T)$ on both sides of Equation (8) getting

$$
\begin{aligned}
& \mathbb{E}\left[g(N(T), \lambda(T), T) \mid \mathcal{F}_{t}\right]-g(N(t), \lambda(t), t) \\
& =\int_{t}^{T} \mathbb{E}\left\{\left.\frac{\partial}{\partial u} g(N(u), \lambda(u), u) \right\rvert\, \mathcal{F}_{t}\right\} \mathrm{d} u+\int_{t}^{T} \mathbb{E}\left\{\left.\frac{\partial}{\partial \lambda} g(N(u), \lambda(u), u) \frac{\mathrm{d}}{\mathrm{~d} u} \lambda(u) \right\rvert\, \mathcal{F}_{t}\right\} \mathrm{d} u \\
& \quad+\int_{t}^{T} \mathbb{E}\left[\lambda(u) g(N(u)+1, \lambda(u)+Z, u) \mid \mathcal{F}_{t}\right] \mathrm{d} u-\mathbb{E}[\lambda(t) g(N(t), \lambda(t), t)] \\
& =\mathbb{E}\left\{\int _ { t } ^ { T } \left[\lambda(u) \int_{0}^{\infty}[g(N(u)+1, \lambda(u)+z, u)-g(N(u), \lambda(u), u)] \mathrm{d} G_{Z}(z)\right.\right. \\
& \left.\left.\left.\quad \quad \quad+\frac{\partial g}{\partial u}+\frac{\partial g}{\partial \lambda} \frac{\mathrm{~d} \lambda}{\mathrm{~d} u} \right\rvert\, \mathcal{F}_{t}\right] \mathrm{~d} u\right\} .
\end{aligned}
$$

That is to say, we have

$$
\begin{equation*}
\mathbb{E}\left[g(N(T), \lambda(T), T) \mid \mathcal{F}_{t}\right]-g(N(t), \lambda(t), t)=\mathbb{E}\left[\int_{t}^{T} \mathcal{A} g(N(u), \lambda(u), u) \mathrm{d} u \mid \mathcal{F}_{t}\right] \tag{9}
\end{equation*}
$$

which is the Dynkin formula. The infinitesimal generator $\mathcal{A}$ is given for a function $g: N \times \Re^{+} \times \Re^{+} \rightarrow \Re$ with continuous partial derivatives by

$$
\begin{equation*}
\mathcal{A} g(N, \lambda, t)=\frac{\partial g}{\partial t}+\frac{\partial g}{\partial \lambda} \frac{\mathrm{~d} \lambda}{\mathrm{~d} t}+\lambda \int_{0}^{\infty}[g(N+1, \lambda+z, t)-g(N, \lambda, t)] \mathrm{d} G_{Z}(z) \tag{10}
\end{equation*}
$$

Based on the above analysis, we see that, if the process is Markovian, the results obtained by using the Dynkin formula can also be obtained by using our method. Furthermore, our method is very naïve and simple. However, our method is more general because, as the following example shows, it can also be applied in non-Markovian cases for which the Dynkin formula is not applicable. In fact, another non-Markovian case example will be presented in Section 4 as well.
Remark 5. We presented our elementary method by using a procedure rather than formula like Equation (8). Because (i) our method does not need any advanced theory and works for more situations rather than limited to the Markovian cases which the Dynkin formula needs; (ii) Our method can be operated simply without any conditions
to be checked if it works. In fact, In subsection 3.2.3, we shall show this point via the comparison between our method and Dynkin formula.

We consider any regular counting process such that the probability of multiple events in an interval of length $\Delta$ is of order $o(\Delta)$ as $\Delta \rightarrow 0$. Then we have the following Theorem:

Theorem 1. For a counting process such that $\mathbb{P}\{N(t+\Delta)-N(t) \geq 2\}=o(\Delta)$, then we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N^{m}(t)\right]=\sum_{j=0}^{m-1}\binom{m}{j} \mathbb{E}\left[N^{j}(t) \lambda(t)\right], \quad(m \geq 1) \tag{11}
\end{equation*}
$$

Proof. The proof is similar to that in Steps 4 and 5 in the procedure for the simple Hawkes process.

Remark 6. Theorem 1 does not require the Markov property, it holds for all counting processes that do not have multiple events occurring simultaneously. This fact tells us that our method is an extension of Dynkin formula.

## 3. Applications on Self-Exciting Hawkes Processes

In this section, the applications on several self-exciting Hawkes processes for our elementary method given in Section 2 are shown, in which the detailed steps or numerical examples are presented.

### 3.1. Applications on a simple Hawkes process

Consider a simple Hawkes process $N(t), t \geq 0$ with an intensity function given in Section 2. In the following steps, we demonstrate our method for $\mathbb{E}\left[\lambda^{n}(t)\right], t \geq 0$, and derive all general equations (i.e., equations (12), (14) and (15)). Then consider special cases like $n=m=2$.

Step 1. Set our target as $\mathbb{E}\left[\lambda^{n}(t)\right]$ for any positive integer $n(n \geq 1)$.
Step 2. Find two probabilities such as

$$
\begin{gathered}
\mathbb{P}\left\{N(t+\Delta)-N(t)=0 \mid \mathcal{F}_{t}\right\}=1-\lambda(t) \Delta+o(\Delta) \\
\mathbb{P}\left\{N(t+\Delta)-N(t)=1 \mid \mathcal{F}_{t}\right\}=\lambda(t) \Delta+o(\Delta)
\end{gathered}
$$

where the filtration $\mathcal{F}_{t}=\sigma(N(s), 0 \leq s<t)$ represents the history of the simple Hawkes process up to time $t$, and $\Delta>0$. And we also know that $\mathbb{P}\{N(t+\Delta)-N(t) \geq$
$\left.2 \mid \mathcal{F}_{t}\right\}=o(\Delta)$ due to the assumption.
Step 3. Calculate the intensity function $\lambda(t+\Delta)$ given $\mathcal{F}_{t}$ and two events

$$
\{N(t+\Delta)-N(t)=0\} \text { and }\{N(t+\Delta)-N(t)=1\}
$$

(i) When $\{N(t+\Delta)-N(t)=0\}$ occurs,

$$
\lambda_{0}(t+\Delta)=v+\sum_{T_{i}<t+\Delta} \alpha e^{-\beta\left(t-T_{i}+\Delta\right)}=(1-\beta \Delta) \lambda(t)+\beta v \Delta+o(\Delta)
$$

(ii) When $\{N(t+\Delta)-N(t)=1\}$ occurs,

$$
\begin{aligned}
\lambda_{1}(t+\Delta) & =v+\sum_{T_{i}<t} \alpha e^{-\beta\left(t-T_{i}+\Delta\right)}+\alpha e^{-\beta \Delta_{1}} \\
& =\lambda_{0}(t+\Delta)+\alpha\left(1-\beta \Delta_{1}\right)+o\left(\Delta_{1}\right), 0<\Delta_{1}<\Delta
\end{aligned}
$$

Step 4. Calculate $\mathbb{E}\left[\lambda^{n}(t+\Delta) \mid \mathcal{F}_{t}\right]$.
Based on values of $\lambda_{0}(t+\Delta)$ and $\lambda_{1}(t+\Delta)$ given in Step 3, we have

$$
\begin{aligned}
\mathbb{E}\left[\lambda^{n}(t+\Delta) \mid \mathcal{F}_{t}\right] & =\lambda_{0}^{n}(t+\Delta)[1-\lambda(t) \Delta]+\lambda_{1}^{n}(t+\Delta) \lambda(t) \Delta+o(\Delta) \\
& =\lambda_{0}^{n}(t+\Delta)+\lambda(t) \Delta \sum_{i=0}^{n-1}\binom{n}{i} \lambda_{0}^{i}(t+\Delta)\left(\alpha-\beta \Delta_{1}\right)^{n-i}+o(\Delta)
\end{aligned}
$$

$\mathbb{E}\left[\lambda^{m}(t+\Delta) \mid \mathcal{F}_{t}\right]$ is gotten because when $\{N(t+\Delta)-N(t)=0\}$ occurs, then $\lambda(t+\Delta)=$ $\lambda_{0}(t+\Delta)$. When $\{N(t+\Delta)-N(t)=1\}$ occurs, then $\lambda(t+\Delta)=\lambda_{1}(t+\Delta)$.

Step 5. Get a differential equation on $\mathbb{E}\left[\lambda^{n}(t)\right]$. Let $\Delta \rightarrow 0$, and using the result obtained in Step 4 and the following equality

$$
\mathbb{E}\left[\mathbb{E}\left[\lambda^{n}(t+\Delta) \mid \mathcal{F}_{t}\right]\right]=\mathbb{E}\left[\lambda^{n}(t+\Delta)\right]
$$

then we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\lambda^{n}(t)\right]=n \beta v \mathbb{E}\left[\lambda^{n-1}(t)\right]-n \beta \mathbb{E}\left[\lambda^{n}(t)\right]+\sum_{i=0}^{n-1}\binom{n}{i} \alpha^{n-i} \mathbb{E}\left[\lambda^{i+1}(t)\right], \quad(n \geq 1) \tag{12}
\end{equation*}
$$

Step 6. Solve the established differential equation for getting $\mathbb{E}\left[\lambda^{n}(t)\right]$. Now we consider the case of $\mathbb{E}\left[N^{2}(t)\right]$.

We have from Equation (11),

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N^{2}(t)\right]=\mathbb{E}[\lambda(t)]+2 \mathbb{E}[N(t) \lambda(t)] \tag{13}
\end{equation*}
$$

thus we need two terms: $\mathbb{E}[\lambda(t)]$ and $\mathbb{E}[N(t) \lambda(t)]$, for getting $\mathbb{E}\left[N(t)^{2}\right]$.

Similarly, for $\mathbb{E}[N(t) \lambda(t)]$, following Steps 1 to $\mathbf{5}$, we can get differential equations as follows.

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[N(t) \lambda(t)]=\beta v \mathbb{E}[N(t)]+\mathbb{E}[\lambda(t)]+(\alpha-\beta) \mathbb{E}[N(t) \lambda(t)]+\mathbb{E}\left[\lambda^{2}(t)\right] \tag{14}
\end{equation*}
$$

We thus can set up and solve a chain of differential equations.

$$
\mathbb{E}[\lambda(t)] \rightarrow \mathbb{E}\left[\lambda^{2}(t)\right] \rightarrow \cdots \rightarrow \mathbb{E}\left[\lambda^{n}(t)\right], \quad(n \geq 1)
$$

When $n=1$, we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[\lambda(t)]=(\alpha-\beta) \mathbb{E}[\lambda(t)]+\beta v \tag{15}
\end{equation*}
$$

with initial condition $\mathbb{E}[\lambda(0)]=v$. This differential equation is easily solved as

$$
\mathbb{E}[\lambda(t)]= \begin{cases}\frac{-\beta v}{\alpha-\beta}+\frac{\alpha v}{\alpha-\beta} e^{(\alpha-\beta) t}, & \text { when } \alpha \neq \beta  \tag{16}\\ v+v \alpha t, & \text { when } \alpha=\beta\end{cases}
$$

Taking $m=1$, in Equation (11) gives

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[N(t)]=\mathbb{E}[\lambda(t)] \Rightarrow \\
\mathbb{E}[N(t)]=\int_{0}^{t} \mathbb{E}[\lambda(u)] \mathrm{d} u= \begin{cases}\frac{-\beta v t}{\alpha-\beta}+\frac{\alpha v}{(\alpha-\beta)^{2}}\left[e^{(\alpha-\beta) t}-1\right], & \text { when } \alpha \neq \beta, \\
v t+\frac{1}{2} v \alpha t^{2}, & \text { when } \alpha=\beta .\end{cases} \tag{17}
\end{gather*}
$$

Furthermore, we have from Equation (12),

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\lambda^{2}(t)\right]=\left(2 \beta v+\alpha^{2}\right) \mathbb{E}[\lambda(t)]+(2 \alpha-2 \beta) \mathbb{E}\left[\lambda^{2}(t)\right], \quad(n=2) \tag{18}
\end{equation*}
$$

Solving Equation (18), we have, with initial condition $\mathbb{E}\left[\lambda^{2}(0)\right]=v^{2}$,

$$
\mathbb{E}\left[\lambda^{2}(t)\right]= \begin{cases}{\left[\frac{\Delta_{11}}{\alpha-\beta}+v^{2}-\frac{\Delta_{12}}{\alpha-\beta}\right] e^{-2(\alpha-\beta) t},} & \text { when } \alpha \neq \beta \\ v\left(\alpha^{2}+2 \beta v\right)\left(\frac{1}{2} t^{2}+t\right)+v^{2}, & \text { when } \alpha=\beta\end{cases}
$$

where $\Delta_{11}=\left(\alpha^{2}+2 \beta v\right) v\left[\frac{\alpha e^{3(\alpha-\beta) t}}{3(\alpha-\beta)}-\frac{\beta e^{2(\alpha-\beta) t}}{2(\alpha-\beta)}\right], \Delta_{12}=\left(\alpha^{2}+2 \beta v\right) v\left[\frac{\alpha}{3(\alpha-\beta)}-\frac{\beta}{2(\alpha-\beta)}\right]$.
Similarly, solving Equation (14), we get, with initial condition $\mathbb{E}[N(0) \lambda(0)]=0$,

$$
\mathbb{E}[N(t) \lambda(t)]= \begin{cases}e^{(\alpha-\beta) t} \int_{0}^{t}\left[\beta v \mathbb{E}[N(u)]+\mathbb{E}[\lambda(u)]+\mathbb{E}\left[\lambda^{2}(u)\right]\right] \mathrm{d} u, & \text { when } \alpha \neq \beta  \tag{19}\\ \int_{0}^{t}\left[\beta v \mathbb{E}[N(u)]+\mathbb{E}[\lambda(u)]+\mathbb{E}\left[\lambda^{2}(u)\right]\right] \mathrm{d} u, & \text { when } \alpha=\beta\end{cases}
$$

Based on Equation (13), we have, with initial condition $\mathbb{E}\left[N^{2}(0)\right]=0$,

$$
\begin{equation*}
\mathbb{E}\left[N^{2}(t)\right]=\int_{0}^{t}[\mathbb{E}[\lambda(u)]+2 \mathbb{E}[N(u) \lambda(u)] \mathrm{d} u \tag{20}
\end{equation*}
$$

which is a closed-form for the second order moment of a simple Hawkes process. In fact, these are not so easy to describe in general but results for low order moments are easy to obtain. Results for all first and second order moments can be found from Equations (16) and (17) for first order then Equations (14), (18) to (20), for second order moments - see example 1 below. All expectations of order $m$ can be found as follows: calculate all expectations of order less than $m$; find expectation $\mathbb{E}\left[\lambda^{m}(t)\right]$ using the recursion of powers of $\lambda(t)$ from Equation (12); finally, use appropriate versions of corresponding Equation (21) (to be given in subsection 3.2) to obtain successively all expectations of order $m$,

$$
\mathbb{E}\left[\lambda^{m}(t)\right] \rightarrow \mathbb{E}\left[N_{H}(t) \lambda^{m-1}(t)\right] \rightarrow \cdots \rightarrow \mathbb{E}\left[N_{H}^{m-1}(t) \lambda(t)\right] \rightarrow \mathbb{E}\left[N_{H}^{m}(t)\right], \quad(m \geq 1)
$$

The whole recursion can be represented as
order $1: \mathbb{E}[\lambda(t)] \rightarrow \mathbb{E}[N(t)] \rightarrow$ order 2
order $2: \mathbb{E}\left[\lambda^{2}(t)\right] \rightarrow \mathbb{E}[N(t) \lambda(t)] \rightarrow \mathbb{E}\left[N^{2}(t)\right] \rightarrow$ order 3
order $m-1$ : $\cdots \rightarrow$ order $m$
order $m: \mathbb{E}\left[\lambda^{m}(t)\right] \rightarrow \mathbb{E}\left[N(t) \lambda^{m-1}(t)\right] \rightarrow \cdots \rightarrow \mathbb{E}\left[N^{m-1}(t) \lambda(t)\right] \rightarrow \mathbb{E}\left[N^{m}(t)\right],(m \geq$ 1)

In the following, a numerical example is given for a simple Hawkes process.
Example 1. For a simple Hawkes process, if $\alpha=2, \beta=3, v=1$, we have

$$
\mathbb{E}[\lambda(t)]=3-2 e^{-t}
$$

from Equation (16), then from Equation (17)

$$
\mathbb{E}[N(t)]=\int_{0}^{t} \mathbb{E}[\lambda(u)] \mathrm{d} u=-2+3 t+2 e^{-t}
$$

$\frac{\mathrm{d}}{\mathrm{d} t} \mathbb{E}\left[\lambda^{2}(t)\right]+2 \mathbb{E}\left[\lambda^{2}(t)\right]=10 \mathbb{E}[\lambda(t)]$ from Equation $(12) \Rightarrow \mathbb{E}\left[\lambda^{2}(t)\right]=15-20 e^{-t}+6 e^{-2 t} ;$

$$
\begin{gathered}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[N(t) \lambda(t)]+\mathbb{E}[N(t) \lambda(t)]=3 \mathbb{E}[N(t)]+2 \mathbb{E}[\lambda(t)]+\mathbb{E}\left[\lambda^{2}(t)\right] \text { from Equation (14) } \\
\Rightarrow \mathbb{E}[N(t) \lambda(t)]=6+9 t-18 t e^{-t}-6 e^{-2 t} \\
\frac{\mathrm{~d}}{\mathrm{~d} t} \mathbb{E}\left[N^{2}(t)\right]=\mathbb{E}[\lambda(t)]+2 \mathbb{E}[N(t) \lambda(t)] \text { from Equation }(21) \\
\Rightarrow \mathbb{E}\left[N^{2}(t)\right]=\int_{0}^{t} \mathbb{E}[\lambda(u)]+2 \mathbb{E}[N(u) \lambda(u)] \mathrm{d} u \\
\Rightarrow \mathbb{E}\left[N^{2}(t)\right]=-44+15 t+9 t^{2}+36 t e^{-t}+38 e^{-t}+6 e^{-2 t}
\end{gathered}
$$

We further obtain in the usual way

$$
\begin{aligned}
& \mathbb{V} \operatorname{ar}[\lambda(t)]=6-8 e^{-t}+2 e^{-2 t} \\
& \mathbb{V a r}[N(t)]=-48+27 t+24 t e^{-t}+46 e^{-t}+2 e^{-2 t} \\
& \operatorname{Cov}[N(t), \lambda(t)]=\mathbb{E}[N(t) \lambda(t)]-\mathbb{E}[N(t)] \mathbb{E}[\lambda(t)]=12-12 t e^{-t}-10 e^{-t}-2 e^{-2 t}
\end{aligned}
$$

As shown in FIGURE 1, we see that correlation coefficient $\rho(t)$ of $N(t)$ and $\lambda(t)$ is a decreasing function of time $t$ and $\lim _{t \downarrow 0} \rho(t)=1, \lim _{t \uparrow \infty} \rho(t)=0$, as we intuitively expect.


Figure 1: The correlation coefficient $\rho(t)$ of $N(t)$ and $\lambda(t)$ for a simple Hawke process..

### 3.2. Applications on a simple self-exciting marked Hawkes process

In this subsection, we shall use our method to obtain some results for the simple self-exciting marked Hawkes process defined as follows (see Equation (21)). A simple self-exciting marked Hawkes process $N_{H}(t)$ has intensity

$$
\begin{equation*}
\lambda(t)=v+\sum_{T_{r}<t} Z_{i} e^{-\beta\left(t-T_{r}\right)}, t>0 \tag{21}
\end{equation*}
$$

with $\left\{Z_{r}\right\}$ a sequence of i.i.d. random variables with distribution function $G_{Z}(z)$. An even simpler model is obtained if $G_{Z}(z)$ is a degenerate distribution with all values equal to a constant $\alpha$, which is a simple Hawkes process we have discussed previously. It is easy to see that the pair $\left(N_{H}(t), \lambda(t)\right)$ forms a Markov process. Within this subsection we simplify the notation by writing $\mathbb{E}\left[Z^{r}\right]=\mu_{r}, r>0$. Note that throughout this paper we always use $\mu_{i}$ as the $i$ th moments for random variables, their distribution functions can be known from the context.

### 3.2.1. $A$ result for $\mathbb{E}\left[N_{H}^{m}(t) \lambda^{n}(t)\right]$.

Similar to that in subsection 3.1, we have that if there is no event occuring in $(t, t+\Delta)$, with probability $1-\lambda(t) \Delta+o(\Delta)$, then $N_{H}(t+\Delta)=N_{H}(t)$ and,
$\lambda_{0}(t+\Delta)=v+\sum_{T_{i}<t+\Delta} Z_{i} e^{-\beta\left(t+\Delta-T_{i}\right)}=v+e^{-\beta \Delta} \sum_{T_{i}<t} Z_{i} e^{-\beta\left(t-T_{i}\right)}=\lambda(t)-\nabla_{1}+o(\Delta)$.
If there is an event occuring in $(t, t+\Delta)$, with probability $\lambda(t) \Delta+o(\Delta)$, then $N_{H}(t+$ $\Delta)=N_{H}(t)+1$ and

$$
\begin{aligned}
\lambda_{1}(t+\Delta) & =v+\sum_{T_{i}<t+\Delta} Z_{i} e^{-\beta\left(t+\Delta-T_{i}\right)} \\
& =\lambda(t)-\nabla_{1}+Z_{N_{H}(t)+1} \nabla_{2}+o(\Delta)
\end{aligned}
$$

where $\nabla_{1}$ was given in Step 4 of subsection 2.1, and $\nabla_{2}=1-\beta \Delta_{1}$. Thus we can get Theorem 2 given below, which is a differential equation that can be solved recursively.

Theorem 2. For any non-negative integers $m$ and $n$, suppose the random marks $Z_{i}$, $(i=1,2, \ldots)$ with distribution function $G_{Z}(z)$ are independent of previous values of Hawkes process $N_{H}(t)$ and its intensity $\lambda(t)$; and its kernel function is $\gamma(t)=e^{-\beta t}$. Then we have, using the notation $f_{m, n}(t)=\mathbb{E}\left[N_{H}^{m}(t) \lambda^{n}(t)\right]$,

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} f_{m, n}(t)= & n \beta v f_{m, n-1}(t)-n \beta f_{m, n}(t)+\sum_{j=0}^{m-1}\binom{m}{j} f_{j, n+1}(t) \\
& +\sum_{j=0}^{m} \sum_{i=0}^{n-1}\binom{m}{j}\binom{n}{i} \mu_{n-i} f_{j, i+1}(t) \tag{22}
\end{align*}
$$

where $\sum_{i=0}^{w}[\bullet]=0$, when $w<0$, and $\mu_{r}=\mathbb{E}\left[Z^{r}\right]=\int_{0}^{\infty} u^{r} \mathrm{~d} G_{Z}(u)<\infty$.
We see that $f_{m, n}(t)$ satisfied a first-order differential difference equation, which can
be solved easily. Furthermore, we can know that getting $f_{m, n}(t)$ needs all values for $f_{j, i}(t),(j, i) \in\{(0,1, \ldots, m-1),(0,1, \ldots, n+1)\}$.

In addition, Theorem 2 can be obtained by using the Dynkin formula approach too. We now show that the same general result can be derived from Dynkin's formula. Because of the Markov property for stochastic process $\left(N_{H}(t), \lambda(t)\right)$, and using the results in [9] and [8], we consider the function $g(N, \lambda, t)=N_{H}^{m}(t) \lambda^{n}(t)$, then we have

$$
\begin{aligned}
\mathcal{A} g(N, \lambda, t) & =\beta(v-\lambda) \frac{\partial g}{\partial \lambda}+\lambda\left[\int_{0}^{\infty} g(N+1, \lambda+x, t) \mathrm{d} G(x)-g(N, \lambda, t)\right] \\
& =n \beta(v-\lambda) N^{m} \lambda^{n-1}+(N+1)^{m} \lambda \sum_{i=0}^{n}\binom{n}{i} \lambda^{i} \mu_{n-i}-N^{m} \lambda^{n+1}
\end{aligned}
$$

provided that

$$
\left|(N+1)^{m} \sum_{i=0}^{n}\binom{n}{i} \lambda^{i} \mu_{n-i}-N^{m} \lambda^{n}\right|<\infty
$$

where the operator $\mathcal{A}$ is the infinitesimal generator of the Hawkes process with intensity function $\lambda(t)=v+\sum_{T_{i}<t} Z_{i} e^{-\beta\left(t-T_{i}\right)}, \mu_{i}=\int_{0}^{\infty} z^{i} \mathrm{~d} G_{Z}(z), i=0,1, \ldots$. Based on the Dynkin formula, we have, for $t<T$,

$$
\mathbb{E}\left[N_{H}^{m}(T) \lambda^{n}(T) \mid \mathcal{F}_{t}\right]=N_{H}^{m}(t) \lambda^{n}(t)+\mathbb{E}\left[\int_{t}^{T} \mathcal{A} g\left(N_{H}(u), \lambda(u), u\right) \mathrm{d} u \mid \mathcal{F}_{t}\right]
$$

Take expectation operation on both sides of the above equation and set $t=0$ : we have

$$
\mathbb{E}\left[N_{H}^{m}(T) \lambda^{n}(T)\right]=\int_{0}^{T} \mathbb{E}\left[\mathcal{A} g\left(N_{H}(u), \lambda(u), u\right) \mathrm{d} u\right]
$$

Differentiating the above equation, we get

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} f_{m, n}(t)=\mathbb{E}\left[\mathcal{A} g\left(N_{H}(t), \lambda(t), t\right)\right] \\
& =n \beta v f_{m, n-1}(t)-n \beta f_{m, n}(t) \\
& \quad+\sum_{j=0}^{m-1}\binom{m}{j} f_{j, n+1}(t)+\sum_{j=0}^{m} \sum_{i=0}^{n-1}\binom{m}{j}\binom{n}{i} \mu_{n-i} f_{j, i+1}(t)
\end{aligned}
$$

which is coincident with our result presented in Theorem 2. This again shows that our method gets the same result as the Dynkin formula in the cases where the latter method is valid.

### 3.2.2. Auto-covariance and cross-covariance

Here we consider the calculations of auto-covariance and cross-covariance functions for the simple self-exciting marked Hawkes process $N_{H}(t)$ and its intensity $\lambda(t)$ as follows.

Because auto-covariances are symmetric we need consider only $u<t$ when finding $\mathbb{E}[\lambda(t) \lambda(u)]$ and $\mathbb{E}\left[N_{H}(t) N_{H}(u)\right]$. Then

$$
\begin{aligned}
& \mathbb{E}\left[\lambda(t+\Delta) \lambda(u) \mid \mathcal{F}_{t}\right] \\
& =\lambda(t) \lambda(u)-\nabla_{1} \lambda(u)+\mathbb{E}\left[Z_{N_{H}(t)+1} \nabla_{2}-\nabla_{1}\right] \lambda(u) \lambda(t) \Delta+o(\Delta),
\end{aligned}
$$

and so $\frac{\mathrm{d}}{\mathrm{d} t} \mathbb{E}[\lambda(t) \lambda(u)]=\beta v \mathbb{E}[\lambda(u)]+\left(\mu_{1}-\beta\right) \mathbb{E}[\lambda(t) \lambda(u)]$, with solution

$$
\begin{equation*}
\mathbb{E}[\lambda(t) \lambda(u)]=\beta v \mathbb{E}[\lambda(u)] \frac{e^{\left(\mu_{1}-\beta\right)(t-u)}-1}{\left(\mu_{1}-\beta\right)}+e^{\left(\mu_{1}-\beta\right)(t-u)} \mathbb{E}\left[\lambda^{2}(u)\right], \quad u<t \tag{23}
\end{equation*}
$$

in terms of expectations that we already know how to find.
We define the cross-covariance function of $N_{H}(t)$ and $\lambda(t)$ as

$$
\operatorname{Cov}\left[N_{N}(t), \lambda(t)\right]=\mathbb{E}\left[N_{H}(t) \lambda(u)\right]-\mathbb{E}\left[N_{H}(t)\right] \mathbb{E}[\lambda(u)]
$$

To find $\mathbb{E}\left[N_{H}(t) \lambda(u)\right]$, when $u>t$,

$$
\begin{aligned}
& \mathbb{E}\left[N_{H}(t) \lambda(u+\Delta) \mid \mathcal{F}_{u}\right] \\
& =N_{H}(t) \lambda(u)-N_{H}(t) \nabla_{1}(u)+N_{H}(t) \mathbb{E}\left[Z \nabla_{2}-\nabla_{1}(u)\right] \lambda(u) \Delta+o(\Delta)
\end{aligned}
$$

Then $\frac{\mathrm{d}}{\mathrm{d} u} \mathbb{E}\left[N_{H}(t) \lambda(u)\right]=\beta v \mathbb{E}\left[N_{H}(t)\right]+\left(\mu_{1}-\beta\right) \mathbb{E}\left[N_{H}(t) \lambda(u)\right]$, which has solution

$$
\begin{equation*}
\mathbb{E}\left[N_{H}(t) \lambda(u)\right]=\beta v \mathbb{E}\left[N_{H}(t)\right] \frac{e^{\left(\mu_{1}-\beta\right)(u-t)}-1}{\left(\mu_{1}-\beta\right)}+e^{\left(\mu_{1}-\beta\right)(u-t)} \mathbb{E}\left[N_{H}(t) \lambda(t)\right] \tag{24}
\end{equation*}
$$

When $u<t$,

$$
\mathbb{E}\left[N_{H}(t+\Delta) \lambda(u) \mid \mathcal{F}_{t}\right]=N_{H}(t) \lambda(u)[1-\lambda(t) \Delta]+\left[N_{H}(t)+1\right] \lambda(u) \lambda(t) \Delta+o(\Delta)
$$

then

$$
\mathbb{E}\left[N_{H}(t+\Delta) \lambda(u)\right]=\mathbb{E}\left[N_{H}(t) \lambda(u)\right]+\mathbb{E}[\lambda(u) \lambda(t)] \Delta+o(\Delta)
$$

which means $\frac{\mathrm{d}}{\mathrm{d} t} \mathbb{E}\left[N_{H}(t) \lambda(u)\right]=\mathbb{E}[\lambda(u) \lambda(t)]$ which has solution

$$
\begin{equation*}
\mathbb{E}\left[N_{H}(t) \lambda(u)\right]=\mathbb{E}\left[N_{H}(u) \lambda(u)\right]+\int_{u}^{t} \mathbb{E}[\lambda(u) \lambda(v)] \mathrm{d} v, \quad u<t \tag{25}
\end{equation*}
$$

in terms of expectations that we know how to calculate. Finally,

$$
\mathbb{E}\left[N_{H}(t+\Delta) N_{H}(u) \mid \mathcal{F}_{t}\right]=N_{H}(t) N_{H}(u)[1-\lambda(t) \Delta]+\left(N_{H}(t)+1\right) N_{H}(u) \lambda(t) \Delta+o(\Delta)
$$

gives us the differential equation

$$
\frac{d}{d t} \mathbb{E}\left[N_{H}(t) N_{H}(u)\right]=\mathbb{E}\left[N_{H}(u) \lambda(t)\right]
$$

with solution in terms of expectations that we already know how to find

$$
\begin{equation*}
\mathbb{E}\left[N_{H}(t) N_{H}(u)\right]=\mathbb{E}\left[N_{H}^{2}(u)\right]+\int_{u}^{t} \mathbb{E}\left[N_{H}(u) \lambda(v)\right] \mathrm{d} v, \quad u<t \tag{26}
\end{equation*}
$$

### 3.2.3. Correlation between $N_{H}(t)$ and $\int_{0}^{t} \lambda(u) \mathrm{d} u$

Similar to subsection 3.2.2, the related discussions are presented as follows.
If there is no event occuring in $(t, t+\Delta)$, with probability $1-\lambda(t) \Delta+o(\Delta)$, then $N_{H}(t+\Delta)=N_{H}(t)$ and

$$
\begin{aligned}
\int_{0}^{t+\Delta} \lambda(u) \mathrm{d} u & =\int_{0}^{t} \lambda(u) \mathrm{d} u+\int_{t}^{t+\Delta}\left[v+\sum_{T_{i}<u} Z_{i} e^{-\beta\left(u-T_{i}\right)}\right] \mathrm{d} u \\
& =\int_{0}^{t} \lambda(u) \mathrm{d} u+\int_{t}^{t+\Delta}\left[v+\sum_{T_{i}<t} Z_{i} e^{-\beta\left(u-T_{i}\right)}\right] \mathrm{d} u \\
& =\int_{0}^{t} \lambda(u) \mathrm{d} u+\lambda(t) \Delta+o(\Delta)
\end{aligned}
$$

If there is an event occuring in $(t, t+\Delta)$, with probability $\lambda(t) \Delta+o(\Delta)$, then $N_{H}(t+$ $\Delta)=N_{H}(t)+1$ and we get

$$
\begin{aligned}
& \int_{0}^{t+\Delta} \lambda(u) \mathrm{d} u \\
& =\int_{0}^{t} \lambda(u) \mathrm{d} u+\int_{t}^{T_{N_{H}(t)+1}}\left[v+\sum_{T_{i}<u} Z_{i} e^{-\beta\left(u-T_{i}\right)}\right] \mathrm{d} u+\int_{T_{N_{H}(t)+1}}^{t+\Delta}\left[v+\sum_{T_{i}<u} Z_{i} e^{-\beta\left(u-T_{i}\right)}\right] \mathrm{d} u \\
& =\int_{0}^{t} \lambda(u) \mathrm{d} u+\int_{t}^{t+\Delta}\left[v+\sum_{T_{i}<t} Z_{i} e^{-\beta\left(u-T_{i}\right)}\right] \mathrm{d} u+Z_{N_{H}(t)+1} \int_{T_{N_{H}(t)+1}}^{t} e^{-\beta\left(u-T_{N_{H}(t)+1}\right)} \mathrm{d} u \\
& =\int_{0}^{t} \lambda(u) \mathrm{d} u+\lambda(t) \Delta+Z_{N_{H}(t)+1} \beta^{-1}\left[1-e^{-\beta\left(t+\Delta-T_{N_{H}(t)+1}\right)}\right]+o(\Delta) \\
& =\int_{0}^{t} \lambda(u) \mathrm{d} u+\lambda(t) \Delta+\nabla_{3}+o(\Delta),
\end{aligned}
$$

where $\nabla_{3}=Z_{N_{H}(t)+1} \Delta^{\prime}, 0<\Delta^{\prime}<\Delta$. Then we have

$$
\begin{aligned}
& \mathbb{E}\left\{N_{H}^{m}(t+\Delta) \lambda^{n}(t+\Delta)\left[\int_{0}^{t+\Delta} \lambda(u) \mathrm{d} u\right]^{l} \mid \mathcal{F}_{t}\right\} \\
& = \\
& \quad N_{H}^{m}(t)\left[\lambda(t)-\Delta_{1}\right]^{n}\left[\int_{0}^{t} \lambda(u) \mathrm{d} u+\lambda(t) \Delta\right]^{l}[1-\lambda(t) \Delta]+\left[N_{H}(t)+1\right]^{m} \\
& \quad \times\left[\lambda(t)-\nabla_{1}+\nabla_{2}\right]^{n}\left[\int_{0}^{t} \lambda(u) \mathrm{d} u+\lambda(t) \Delta+\nabla_{3}\right]^{l} \lambda(t) \Delta+o(\Delta) \\
& =\left\{N_{H}^{m}(t) \lambda^{n}(t)+N_{H}^{m}(t) \sum_{i=0}^{n-1}\binom{n}{i}\left(-\nabla_{1}\right)^{n-i} \lambda^{i}(t)-N_{H}^{m}(t) \sum_{i=0}^{n}\binom{n}{i}\right. \\
& \left.\quad \times\left(-\nabla_{1}\right)^{n-i} \lambda^{i+1}(t) \Delta+\sum_{j=0}^{m}\binom{m}{j} N_{H}^{j}(t) \sum_{i=0}^{n}\binom{n}{i}\left(\nabla_{2}-\nabla_{1}\right)^{n-i} \lambda^{i+1}(t) \Delta\right\} \\
& \quad \times\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]^{l}+l N_{H}^{m}(t) \lambda^{n+1}(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]^{l-1} \Delta+o(\Delta) .
\end{aligned}
$$

Thus similar to Theorem 2, we can get

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left\{N_{H}^{m}(t) \lambda^{n}(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]^{l}\right\} \\
& =n \beta v \mathbb{E}\left\{N_{H}^{m}(t) \lambda^{n-1}(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]^{l}\right\}-n \beta \mathbb{E}\left\{N_{H}^{m}(t) \lambda^{n}(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]^{l}\right\} \\
& \quad+\sum_{j=0}^{m-1}\binom{m}{j} \mathbb{E}\left\{N_{H}^{j}(t) \lambda^{n+1}(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]^{l}\right\}+\sum_{j=0}^{m} \sum_{i=0}^{n-1}\binom{m}{j}\binom{n}{i} \mu_{n-i} \mathbb{E}\left\{N_{H}^{j}(t)\right. \\
& \left.\quad \times \lambda^{i+1}(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]^{l}\right\}+l \mathbb{E}\left\{N_{H}^{m}(t) \lambda^{n+1}(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]^{l-1}\right\} . \tag{27}
\end{align*}
$$

Similar to that in subsection 3.1, we thus have the following chain recursions for getting $\mathbb{E}\left[N_{H}^{m}(t) \int_{0}^{t} \lambda(u) \mathrm{d} u\right]$,
order $0: \mathbb{E}\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right] \rightarrow$ order 1
order $1: \mathbb{E}\left[\lambda(t) \int_{0}^{t} \lambda(u) \mathrm{d} u\right] \rightarrow \mathbb{E}\left[N_{H}(t) \int_{0}^{t} \lambda(u) \mathrm{d} u\right] \rightarrow$ order 2
order $m-1: \cdots \rightarrow$ order $m$
order $m: \mathbb{E}\left[\lambda^{m}(t) \int_{0}^{t} \lambda(u) \mathrm{d} u\right] \rightarrow \mathbb{E}\left[N_{H}(t) \lambda^{m-1}(t) \int_{0}^{t} \lambda(u) \mathrm{d} u\right] \rightarrow$

$$
\cdots \rightarrow \mathbb{E}\left[N_{H}^{m}(t) \int_{0}^{t} \lambda(u) \mathrm{d} u\right]
$$

Similar recursions can be given for $l=2, l=3$ and so on.

For example, for $\mathbb{E}\left\{N_{H}(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}$, we have

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]=\mathbb{E}[\lambda(t)], \\
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left\{\lambda(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}=\beta v \mathbb{E}\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]+\left(\mu_{1}-\beta\right) \mathbb{E}\left\{\lambda(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}+\mathbb{E}\left[\lambda^{2}(t)\right], \\
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left\{N_{H}(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}=\mathbb{E}\left\{\lambda(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}+\mathbb{E}\left[N_{H}(t) \lambda(t)\right] .
\end{array}\right.
$$

Remark 7. The first equation above holds always, the reason of listing it here is that it will be used below.

In fact, we can use the Dynkin formula to give the equation

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left\{\lambda(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}=\beta v \mathbb{E}\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]+\left(\mu_{1}-\beta\right) \mathbb{E}\left\{\lambda(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}+\mathbb{E}\left[\lambda^{2}(t)\right]
$$

Let $g\left(N_{H}(t), \lambda(t), t\right)=\lambda(t) \int_{0}^{t} \lambda(u) \mathrm{d} u$, then we have

$$
\begin{aligned}
\mathcal{A} g\left(N_{H}(t), \lambda(t), t\right) & =\frac{\partial g}{\partial t}+\frac{\partial g}{\partial \lambda} \frac{\mathrm{~d} \lambda(t)}{\mathrm{d} t}+\lambda(t)\left\{[\lambda(t)+Z] \int_{0}^{t} \lambda(u) \mathrm{d} u-\lambda(t) \int_{0}^{t} \lambda(u) \mathrm{d} u\right\} \\
& =\lambda^{2}(t)+\frac{\mathrm{d} \lambda(t)}{\mathrm{d} t} \int_{0}^{t} \lambda(u) \mathrm{d} u+\lambda(t) Z \int_{0}^{t} \lambda(u) \mathrm{d} u \\
& =\lambda^{2}(t)+[\beta v-\beta \lambda(t)] \int_{0}^{t} \lambda(u) \mathrm{d} u+\lambda(t) Z \int_{0}^{t} \lambda(u) \mathrm{d} u
\end{aligned}
$$

then we have

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left\{\lambda(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}=\mathbb{E}\left[\mathcal{A} g\left(N_{H}(t), \lambda(t), t\right)\right] \\
& =\beta v \mathbb{E}\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]+\left(\mu_{1}-\beta\right) \mathbb{E}\left\{\lambda(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}+\mathbb{E}\left[\lambda^{2}(t)\right]
\end{aligned}
$$

which is the equation we obtained by using our elementary approach.
Remark 8. When we see the procedure of using the Dynkin formula above, we can know it may sometimes have some confuse on derivation process for $\frac{\partial g}{\partial \lambda}$, because there is a $\lambda(t)$ in the integral, which tells us that our method is more simple and direct.

Example 2. For the simple self-exciting Hawkes processes in Example 1, we have

$$
\begin{gathered}
\mathbb{E}\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]=\int_{0}^{t} \mathbb{E}[\lambda(u)] \mathrm{d} u=-2+3 t+2 e^{-t} \\
\frac{\mathrm{~d}}{\mathrm{~d} t} \mathbb{E}\left\{\lambda(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}+\mathbb{E}\left\{\lambda(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}=3 \mathbb{E}\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]+\mathbb{E}\left[\lambda^{2}(t)\right]=9+9 t-14 e^{-t}+6 e^{-2 t} \\
\Rightarrow \mathbb{E}\left\{\lambda(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}=e^{-t} \int_{0}^{t} e^{u}\left(9+9 u-14 e^{-u}+6 e^{-2 u}\right) \mathrm{d} u=9 t-14 t e^{-t}+6 e^{-t}-6 e^{-2 t} \\
\frac{\mathrm{~d}}{\mathrm{~d} t} \mathbb{E}\left\{N_{H}(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}=\mathbb{E}\left\{\lambda(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}+\mathbb{E}\left[N_{H}(t) \lambda(t)\right]=6+18 t-32 t e^{-t}+6 e^{-t}-12 e^{-2 t} \\
\Rightarrow \mathbb{E}\left\{N_{H}(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}=-32+6 t+9 t^{2}+32 t e^{-t}+26 e^{-t}+6 e^{-2 t} \\
\frac{\mathrm{~d}}{\mathrm{~d} t} \mathbb{E}\left\{\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]^{2}\right\}=2 \mathbb{E}\left\{\lambda(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}=18 t-28 t e^{-t}+12 e^{-t}-12 e^{-2 t} \\
\Rightarrow \mathbb{E}\left\{\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]^{2}\right\}=-22+9 t^{2}+28 t e^{-t}+16 e^{-t}+6 e^{-2 t} .
\end{gathered}
$$

Then we have

$$
\begin{aligned}
\operatorname{Var}\left[N_{H}(t)\right] & =2 e^{-2 t}+46 e^{-t}+24 t e^{-t}+27 t-48, \\
\operatorname{Var}\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right] & =2 e^{-2 t}+24 e^{-t}+16 t e^{-t}+12 t-26, \\
\mathbb{C o v}\left[N_{H}(t), \int_{0}^{t} \lambda(u) \mathrm{d} u\right] & =\mathbb{E}\left\{N_{H}(t)\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right]\right\}-\mathbb{E}\left[N_{H}(t)\right] \mathbb{E}\left[\int_{0}^{t} \lambda(u) \mathrm{d} u\right] \\
& =2 e^{-2 t}+34 e^{-t}+20 t e^{-t}+18 t-36
\end{aligned}
$$

Thus we have the correlation coefficient

$$
\tilde{\rho}(t)=\frac{2 e^{-2 t}+34 e^{-t}+20 t e^{-t}+18 t-36}{\sqrt{2 e^{-2 t}+46 e^{-t}+24 t e^{-t}+27 t-48} \sqrt{2 e^{-2 t}+24 e^{-t}+16 t e^{-t}+12 t-26}} .
$$

As shown in FIGURE 2, we see that correlation coefficient $\tilde{\rho}(t)$ of $N_{H}(t)$ and $\int_{0}^{t} \lambda(u) \mathrm{d} u$ is an increasing function of time $t$ and $\lim _{t \downarrow 0} \tilde{\rho}(t) \approx 0.8662, \lim _{t \uparrow \infty} \tilde{\rho}(t)=1$, which is interesting compared with FIGURE 1.

### 3.2.4. Generating functions

This subsection contains results for probability generating functions for the distribution of $N_{H}(t)$, Laplace transforms for the distribution of $\lambda(t)$ and the joint distribution of the two. As usual, we are here concerned with obtaining the appropriate partial differential equation. We start with the joint distribution:


Figure 2: The curve of correlation coefficient $\tilde{\rho}(t)$.
Theorem 3. For the Hawkes process with intensity function $\lambda(t)=v+\sum_{T_{r}<t} Z_{r} e^{-\beta\left(t-T_{r}\right)}$, we have

$$
\begin{equation*}
\frac{\partial}{\partial t} G(\theta, s, t)=[1-\beta s-\theta \phi(s)] \frac{\partial}{\partial s} G(\theta, s, t)-\beta v s G(\theta, s, t) \tag{28}
\end{equation*}
$$

$G(\theta, s, t):=\mathbb{E}\left[\theta^{N_{H}(t)} e^{-s \lambda(t)}\right]$ is the p.g.f/Laplace transform of the joint distribution of $\left(N_{H}(t), \lambda(t)\right) ; \phi(s)=\mathbb{E}\left[e^{-s Z}\right]=\int_{0}^{\infty} e^{-s z} \mathrm{~d} G_{Z}(z)$, is the Laplace transform of the density function of the marked random variables. The initial condition is $G(\theta, s, 0)=$ $e^{-s v}$.

Proof.

$$
\begin{aligned}
& G\left(\theta, s, t+\Delta \mid \mathcal{F}_{t}\right)=\mathbb{E}\left[\theta^{N_{H}(t+\Delta)} e^{-s \lambda(t+\Delta)} \mid \mathcal{F}_{t}\right] \\
& =\theta^{N_{H}(t)} e^{-s[\lambda(t)-\Delta(\beta \lambda(t)-\beta v)]}[1-\lambda(t) \Delta] \\
& \quad+\theta \mathbb{E}\left[\theta^{N_{H}(t)} e^{-s\left[\lambda(t)-\Delta(\beta \lambda(t)-\beta v)+Z_{N_{H}(t)+1}\left(1-\beta \Delta^{\prime}\right)\right]} \lambda(t)\right] \Delta+o(\Delta) \\
& =\theta^{N_{H}(t)} e^{-s \lambda(t)}\{1+s[\beta \lambda(t)-\beta v] \Delta\}[1-\lambda(t) \Delta] \\
& \quad+\theta \mathbb{E}\left[\theta^{N_{H}(t)} e^{-s[\lambda(t)-\Delta(\beta \lambda(t)-\beta v)]} \lambda(t) e^{-s Z_{N_{H}(t)+1}\left(1-\beta \Delta^{\prime}\right)}\right] \Delta+o(\Delta), 0<\Delta^{\prime}<\Delta .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\frac{\partial}{\partial t} G(\theta, s, t) & =[\beta s-1+\theta \phi(s)] \mathbb{E}\left[\theta^{N_{H}(t)} e^{-s \lambda(t)} \lambda(t)\right]-\beta v s \mathbb{E}\left[\theta^{N_{H}(t)} e^{-s \lambda(t)}\right] \\
& =[1-\beta s-\theta \phi(s)] \frac{\partial}{\partial s} G(\theta, s, t)-\beta v s G(\theta, s, t)
\end{aligned}
$$

the proof is completed.
Corollary 1. Under the same conditions as above, the Laplace transform of the distribution of $\lambda(t), g(s, t):=\mathbb{E}\left[e^{-s \lambda(t)}\right]=G(1, s, t)$, and satisfies the partial differential
equation

$$
\begin{equation*}
\frac{\partial}{\partial t} g(s, t)=[1-\beta s-\phi(s)] \frac{\partial}{\partial s} g(s, t)-\beta v s g(s, t) \tag{29}
\end{equation*}
$$

with boundary/initial conditions $g(0, t)=1, g(s, 0)=e^{-s v}$.
The proof follows simply from the theorem by taking $g(s, t)=G(1, s, t)$.
Corollary 2. Under the same conditions as above, the p.g.f. of the distribution of $N_{H}(t)$ is given by $G(\theta, t)=G(\theta, 0, t)$ and satisfies the differential equation

$$
\begin{equation*}
\frac{\partial}{\partial t} G(\theta, t)=(\theta-1) \mathbb{E}\left[\theta^{N_{H}(t)} \lambda(t)\right] \tag{30}
\end{equation*}
$$

subject to conditions $G(1, t)=1 ; G(\theta, 0)=1$.
The joint probability generating function for $\left(N_{H}(t), \lambda(t)\right)$ can be given by solving a partial differential equation, which provides, at least, a way to find the moments and count distribution for Hawkes processes.

## 4. Other Applications

Previous sections have dealt with results for the simple self-exciting Hawkes. In this section we consider briefly results for some other models such as mutually-exciting process, Cox process, dynamic contagion process, inhomogenous Poisson process and non-Markovian process.

### 4.1. Mutually-exciting process

We now consider a fairly general model comprising $K$ mutually-exciting marked point processes with exponential exciting kernels. Suppose the intensity of $N_{l}(t)$ is given by

$$
\begin{equation*}
\lambda_{l}(t)=v_{l}+\sum_{j=1}^{K} \lambda_{l j}(t), \quad l=1, \ldots, K \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{l j}(t)=\sum_{T_{j, r}<t} Z_{j, r} \alpha_{l j} e^{-\beta_{l j}\left(t-T_{j, r}\right)} \tag{32}
\end{equation*}
$$

and $\left\{T_{j, r}\right\}_{r=1,2, \ldots}$ is a sequence of occurrence times of type- $j$ events and $\left\{Z_{j, r}\right\}_{r=1,2, \ldots}$ the marks associated with them. Note that there is an extra factor $\alpha_{l j}$ that contributes to the effect of a type- $j$ event, and its mark, on the future intensity of type-l events:
this is because the same event and same mark may have different effects on various other types of event. Then

$$
\begin{aligned}
& \mathbb{E}\left[N_{k}^{m}(t+\Delta) \lambda_{l}^{n}(t+\Delta) \mid \mathcal{F}_{t}\right]=N_{k}^{m}(t)\left\{\lambda_{l}(t)-\Delta \sum_{j=1}^{K} \lambda_{l j}(t) \beta_{l j}\right\}^{n}\left\{1-\Delta \sum_{j=1}^{K} \lambda_{j}(t)\right\} \\
& \quad+\mathbb{E}\left[N_{k}^{m}(t) \sum_{i=1, i \neq k}^{K} \Delta \lambda_{i}(t)\left\{\lambda_{l}(t)-\Delta \sum_{j=1}^{K} \lambda_{l j}(t) \beta_{l j}+Z_{i, N_{i}(t)+1} \alpha_{l i}\left(1-\Delta^{\prime} \beta_{l i}\right)\right\}^{n}\right] \\
& \quad+\mathbb{E}\left[\left(N_{k}(t)+1\right)^{m} \Delta \lambda_{k}(t)\left\{\lambda_{l}(t)-\Delta \sum_{j=1}^{K} \lambda_{l j}(t) \beta_{l j}+Z_{k, N_{k}(t)+1} \alpha_{l k}\left(1-\Delta^{\prime} \beta_{l k}\right)\right\}^{n}\right]+o(\Delta)
\end{aligned}
$$

where $0<\Delta^{\prime}<\Delta$. Taking expectations and appropriate limits as $\Delta \rightarrow 0$,

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N_{k}^{m}(t) \lambda_{l}^{n}(t)\right]= & -n \mathbb{E}\left[N_{k}^{m}(t) \lambda_{l}^{n-1}(t) \sum_{j=1}^{K} \lambda_{l j}(t) \beta_{l j}\right]-\mathbb{E}\left[\sum_{j=1}^{K} N_{k}^{m}(t) \lambda_{l}^{n}(t) \lambda_{j}(t)\right] \\
& +\mathbb{E}\left[N_{k}^{m}(t) \sum_{j=1, j \neq k}^{K} \lambda_{j}(t) \sum_{i=0}^{n}\binom{n}{i} \lambda_{l}^{i}(t) \mu_{n-i}^{(q)} \alpha_{l j}^{n-i}\right] \\
& +\mathbb{E}\left[\left(N_{k}(t)+1\right)^{m} \lambda_{k}(t) \sum_{i=0}^{n}\binom{n}{i} \lambda_{l}^{i}(t) \mu_{n-i}^{(k)} \alpha_{l k}^{n-i}\right]
\end{aligned}
$$

where $\mu_{n-i}^{(j)}=\mathbb{E}\left[Z_{j, r}^{n-i}\right]$ is the $(n-i)$ th moment of $Z_{j, r}$ for all $r=1,2, \ldots$.
This can be written as

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N_{k}^{m}(t) \lambda_{l}^{n}(t)\right]= & -n \sum_{j=1}^{K} \beta_{l j} \mathbb{E}\left[N_{k}^{m}(t) \lambda_{l j}(t) \lambda_{l}^{n-1}(t)\right]+\sum_{j=0}^{m-1}\binom{m}{j} \mathbb{E}\left[N_{k}^{j}(t) \lambda_{k}(t) \lambda_{l}^{n}(t)\right] \\
& +\sum_{i=0}^{n-1}\binom{n}{i} \sum_{j=1, j \neq k}^{K} \mu_{n-i}^{(j)} \alpha_{l j}^{n-i} \mathbb{E}\left[N_{k}^{m}(t) \lambda_{l}^{i}(t) \lambda_{j}(t)\right] \\
& +\sum_{j=0}^{m} \sum_{i=0}^{n-1}\binom{m}{j}\binom{n}{i} \mu_{n-i}^{(k)} \alpha_{l k}^{n-i} \mathbb{E}\left[N_{k}^{j}(t) \lambda_{l}^{i}(t) \lambda_{k}(t)\right] \tag{33}
\end{align*}
$$

### 4.2. Cox process

Cox [4] introduced a doubly stochastic model of point processes, now usually called Cox processes. More recent treatments of the properties of general classes of Cox processes are given, for example, by [2] and [17]. For this paper, we consider a simple version used by [7] in the context of catastrophe insurance. It has intensity

$$
\begin{equation*}
\lambda(t)=v+\sum_{T_{r}<t} Y_{r} e^{-\beta\left(t-T_{r}\right)}, \quad t>0 \tag{34}
\end{equation*}
$$

$\left\{Y_{r}\right\}_{r=1,2, \ldots}$ is a sequence of i.i.d. random variables with distribution function $G_{Y}(y)$, $y>0$. This looks much like Equation (1) for the Hawkes process when $v(t)=v$. But
there is one very big difference: the events $\left\{T_{r}\right\}$ on the right of Equation (34) arise from a time homogeneous Poisson process with rate $\eta$, and the $\left\{Y_{r}\right\}$ are marks associated with events of the Poisson process; in contrast, the events on the right of Equation (1) belong to the same process that is generated by the intensity $\lambda(t)$ on the left - it is this that drives the contagious property of the Hawkes process, with the occurrence of past events increasing the intensity that governs future events.

Note that the above Cox model involves two point processes, the Cox process $N_{C}(t)$ and the Poisson process, $N_{P}(t)$, that drives it. These can be considered as forming a bivariate mutually-exciting pair. In this case the general form of Equation (2) can be written as the special case

$$
\left\{\begin{array}{l}
\lambda_{C}(t)=v+\sum_{T_{P, r}<t} Y_{i} e^{-\beta\left(t-T_{P ; r}\right)},  \tag{35}\\
\lambda_{P}(t)=\eta
\end{array}\right.
$$

In general, each intensity of a bivariate mutually-exciting Hawkes process consists of a baseline intensity and two exciting terms: a self-exciting term and a cross-exciting term. In this case we see that the Cox intensity contains a term that is excited by the Poisson process, but no self-exciting term; the Poisson intensity has no exciting terms at all. So they are not really mutually-exciting, because the Cox process is not excited at all!

Similarly, we know that the triple $\left(N_{C}(t), N_{P}(t), \lambda_{C}(t)\right)$ forms a Markov process.
For the Cox process we have two point processes, $N_{C}(t)$ and the Poisson process, $N_{P}(t)$, that drives it. Therefore, for small time increment $\Delta$, we need four probabilities

$$
\begin{aligned}
& \mathbb{P}\left\{\left\{N_{C}(t+\Delta)-N_{C}(t)=0\right\} \cap\left\{N_{P}(t+\Delta)-N_{P}(t)=0\right\} \mid \mathcal{F}_{t}\right\} \\
& =[1-\lambda(t) \Delta][1-\eta \Delta]+o(\Delta)=1-(\eta+\lambda(t)) \Delta+o(\Delta) ; \\
& \mathbb{P}\left\{\left\{N_{C}(t+\Delta)-N_{C}(t)=0\right\} \cap\left\{N_{P}(t+\Delta)-N_{P}(t)=1\right\} \mid \mathcal{F}_{t}\right\}=\eta \Delta+o(\Delta) ; \\
& \mathbb{P}\left\{\left\{N_{C}(t+\Delta)-N_{C}(t)=1\right\} \cap\left\{N_{P}(t+\Delta)-N_{P}(t)=0\right\} \mid \mathcal{F}_{t}\right\}=\lambda(t) \Delta+o(\Delta) ; \\
& \mathbb{P}\left\{\left\{N_{C}(t+\Delta)-N_{C}(t)=1\right\} \cap\left\{N_{P}(t+\Delta)-N_{P}(t)=1\right\} \mid \mathcal{F}_{t}\right\}=o(\Delta) .
\end{aligned}
$$

Note that the reasons are, for example, for the above last equality as follows.
Because, we can consider two cases: (i) $\left\{N_{C}(t+\Delta)-N_{C}(t)=1\right\}$ occurs not later than occurring of $\left\{N_{P}(t+\Delta)-N_{P}(t)=1\right\}$; (ii) $\left\{N_{C}(t+\Delta)-N_{C}(t)=1\right\}$ occurs after occurring of $\left\{N_{P}(t+\Delta)-N_{P}(t)=1\right\}$.

For case (i), we have

$$
\begin{aligned}
& \mathbb{P}\left\{\left\{N_{C}(t+\Delta)-N_{C}(t)=1\right\} \cap\left\{N_{P}(t+\Delta)-N_{P}(t)=1\right\} \mid \mathcal{F}_{t}\right\} \\
& =\mathbb{P}\left\{\left\{N_{P}(t+\Delta)-N_{P}(t)=1\right\} \mid\left\{N_{C}(t+\Delta)-N_{C}(t)=1\right\}, \mathcal{F}_{t}\right\} \\
& \quad \times \mathbb{P}\left\{\left\{N_{C}(t+\Delta)-N_{C}(t)=1\right\} \mid \mathcal{F}_{t}\right\} \\
& =\mathbb{P}\left\{\left\{N_{P}(t+\Delta)-N_{P}(t)=1\right\} \mid \mathcal{F}_{t}\right\} \mathbb{P}\left\{\left\{N_{C}(t+\Delta)-N_{C}(t)=1\right\} \mid \mathcal{F}_{t}\right\}
\end{aligned}
$$

(due to $N_{C}(t)$ does not affect $N_{P}(t)$, and $\mathbb{P}\left\{N_{C}(t+\Delta)-N_{C}(t) \geq 2\right\}=o(\Delta)$ if
$\left\{N_{P}(t+\Delta)-N_{P}(t)=1\right\}$ affects $\left.N_{C}(t)\right)$
$=\eta \Delta \lambda(t) \Delta+o(\Delta)=o(\Delta)$.
For case (ii), we have,

$$
\begin{aligned}
& \mathbb{P}\left\{\left\{N_{C}(t+\Delta)-N_{C}(t)=1\right\} \cap\left\{N_{P}(t+\Delta)-N_{P}(t)=1\right\} \mid \mathcal{F}_{t}\right\} \\
& =\mathbb{P}\left\{\left\{N_{C}(t+\Delta)-N_{C}(t)=1\right\} \mid\left\{N_{P}(t+\Delta)-N_{P}(t)=1\right\}, \mathcal{F}_{t}\right\} \mathbb{P}\left\{\left\{N_{P}(t+\Delta)-N_{P}(t)=1\right\} \mid \mathcal{F}_{t}\right\} \\
& =\lambda(t+\Delta) \lambda(t) \Delta \mathbb{P}\left\{\left\{N_{P}(t+\Delta)-N_{P}(t)=1\right\} \mid \mathcal{F}_{t}\right\}+o(\Delta) \\
& =\lambda(t+\Delta) \lambda(t) \Delta \eta \Delta+o(\Delta)=o(\Delta)
\end{aligned}
$$

where

$$
\begin{aligned}
\lambda(t+\Delta) & =v+\sum_{T_{P, i}<t+\Delta} Y_{i} e^{-\beta\left(t-T_{P, i}+\Delta\right)} \\
& =v+e^{-\beta \Delta}[\lambda(t)-v]+Y^{*} e^{-\beta \Delta_{1}}, \quad\left(0<\Delta_{1}<\Delta\right) \\
& =(1-\beta \Delta) \lambda(t)+\beta v \Delta+Y^{*} e^{-\beta \Delta_{1}}+o(\Delta)
\end{aligned}
$$

For the Cox process we have
$\lambda(t+\Delta)= \begin{cases}\lambda(t)-\Delta[\beta \lambda(t)-\beta v]+o(\Delta), & \text { given }\left\{N_{P}(t+\Delta)-N_{P}(t)=0\right\}, \\ \lambda(t)-\Delta[\beta \lambda(t)-\beta v]+Y_{N_{P}(t)+1}+o(\Delta), & \text { given }\left\{N_{P}(t+\Delta)-N_{P}(t)=1\right\} .\end{cases}$
Thus, apart from the constant term, the intensity decays exponentially with an added jump, $Y$, when a new Poisson event occurs at a time that precedes the end of the time increment by $\Delta^{\prime},\left(\Delta^{\prime}<\Delta\right)$.

Let $\nabla_{4}=Y_{N_{P}(t)+1}\left(1-\beta \Delta^{\prime}\right)$, so $\lim _{\Delta \downarrow 0}\left(\nabla_{4}-\nabla_{1}\right)=Y_{N_{P}(t)+1}$. Then we have

$$
\begin{aligned}
& \mathbb{E}\left[N_{C}^{m}(t+\Delta) \lambda^{n}(t+\Delta) \mid \mathcal{F}_{t}\right] \\
& =N_{C}^{m}(t)\left(\lambda(t)-\nabla_{1}\right)^{n}(1-(\lambda(t)+\eta) \Delta)+N_{C}^{m}(t)\left(\lambda(t)-\nabla_{1}+\nabla_{4}\right)^{n} \eta \Delta \\
& \quad+\left(N_{C}(t)+1\right)^{m}\left(\lambda(t)-\nabla_{1}\right)^{n} \lambda(t) \Delta+o(\Delta),
\end{aligned}
$$

and

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N_{C}^{m}(t) \lambda^{n}(t)\right]= & \lim _{\Delta \downarrow 0} \frac{\mathbb{E}\left[N_{C}^{m}(t+\Delta) \lambda^{n}(t+\Delta)\right]-\mathbb{E}\left[N_{C}^{m}(t) \lambda^{n}(t)\right]}{\Delta} \\
= & n \beta v \mathbb{E}\left[N_{C}^{m}(t) \lambda^{n-1}(t)\right]-n \beta \mathbb{E}\left[N_{C}^{m}(t) \lambda^{n}(t)\right] \\
& +\eta \sum_{i=0}^{n-1}\binom{n}{i} \mu_{n-i} \mathbb{E}\left[N_{C}^{m}(t) \lambda^{i}(t)\right] \\
& +\sum_{j=0}^{m-1}\binom{m}{j} \mathbb{E}\left[N_{C}^{j}(t) \lambda^{n+1}(t)\right], \tag{36}
\end{align*}
$$

where $\mu_{r}=\mathbb{E}\left[Y^{r}\right]$ is the $r$ th moment of the mark $Y$. In fact, because of the Markov property of $\left(N_{C}(t), \lambda(t)\right)$, we have the same result for Cox process by using the Dynkin formula for the objective function $\mathbb{E}\left[N_{C}^{m}(t) \lambda^{n}(t)\right]$.

Differential Equation (36) can be solved, subject to initial conditions $\mathbb{E}\left[N_{C}^{i}(0)\right]=0$, $\mathbb{E}\left[\lambda^{i}(0)\right]=v^{i},(i=1,2, \ldots)$, we see that this involves similar functions with various powers, so that such equations must be solved recursively. Start with $m=0, n=1$ and we have

$$
\frac{\mathrm{d} \mathbb{E}[\lambda(t)]}{\mathrm{d} t}+\beta \mathbb{E}[\lambda(t)]=\beta v+\eta \mu_{1}
$$

which has solution

$$
\begin{equation*}
\mathbb{E}[\lambda(t)]=v+\frac{\eta \mu_{1}}{\beta}\left(1-e^{-\beta t}\right) . \tag{37}
\end{equation*}
$$

Alternatively, this is also easily obtained by taking expectations of Equation (34), because it is easily to obtain the expectation of a function of Poisson random variables.

If we let $m=1, n=0$ then Equation (36) becomes

$$
\frac{\mathrm{d} \mathbb{E}\left[N_{C}(t)\right]}{\mathrm{d} t}=\mathbb{E}[\lambda(t)]
$$

or, rather obviously,

$$
\begin{equation*}
\mathbb{E}\left[N_{C}(t)\right]=\int_{0}^{t} \mathbb{E}[\lambda(u)] \mathrm{d} u=\left(\frac{\eta \mu_{1}}{\beta}+v\right) t-\frac{\eta \mu_{1}}{\beta^{2}}\left(1-e^{-\beta t}\right) . \tag{38}
\end{equation*}
$$

The general equation using $m=0$ is

$$
\frac{\mathrm{d} \mathbb{E}\left[\lambda^{n}(t)\right]}{\mathrm{d} t}+n \beta \mathbb{E}\left[\lambda^{n}(t)\right]=n \beta v \mathbb{E}\left[\lambda^{n-1}(t)\right]+\eta \sum_{i=0}^{n-1}\binom{n}{i} \mu_{n-i} \mathbb{E}\left[\lambda^{i}(t)\right]
$$

so that we have a simple recursion for $\mathbb{E}\left[\lambda^{n}(t)\right]$ in terms of lower powers of $n$. Recursion is not so simple for $m>0$, but we give the first two equations that are obviously soluble
in terms of powers that we already know.

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} \mathbb{E}\left[N_{C}(t) \lambda(t)\right]}{\mathrm{d} t}+\beta \mathbb{E}\left[N_{C}(t) \lambda(t)\right]=\beta v \mathbb{E}\left[N_{C}(t)\right]+\eta \mu_{1} \mathbb{E}\left[N_{C}(t)\right]+\mathbb{E}\left[\lambda^{2}(t)\right], \\
\frac{\mathrm{d} \mathbb{E}\left[N_{C}^{2}(t)\right]}{\mathrm{d} t}=\mathbb{E}[\lambda(t)]+2 \mathbb{E}\left[N_{C}(t) \lambda(t)\right] .
\end{array}\right.
$$

### 4.3. Dynamic contagion processes

Dassios and Zhao [8] introduced a dynamic contagion process, $N_{D}(t)$, with intensity function

$$
\begin{equation*}
\lambda_{D}(t)=v+\left(\lambda_{0}-v\right) e^{-\beta t}+\sum_{S_{r}<t} Y_{r} e^{-\beta\left(t-S_{r}\right)}+\sum_{T_{r}<t} Z_{r} e^{-\beta\left(t-T_{r}\right)}, \tag{39}
\end{equation*}
$$

where $\left\{S_{r}\right\}_{r=1,2, \ldots}$ are event occurring times of a homogenous Poisson process with rate $\eta$ and $\left\{Y_{r}\right\}_{r=1,2, \ldots}$ are their associated marks, assumed to be i.i.d. random variables with distribution function $G_{Y}(y), y>0 .\left\{T_{r}\right\}_{r=1,2, \ldots}$ are event occurring times of a dynamic contagion process with corresponding marks, $\left\{Z_{r}\right\}_{r=1,2, \ldots}$, assumed to be i.i.d. random variables with distribution function $G_{Z}(z), z>0$. It is assumed that the random variables $Y_{r}, Z_{r}$ are independent of the history of the process prior to their occurrences. In this case the baseline intensity is not constant.

Note that, apart from changing subscript $C$ into $D$, and having a time-varying baseline intensity, Equation (39) differs from the first part of Equation (35) simply by adding a self-exciting term to the cross-exciting term that is already there. Together with the expression for $\lambda_{P}(t)$ in Equation (35) we once again have a bivariate mutuallyexciting process $\left(N_{D}(t), N_{P}(t)\right)$ and, because of the exponential form of the exciting terms, the triple $\left(N_{D}(t), N_{P}(t), \lambda_{D}(t)\right)$ forms a Markov process: in fact, because $N_{P}(t)$ is Poisson, $\left(N_{D}(t), \lambda_{D}(t)\right)$ is a Markov process. In introducing the dynamic contagion process, [8] described it as a generalization of both the Hawkes process (with exponential decay) and the Cox process with shot noise intensity (with exponential decay). We see that, in fact, it is a special case of a bivariate mutually-exciting Hawkes process.

The Dynamic contagion process was defined in Equation (39). We restate it here in a slightly different form. The intensity is

$$
\lambda(t)=v(t)+\sum_{S_{r}<t} Y_{i} e^{-\beta\left(t-S_{r}\right)}+\sum_{T_{r}<t} Z_{r} e^{-\beta\left(t-T_{r}\right)},
$$

where the baseline intensity is the time-varying function $v(t)=v+\left(\lambda_{0}-v\right) e^{-\beta t}$.
In this model we have two point processes: the Dynamic contagion process $N_{D}(t)$, which has intensity $\lambda(t)$, and the Poisson process $N_{P}(t)$, which has constant intensity $\eta$.

Similarly, we seek to find a differential equation for $\mathbb{E}\left[N_{D}^{m}(t) N_{P}^{k}(t) \lambda^{n}(t)\right]$. The result is as follows.

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N_{D}^{m}(t) N_{P}^{k}(t) \lambda^{n}(t)\right] \\
& =n\left[v^{\prime}(t)+\beta v(t)\right] \mathbb{E}\left[N_{D}^{m}(t) N_{P}^{k}(t) \lambda^{n-1}(t)\right]-n \beta \mathbb{E}\left[N_{D}^{m}(t) N_{P}^{k}(t) \lambda^{n}(t)\right] \\
& \quad+\eta \sum_{r=0}^{k}\binom{k}{r} \sum_{i=0}^{n-1}\binom{n}{i} \mu_{n-i}^{(Y)} \mathbb{E}\left[N_{D}^{m}(t) N_{p}^{r}(t) \lambda^{i}(t)\right]+\eta \sum_{r=0}^{k-1}\binom{k}{r} \mathbb{E}\left[N_{D}^{m}(t) N_{p}^{r}(t) \lambda^{n}(t)\right] \\
& \quad+\sum_{j=0}^{m}\binom{m}{j} \sum_{i=0}^{n=1}\binom{n}{i} \mu_{n-i}^{(Z)} \mathbb{E}\left[N_{D}^{j}(t) N_{P}^{k}(t) \lambda^{i+1}(t)\right]+\sum_{j=0}^{m-1}\binom{m}{j} \mathbb{E}\left[N_{D}^{j}(t) N_{P}^{k}(t) \lambda^{n+1}(t)\right], \tag{40}
\end{align*}
$$

where $v^{\prime}(t)=\frac{\mathrm{d} v(t)}{\mathrm{d} t}=-\beta\left(\lambda_{0}-v\right) e^{-\beta t}$.
Equation (40), of course, is a special case of Equation (33) when $v(t) \equiv v$ is constant.
We can consider special cases when some of the parameters $m, k, n$ are zero. We can also consider other cases such as $\mathbb{E}\left[N_{D}^{m}(t) \lambda_{1}^{n_{1}}(t) \lambda_{2}^{n_{2}}(t)\right]$, where

$$
\lambda_{1}(t)=\sum_{S_{r}<t} Y_{r} e^{-\beta\left(t-S_{r}\right)} ; \quad \lambda_{2}(t)=\sum_{T_{r}<t} Z_{r} e^{-\beta\left(t-T_{r}\right)}
$$

With the given baseline intensity the process is Markovian and so Equation (40) can also be derived by Dynkin's formula. However, our proof is valid for more general baseline intensity functions.

### 4.4. Inhomogenous Poisson processes

Here we simply take $\lambda(t)$ to be a given deterministic function: there are no exciting kernels of the kind we have so far assumed. Using our method, we can get the following differential equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[g(N(t))]=\{\mathbb{E}[g(N(t)+1)]-\mathbb{E}[g(N(t))]\} \lambda(t) \tag{41}
\end{equation*}
$$

which can be solved analytically for some functions $g: \Re^{+} \times N \rightarrow \Re$ under some mild conditions.

Example 3. $g(x)=\theta^{x}, \theta>0$, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\theta^{N(t)}\right]=\left\{\mathbb{E}\left[\theta^{N(t)+1}\right]-\mathbb{E}\left[\theta^{N(t)}\right]\right\}=(\theta-1) \mathbb{E}\left[\theta^{N(t)}\right] \lambda(t)
$$

so that

$$
\begin{equation*}
\mathbb{E}\left[\theta^{N(t)}\right]=\exp \left[\int_{0}^{t}(\theta-1) \lambda(u) \mathrm{d} u\right], \tag{42}
\end{equation*}
$$

which is of course the very well known expression for the p.g.f. of the inhomogeneous Poisson process.
Example 4. $g(x)=x^{n}, n=1,2, \ldots$, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N^{m}(t)\right]=\left\{\mathbb{E}\left[(N(t)+1)^{m}\right]-\mathbb{E}\left[N^{m}(t)\right]\right\} \lambda(t)=\lambda(t) \sum_{j=0}^{m-1}\binom{m}{j} \mathbb{E}\left[N^{j}(t)\right],
$$

which can be integrated to give

$$
\begin{equation*}
\mathbb{E}\left[N^{m}(t)\right]=\sum_{j=1}^{m-1}\binom{m}{j} \int_{0}^{t} \lambda(u) \mathbb{E}\left[N^{j}(u)\right] \mathrm{d} u . \tag{43}
\end{equation*}
$$

In fact, we can have, for an inhomogeneous Poisson process $N(t)$ whose intensity function as $\lambda(t)$, and

$$
\mathbb{P}\{N(t)=k\}=\frac{[\Lambda(t)]^{k}}{k!} e^{-\Lambda(t)}, k=0,1, \ldots,
$$

where $\Lambda(t)=\int_{0}^{t} \lambda(u) \mathrm{d} u$,

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N^{m}(t)\right] & =\frac{\mathrm{d}}{\mathrm{~d} t}\left\{\sum_{k=0}^{\infty} k^{m} \frac{[\Lambda(t)]^{k}}{k!} e^{-\Lambda(t)}\right\} \\
& =\lambda(t) \sum_{k=0}^{\infty} k^{m} \frac{[\Lambda(t)]^{k-1}}{(k-1)!} e^{-\Lambda(t)}-\lambda(t) \sum_{k=0}^{\infty} k^{m} \frac{[\Lambda(t)]^{k}}{k!} e^{-\Lambda(t)} \\
& =\sum_{j=0}^{m-1}\binom{m}{j} \mathbb{E}\left[N^{j}(t) \lambda(t)\right],
\end{aligned}
$$

which is the same as Equation (43) with initial condition $\mathbb{E}\left[N^{m}(0)\right]=0$.

### 4.5. A multi-marked Hawkes process

We now consider a new type of Hawkes process whose intensity function is given by

$$
\begin{equation*}
\lambda(t)=v+\sum_{j=1}^{K} \sum_{T_{r}<t} Z_{j, r} e^{-\beta_{j}\left(t-T_{r}\right)}, \tag{44}
\end{equation*}
$$

where $T_{r}$ is the occurrence time of the rth event of the point process $N_{H}(t)$; for each $j=1$ to $K,\left\{Z_{j, r} \sim G_{Z_{j}}(z)\right\}_{r=1,2, \ldots}$ is a sequence of i.i.d. marks; these series are
also independent of each other and independent of previous values of the process $N(t)$. The model looks very similar to the standard mutually-exciting process. However, in this case there is only one point process and each event on the right of this equation is operated on by a kernel that consists of $K$ different exponential functions, each multiplied by a different mark sequence, which combine additively to produce the output intensity. Note that the rates $\beta_{j}$ are in general different: if they were all the same then this would become a simpler self-exciting process with marks that are just the sums of the individual marks $\sum_{j=1}^{K} Z_{j, r}$ with a distribution that is the convolution of the various $G_{Z_{j}}(z)$ distributions. Our method can still work on this more general Hawkes process. In the following, we only consider the case of $K=2$.

Theorem 4. For a Hawkes process with intensity function

$$
\begin{equation*}
\lambda(t)=v+\sum_{T_{r}<t} Z_{1, r} e^{-\beta_{1}\left(t-T_{r}\right)}+\sum_{T_{r}<t} Z_{2, r} e^{-\beta_{2}\left(t-T_{r}\right)} \tag{45}
\end{equation*}
$$

we have

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N_{H}^{m}(t) \lambda^{n}(t)\right]= & -n \beta_{1} \mathbb{E}\left[N_{H}^{m}(t) \lambda^{n-1}(t) \lambda_{1}(t)\right]-n \beta_{2} \mathbb{E}\left[N_{H}^{m}(t) \lambda^{n-1}(t) \lambda_{2}(t)\right] \\
& +\sum_{j=0}^{m-1}\binom{m}{j} \mathbb{E}\left[N_{H}^{j}(t) \lambda^{n+1}(t)\right]+\sum_{j=0}^{m} \sum_{i=0}^{n-1}\binom{m}{j}\binom{n}{i} w_{n-i} \mathbb{E}\left[N_{H}^{j}(t) \lambda^{i+1}(t)\right]
\end{aligned}
$$

where for $(k=1,2, \ldots ; r=1,2, \ldots)$
$\lambda_{1}(t)=\sum_{T_{r}<t} Z_{1, r} e^{-\beta_{1}\left(t-T_{r}\right)} ; \quad \lambda_{2}(t)=\sum_{T_{r}<t} Z_{2, r} e^{-\beta_{2}\left(t-T_{r}\right)} ; \quad w_{k}=\int_{0}^{\infty} z^{k} \mathrm{~d} G_{Z_{1, r}+Z_{2, r}}(z)$.
We can also treat the intensity components separately

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N_{H}^{m}(t) \lambda_{1}^{n_{1}}(t) \lambda_{2}^{n_{2}}(t)\right] \\
& =-\left(n_{1} \beta_{1}+n_{2} \beta_{2}\right) \mathbb{E}\left[N_{H}^{m}(t) \lambda_{1}^{n_{1}}(t) \lambda_{2}^{n_{2}}(t)\right]+\sum_{j=0}^{m-1}\binom{m}{j} \mathbb{E}\left[N_{H}^{j}(t) \lambda(t) \lambda_{1}^{n_{1}}(t) \lambda_{2}^{n_{2}}(t)\right] \\
& \quad+\sum_{j=0}^{m} \sum_{i=0}^{n_{1}-1}\binom{m}{j}\binom{n_{1}}{i} \mu_{n_{1}-i}^{(1)} \mathbb{E}\left[N_{H}^{j}(t) \lambda(t) \lambda_{1}^{i}(t) \lambda_{2}^{n_{2}}(t)\right] \\
& \quad+\sum_{j=0}^{m} \sum_{i=0}^{n_{2}-1}\binom{m}{j}\binom{n_{2}}{i} \mu_{n_{2}-i}^{(2)} \mathbb{E}\left[N_{H}^{j}(t) \lambda(t) \lambda_{1}^{n_{1}}(t) \lambda_{2}^{i}(t)\right] \\
& \quad+\sum_{j=0}^{m} \sum_{j_{1}=0}^{n_{1}-1} \sum_{j_{2}=0}^{n_{2}-1}\binom{m}{j}\binom{n_{1}}{i_{1}}\binom{n_{2}}{i_{2}} \mu_{n_{1}-i_{1}}^{(1)} \mu_{n_{2}-i_{2}}^{(2)} \mathbb{E}\left[N_{H}^{j}(t) \lambda(t) \lambda_{1}^{i_{1}}(t) \lambda_{2}^{i_{2}}(t)\right] .
\end{aligned}
$$

where $\mu_{k}^{(i)}=\int_{0}^{\infty} z_{i}^{k} \mathrm{~d} G_{Z_{i}}\left(z_{i}\right),(i=1,2 ; k=1,2, \ldots)$.

Proof. The proof is similar to the previous ones. The details are omitted here.

Some special cases are considered in the following.
When $n_{1}=n_{2}=0$, by using Theorem 4, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N_{H}^{m}(t)\right]=\sum_{i=0}^{m-1}\binom{m}{i} \mathbb{E}\left[N_{H}^{i}(t) \lambda(t)\right]
$$

which is coincident with Theorem 1 provided for general counting processes. In particular, $\frac{\mathrm{d}}{\mathrm{d} t} \mathbb{E}\left[N_{H}(t)\right]=\mathbb{E}[\lambda(t)] \Rightarrow \mathbb{E}\left[N_{H}(t)\right]=\int_{0}^{t} \mathbb{E}[\lambda(u)] \mathrm{d} u$.

When $m=0$, by using Theorem 4, we have

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\lambda_{1}^{n_{1}}(t) \lambda_{2}^{n_{2}}(t)\right]= & -\left(n_{1} \beta_{1}+n_{2} \beta_{2}\right) \mathbb{E}\left[\lambda_{1}^{n_{1}}(t) \lambda_{2}^{n_{2}}(t)\right] \\
& +\sum_{i=0}^{n_{1}-1}\binom{n_{1}}{i} \mu_{n_{1}-i}^{(1)} \mathbb{E}\left[\lambda(t) \lambda_{1}^{i}(t) \lambda_{2}^{n_{2}}(t)\right] \\
& +\sum_{i=0}^{n_{2}-1}\binom{n_{2}}{i} \mu_{n_{2}-i}^{(2)} \mathbb{E}\left[\lambda(t) \lambda_{1}^{n_{1}}(t) \lambda_{2}^{i}(t)\right]  \tag{46}\\
& +\sum_{i_{1}=0}^{n_{1}-1} \sum_{i_{2}=0}^{n_{2}-1}\binom{n_{1}}{i_{1}}\binom{n_{2}}{i_{2}} \mu_{n_{1}-i_{1}}^{(1)} \mu_{n_{2}-i_{2}}^{(2)} \mathbb{E}\left[\lambda(t) \lambda_{1}^{i_{1}}(t) \lambda_{2}^{i_{2}}(t)\right]
\end{align*}
$$

### 4.6. Non-Markovian Hawkes Processes

In this subsection, a non-Markovian Hawkes process, denoted as $N_{H G}(t)$, is considered by using our method, whose intensity kernel function is $h(t)=t e^{-t},(t \geq$ 0) (Gamma decay function), i.e., its intensity function is

$$
\begin{equation*}
\lambda(t)=v+\int_{0}^{t} h(t-s) \mathrm{d} N_{H G}(t)=v+\sum_{T_{i}<t} h\left(t-T_{i}\right)=v+\sum_{T_{i}<t}\left[\left(t-T_{i}\right) e^{-\left(t-T_{i}\right)}\right], \tag{47}
\end{equation*}
$$

where $\left\{T_{i}\right\}_{i=1,2, \ldots}$ is the series of times at which events occur for the Hawkes process $N_{H G}(t)$.

We shall give the results for the moments of $N_{H G}(t)$ by using our method, then present a closed-form for $\mathbb{E}\left[N_{H G}^{2}(t)\right]$ as an example. Because the higher order moments can also be done similarly, here they are omitted.

It is easy to know that $h^{\prime}(t)=e^{-t}-t e^{-t}=h_{2}(t)-h(t)$, where $h_{2}(t)=e^{-t}$, for $t \geq 0, h_{2}(t)=0$, for $t<0$.

First we have, when $\left\{N_{H G}(t+\Delta)-N_{H G}(t)=0\right\}$ occurs,

$$
\begin{aligned}
\lambda_{0}(t+\Delta) & =v+\sum_{T_{i}<t+\Delta} h\left(t-T_{i}+\Delta\right)=v+\sum_{T_{i}<t} h\left(t-T_{i}+\Delta\right) \\
& =v+\sum_{T_{i}<t} h\left(t-T_{i}\right)+\Delta \sum_{T_{i}<t} h^{\prime}\left(t-T_{i}\right)+o(\Delta) \\
& =\lambda(t)+\Delta\left[\sum_{T_{i}<t} h_{2}\left(t-T_{i}\right)-\sum_{T_{i}<t} h\left(t-T_{i}\right)\right]+o(\Delta) \\
& =\lambda(t)+\Delta\left[\lambda_{2}(t)-\lambda(t)+v\right]+o(\Delta)
\end{aligned}
$$

where $\lambda_{2}(t)$ is a stochastic process, which is defined as

$$
\begin{equation*}
\lambda_{2}(t):=\int_{0}^{t} h_{2}(t-s) \mathrm{d} N_{H G}(t)=\sum_{T_{i}<t} h_{2}\left(t-T_{i}\right)=\sum_{T_{i}<t} e^{-\left(t-T_{i}\right)} . \tag{48}
\end{equation*}
$$

Note that $\lambda_{2}(t)$ depends on the point process $N_{H G}(t)$ whose the moments are considering now. $\left(\lambda_{2}(0)=0, \lambda_{2}(t)=0\right.$, when $\left.t<T_{1}\right)$

On the other hand, we have, when $\left\{N_{H G}(t+\Delta)-N_{H G}(t)=1\right\}$ occurs,

$$
\begin{aligned}
\lambda_{1}(t+\Delta) & =v+\sum_{T_{i}<t+\Delta} h\left(t-T_{i}+\Delta\right)=v+\sum_{T_{i}<t} h\left(t-T_{i}+\Delta\right)+h\left(t-T^{*}+\Delta\right) \\
& =\lambda_{0}(t+\Delta)+h\left(\Delta_{1}\right)+o(\Delta), \quad 0<\Delta_{1}<\Delta, \quad t<T^{*}<t+\Delta
\end{aligned}
$$

Using our elementary method presented in Section 2, then we have the following result.
Theorem 5. For a Hawkes process $N_{H G}(t)$ with intensity function

$$
\lambda(t)=v+\sum_{T_{i}<t}\left[\left(t-T_{i}\right) e^{-\left(t-T_{i}\right)}\right]
$$

then we have

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N_{H G}^{m}(t) \lambda^{n}(t) \lambda_{2}^{l}(t)\right]= & n \mathbb{E}\left[N_{H G}^{m}(t) \lambda^{n-1}(t) \lambda_{2}^{l+1}(t)\right]-(n+l) \mathbb{E}\left[N_{H G}^{m}(t) \lambda^{n}(t) \lambda_{2}^{l}(t)\right] \\
& +n v \mathbb{E}\left[N_{H G}^{m}(t) \lambda^{n-1}(t) \lambda_{2}^{l}(t)\right] \\
& +\sum_{i=0}^{m-1}\binom{m}{i} \mathbb{E}\left[N_{H G}^{i}(t) \lambda^{n+1}(t)\left[\lambda_{2}(t)+1\right]^{l}\right] \\
& +\sum_{k=0}^{l-1}\binom{l}{k} \mathbb{E}\left[N_{H G}^{m}(t) \lambda^{n+1}(t) \lambda_{2}^{k}(t)\right] \tag{49}
\end{align*}
$$

where $\sum_{0}^{w}[*]=0$, if $w<0$ and $\lambda^{i}(t)=0$, if $i<0$.

Proof. The proof is similar to the previous ones based on some complicated algebraic manipulations, here it is omitted.

Remark 9. Theorem 5 is presented as an example for our elementary approach on a non-Markovian Hawkes process in which the Dynkin formula cannot work. It is again to prove our method is an extension of Dynkin formula.

Special cases: From Equation (49), we have the following special cases.
(i) When $m=0, n=1, l=0$, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[\lambda(t)]=\mathbb{E}\left[\lambda_{2}(t)\right]-\mathbb{E}[\lambda(t)]-v
$$

(ii) When $m=0, n=0, l=1$, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\lambda_{2}(t)\right]=\mathbb{E}[\lambda(t)]-\mathbb{E}\left[\lambda_{2}(t)\right]
$$

To summarize cases (i) and (ii), we have a set of 2 differential equations as follows.

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}[\lambda(t)]=\mathbb{E}\left[\lambda_{2}(t)\right]-\mathbb{E}[\lambda(t)]-v \\
\frac{\mathrm{~d}}{\mathrm{~d} t} \mathbb{E}\left[\lambda_{2}(t)\right]=\mathbb{E}[\lambda(t)]-\mathbb{E}\left[\lambda_{2}(t)\right]
\end{array}\right.
$$

Numerical results, with $\mathbb{E}\left[\lambda_{2}(0)\right]=0, \mathbb{E}[\lambda(0)]=v$, and set $v=2$, are,

$$
\left\{\begin{array}{l}
\mathbb{E}[\lambda(t)]=\frac{1}{2} e^{-2 t}+t+\frac{3}{2} \\
\mathbb{E}\left[\lambda_{2}(t)\right]=-\frac{1}{2} e^{-2 t}+t+\frac{1}{2}
\end{array}\right.
$$

(iii) When $m=0, n=2, l=0$, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\lambda^{2}(t)\right]=2 \mathbb{E}\left[\lambda(t) \lambda_{2}(t)\right]-2 \mathbb{E}\left[\lambda^{2}(t)\right]+2 v \mathbb{E}[\lambda(t)]
$$

(iv) When $m=0, n=1, l=1$, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\lambda(t) \lambda_{2}(t)\right]=\mathbb{E}\left[\lambda^{2}(t)\right]+\mathbb{E}\left[\lambda_{2}^{2}(t)\right]-2 \mathbb{E}\left[\lambda(t) \lambda_{2}(t)\right]+v \mathbb{E}\left[\lambda_{2}(t)\right]
$$

(v) When $m=0, n=0, l=2$, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\lambda_{2}^{2}(t)\right]=2 \mathbb{E}\left[\lambda(t) \lambda_{2}(t)\right]-2 \mathbb{E}\left[\lambda_{2}^{2}(t)\right]+\mathbb{E}[\lambda(t)]
$$

To summarize cases (iii), (iv) and (v), we have a set of 3 differential equations as follows.

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\lambda^{2}(t)\right]=2 \mathbb{E}\left[\lambda(t) \lambda_{2}(t)\right]-2 \mathbb{E}\left[\lambda^{2}(t)\right]+2 v \mathbb{E}[\lambda(t)] \\
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\lambda(t) \lambda_{2}(t)\right]=\mathbb{E}\left[\lambda^{2}(t)\right]+\mathbb{E}\left[\lambda_{2}^{2}(t)\right]-2 \mathbb{E}\left[\lambda(t) \lambda_{2}(t)\right]+v \mathbb{E}\left[\lambda_{2}(t)\right] \\
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[\lambda_{2}^{2}(t)\right]=2 \mathbb{E}\left[\lambda(t) \lambda_{2}(t)\right]-2 \mathbb{E}\left[\lambda_{2}^{2}(t)\right]+\mathbb{E}[\lambda(t)]
\end{array}\right.
$$

Numerical results, with $\mathbb{E}\left[\lambda_{2}^{2}(0)\right]=0, \mathbb{E}\left[\lambda^{2}(0)\right]=v^{2}=4, \mathbb{E}\left[\lambda(0) \lambda_{2}(0)\right]=0$, are,

$$
\left\{\begin{array}{l}
\mathbb{E}\left[\lambda^{2}(t)\right]=\frac{9}{8} t^{2}+\frac{51}{16} t+\frac{137}{16}+\frac{7}{4} e^{-2 t}+\frac{3}{4} t e^{-2 t}+\frac{7}{64} e^{-4 t} \\
\mathbb{E}\left[\lambda_{2}^{2}(t)\right]=\frac{9}{8} t^{2}+\frac{27}{16} t+\frac{41}{64}-\frac{3}{4} e^{-2 t}-\frac{3}{4} t e^{-2 t}+\frac{7}{64} e^{-4 t} \\
\mathbb{E}\left[\lambda(t) \lambda_{2}(t)\right]=\frac{9}{8} t^{2}+\frac{37}{16} t+\frac{47}{64}-\frac{5}{8} e^{-2 t}-\frac{7}{64} e^{-4 t}
\end{array}\right.
$$

(vi) When $m=1, n=1, l=0$, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N_{H G}(t) \lambda(t)\right]=E\left[N_{H G}(t) \lambda_{2}(t)\right]-\mathbb{E}\left[N_{H G}(t) \lambda(t)\right]+v \mathbb{E}[\lambda(t)]+\mathbb{E}\left[\lambda^{2}(t)\right]
$$

(vii) When $m=1, n=0, l=1$, we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N_{H G}(t) \lambda_{2}(t)\right]=\mathbb{E}\left[N_{H G}(t) \lambda(t)\right]-\mathbb{E}\left[N_{H G}(t) \lambda_{2}(t)\right]+\mathbb{E}\left[\lambda(t) \lambda_{2}(t)\right]+\mathbb{E}[\lambda(t)]
$$

To summarize cases (vi) and (vii), we have a set of 2 differential equations as follows.

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N_{H G}(t) \lambda(t)\right]=E\left[N_{H G}(t) \lambda_{2}(t)\right]-\mathbb{E}\left[N_{H G}(t) \lambda(t)\right]+v \mathbb{E}[\lambda(t)]+\mathbb{E}\left[\lambda^{2}(t)\right] \\
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N_{H G}(t) \lambda_{2}(t)\right]=\mathbb{E}\left[N_{H G}(t) \lambda(t)\right]-\mathbb{E}\left[N_{H G}(t) \lambda_{2}(t)\right]+\mathbb{E}\left[\lambda(t) \lambda_{2}(t)\right]+\mathbb{E}[\lambda(t)]
\end{array}\right.
$$

Numerical results, with $\mathbb{E}\left[N_{H G}(0) \lambda(0)\right]=0, \mathbb{E}\left[N_{H G}(0) \lambda_{2}(0)\right]=0$, are,

$$
\left\{\begin{array}{l}
\mathbb{E}\left[N_{H G}(t) \lambda(t)\right]=\frac{3}{8} t^{3}+\frac{17}{8} t^{2}+\frac{943}{128} t+\frac{715}{256}-\frac{7}{256} e^{-2 t}+\frac{5}{4} t e^{-2 t}+\frac{3}{16} t^{2} e^{-2 t}-\frac{7}{128} e^{-4 t} \\
\mathbb{E}\left[N_{H G}(t) \lambda_{2}(t)\right]=\frac{3}{8} t^{3}+\frac{17}{8} t^{2}+\frac{823}{128} t-\frac{345}{256}+\frac{331}{256} e^{-2 t}-\frac{13}{8} t e^{-2 t}-\frac{3}{16} t^{2} e^{-2 t}+\frac{7}{128} e^{-4 t}
\end{array}\right.
$$

Based on Theorem 1, we have

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}\left[N_{H G}^{2}(t)\right]=\sum_{j=0}^{1}\binom{2}{j} \mathbb{E}\left[N_{H G}^{j}(t) \lambda(t)\right] \\
& =\mathbb{E}[\lambda(t)]+2 \mathbb{E}\left[N_{H G}(t) \lambda(t)\right] \\
& =\frac{1}{2} e^{-2 t}+t+\frac{3}{2}+2\left[\frac{3}{8} t^{3}+\frac{17}{8} t^{2}+\frac{943}{128} t+\frac{715}{256}-\frac{7}{256} e^{-2 t}+\frac{5}{4} t e^{-2 t}+\frac{3}{16} t^{2} e^{-2 t}-\frac{7}{128} e^{-4 t}\right] \\
& =\frac{3}{4} t^{3}+\frac{17}{4} t^{2}+\frac{999}{56} t+\frac{883}{128}+\frac{49}{128} e^{-2 t}+\frac{5}{2} t e^{-2 t}+\frac{3}{8} t^{2} e^{-2 t}-\frac{7}{56} e^{-4 t} \\
& \mathbb{E}\left[N_{H G}^{2}(t)\right]=\frac{-1}{5376}\left(1008 t^{2}+7728 t+4893\right) e^{-2 t}+\frac{3}{16} t^{4}+\frac{17}{12} t^{3}+\frac{999}{112} t^{2}+\frac{883}{128} t+\frac{1}{32} e^{-4 t}+\frac{225}{256}
\end{aligned}
$$

On the other hand, we also have

$$
\mathbb{E}\left[N_{H G}(t)\right]=\int_{0}^{t} \mathbb{E}[\lambda(u)] \mathrm{d} u=\frac{1}{4}-\frac{1}{4} e^{-2 t}+\frac{1}{2} t^{2}+\frac{3}{2} t
$$

The curves for $\mathbb{E}\left[N_{H G}^{2}(t)\right], \mathbb{E}\left[N_{H G}(t)\right]$ and a sample path of $\lambda(t)$ are presented in FIGURES 3 and 4, respectively.


Figure 3: The curves of $\mathbb{E}\left[N_{H G}^{2}(t)\right]$ and $\mathbb{E}\left[N_{H G}(t)\right]$.


Figure 4: A sample path of $\lambda(t)$ with $v=2$ $\left(T_{i}=0.5,2,2.5,4,(i=1, \ldots, 4)\right.$

Remark 10. The key issue for our method to be used successfully is to introduce a stochastic process $\lambda_{2}(t)$ for this non-Markovian Hawkes process with Gamma decay kernel function. In fact, the process $\left(N_{H G}(t), \lambda(t), \lambda_{2}(t)\right)$ has the Markov property. In general, how to introduce some stochastic processes makes the Markov property true for non-Markovian Hawkes processes is a difficult question, which is similar to the method of supplementary variables. When using our method, one does not need to check the Markov property being true or not, if the differential equations can be established successfully, then our method is applicable.

## 5. Conclusions and Discussion

In the paper an elementary approach is presented to obtain moments of the counting process and/or the intensity of a number of marked Hawkes processes, in which the detailed procedure is given step-by-step, and it works not only for all Markovian Hawkes processes, but also for some non-Markovian Hawkes processes. When the
process is Markovian the same results can be obtained by the famous Dynkin formula. Our method starts by finding the expectation of the required moment at time $t+\Delta$ conditional on the history of the process up to time $t$. Taking a further expectation and finding the limit as $\Delta \rightarrow 0$ yields a differential equation for the required moment. It may be possible to solve this explicitly in simple cases, otherwise it may be solved by standard numerical methods for differential equations. Our method does not depend on having a Markov process, so that it is more general for this purpose than using a Dynkin formula.

Results have been found for simple versions of a self-exciting process, mutuallyexciting Hawkes processes, Cox processes, dynamic contagion processes and non-homo -geneous Poisson processes. We show that all of these actually belong to the Hawkes process family. Some results are also obtained for a self-exciting process with multiple marks. We also present an application of our elementary method to a non-Markovian Hawkes processes with Gamma decay kernel function, which shows again that our method is an extension of Dynkin formula.

We use exponential exciting-kernel functions. This often results in the process having the Markov property, but the main advantage is the simple form we get, to order $o(\Delta)$, for $\lambda(t+\Delta)$. We also use the Gamma decay kernel function by introducing a new related stochastic process although the marks and exponential parameter are not used, which is for presenting a simple example in non-Markovian case. As mentioned previous, the Marks and parameters do not affect our method, they just bring some complexity but difficulty. The method in introducing a new stochastic process for nonMarkovian Hawkes process looks much like the method of supplementary variables in essential. The Gamma decay kernel function in the example makes some difference with exponential kernel function for random intensity functions, the former's intensity function increases gradually, but the latter's intensity has a jump when an event occurs.

An advantage of our method is that it begins by looking at the conditional expectation of the function we are actually trying to derive. For example, to obtain results for $\mathbb{E}\left[\theta^{N(t)} e^{-s \lambda(t)}\right]$ we would begin simply with $\mathbb{E}\left[\theta^{N(t+\Delta)} e^{-s \lambda(t+\Delta)} \mid \mathcal{F}_{t}\right]$ where the filtration $\mathcal{F}_{t}$ represents the history of the process up to time t . In contrast, for the dynamic contagion process, [8] (Theorem 3.1 in their paper) approach the same problem by beginning with an objective function $g(N, \lambda, t)=e^{c(t)} A^{n}(t) e^{-B(t) \lambda}$ and
then use the infinitesimal generator to obtain equations for the functions $c(t), A(t)$, and $B(t)$. Our approach seems more obvious.

We have given several examples in the paper but the method can be applied to many problems.
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