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Abstract
This study examines the interplay between political influence and regulatory decision-

making.Political influence is captured based on whether a bank is headquartered in a

state where an elected official holds a chair position on a congressional committee related

to the banking and financial services industry. Using data of US commercial banks over

the period 2000-2015, we show that our measure of political influence reduces a bank’s

probability of receiving a formal regulatory enforcement action. Results are robust to

the use of alternative model specifications and the sample restrictions. However, we find

that various bank and environmental characteristics are important conditional factors.
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“[...] the connection between politics and finance is complex. It differs across

countries with different political and financial systems. It changes over time

within countries, as some constituencies gain power, others lose power, and po-

litical and financial systems evolve.”

— Barth et al. (2012, p.17)

1 Introduction

The regulatory and supervisory architecture of the banking sector has received extensive

attention, with interest therein being renewed during the crisis and the post-crisis period.

While policy makers and academics have traditionally focused on prudential - and most

recently macroprudential - regulations, attention has, since the financial crisis, increasingly

been shifted to the role of political influence, which runs high on the agenda of the banking

industry.

The interest in this latter issue is not surprising for at least two reasons. First, regulatory

capture and political influence has been cited as one of the reasons that led to the crisis.

For instance, the 2011 report of the national commission on the causes of the financial and

economic crisis in the US concludes that "widespread failures in financial regulation and

supervision proved devastating to the stability of the nation’s financial markets. More than

30 years of deregulation and reliance on self-regulation by financial institutions, championed

by former Federal Reserve chairman Alan Greenspan and others, supported by successive

administrations and Congress, and actively pushed by the powerful financial industry at ev-

ery turn, had stripped away key safeguards, which could have helped avoid catastrophe" (p.

xviii). Second, the high level of regulatory oversight and policy complexities in the banking

industry imply that political connections, lobbying, and influence, may be particularly valu-

able (Gropper et al., 2015; Igan and Lambert, 2018). In fact, according to data provided by

the Center for Responsive Politics, the financial sector ranks amongst the top spenders in
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lobbying and campaign contributions. Igan and Lambert (2018) also point out that between

1998 and 2016 the U.S. financial sector spent $7.4 billion on lobbying. Most importantly,

during the 2016 US election cycle, the dollar amount of lobbying and campaign contributions

by large banks, hedge funds and other financial institutions hit a record high approximately

25% higher than the amount spent during the 2007-2008 elections (McLannahan and Jopson,

2017)

Focusing on the US banking sector, the main objective of the present study is to examine

whether and how political influence impacts the decision making of financial regulators. As in

Lambert (2019) we consider regulatory enforcement actions issued against banks as a proxy of

regulatory decisions. In his study, which is the most closely related one to our work, he finds

that lobbying banks are less likely to receive regulatory enforcement actions. However, we

differentiate our work from the one of Lambert in some crucial respects. The most important

one is that, while he focuses on bank lobbying activities, we investigate the impact of the

political influence of elected officials on regulatory decisions. This is particularly important

for at least two reasons. First, Igan and Lambert (2018) highlight that, while the size of

the bank lobbying market appears to be big, the expenditures are actually rather small

when compared to the size of the banking industry, the value of policies, and the benefits

at stake. One potential explanation that they provide is that special interest groups do not

need to spend much once they have reached out to the legislator or regulator and provided

some key information. As an example, they mention that for a congressman, the relevant

piece of information could be the impact of his vote for or against a particular bill on his

re-election prospects. Another explanation that they offer is that lobbying expenditures

are supplemented by other mechanisms of influence like quid pro quo agreements, career

concerns, relationships, and persuasion. In the present study, to account for such factors,

political influence is captured by whether or not a bank’s headquarters are located in a

state represented by a Senator or Congressman who is a Chairman in a Committee relevant

to banking and financial services. The second reason for which the impact of the political
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influence of elected officials on regulatory and governmental decisions is important is that it

has received considerably less attention compared to firms’ corporate political strategies, such

as lobbying (e.g. Lambert, 2019), campaign contributions (e.g. Correia, 2014) or employment

connections (e.g. Shive and Forster, 2016).

Therefore, we attempt to shed more light on one of the mechanisms through which

political influence may work. This approach makes our work related to recent studies by

Gropper et al. (2013, 2015) who use the same proxy for political influence to conclude

that it "pays" to have friends in high places. However, these two studies focus on bank

profitability and stock market performance and not on regulatory decisions. In contrast,

by focusing on regulatory enforcement actions against banks headquartered in an elected

official’s home state, the present study provides direct evidence on a channel via which this

elected official may exert the political influence associated with holding a chair position in a

congressional committee (House or Senate) relevant to the financial industry. Shielding banks

from regulatory enforcement actions is a plausible channel for a committee chair to exert his

influence for two reasons: First, enforcement actions must be appropriately "tailored" around

the unique features and needs of each institution. Essentially, this means that the regulators

have some flexibility on the severity and type of action that will be imposed. Second, the

regulators have in many instances worked in the past with members of the Senate or they

have been nominated and supported by them 1.
1Take for example, Martin J. Gruenberg, the 20th Chairman of the FDIC, who received Senate con-

firmation on November 15, 2012. Previously he held other important positions in the FDIC board, and
before that he had broad congressional experience in the financial services and regulatory areas. He served
as Senior Counsel to Senator Paul S. Sarbanes (D-MD) on the staff of the Senate Committee on Banking,
Housing, and Urban Affairs from 1993 to 2005. Mr. Gruenberg advised the Senator on issues of domestic
and international financial regulation, monetary policy and trade. He also served as Staff Director of the
Banking Committee’s Subcommittee on International Finance and Monetary Policy from 1987 to 1992. As
another example, on July 27 2017, U.S. Senator Mike Crapo (R-Idaho), Chairman of the United States
Senate Committee on Banking, Housing and Urban Affairs, delivered the following remarks during a full
committee hearing on the nominations of Mr. Joseph Otting, of Nevada, to be Comptroller of the Currency;
and The Honorable Randal Quarles, of Colorado, to be a Member of the Board of Governors of the Federal
Reserve System."Mr. Otting brings a particular expertise and understanding of our banking system from a
long career in financial services.I am confident that Mr. Otting will bring strong leadership to the OCC"
and "Mr. Quarles has a wealth of government and private sector experience dealing with both domestic and
international financial markets. He is no stranger to public service, having previously served in multiple top
posts in the Treasury Department".

4



To fulfill the objective of the study, we hand-collect data for US Commercial Banks and

biographical information of Congressional Committee Chairmen from the period 2000-2015.

Overall, the results confirm that banks with political connections are less likely to receive

a severe type regulatory enforcement action. These results hold when we perform a set

of estimations to examine the robustness of our results. First, we apply propensity-score

matching in order to establish causality and rule out potential selection bias in the setting

of our analysis. Second, we include alternative control variables and examine whether the

results hold for several sub-samples (e.g. crisis vs non-crisis years, large banks, poor vs

top capitalized banks). In all these cases, the results remain the same. Third, we examine

alternative factors that could enhance our understanding of political channels or influence

the reported results. Briefly, our findings suggest that in cases where the Chair’s seniority

is higher, the financial sector’s contributions are higher, and the level of vote concentration

is greater, the impact of local political influence on regulatory enforcement likelihood is en-

hanced. Furthermore, our findings suggest that although committee membership exerts a

significant impact on regulatory enforcement likelihood; the impact of sub-committee chair-

manship is only marginally significant. In terms of bank-related traits, the results indicate

that the committee chair dummy is negative and statistically significant for both listed and

non-listed parent companies. When we examine parent company age, we find that our core

variable of interest is highly significant in the case of older than average parent companies,

whereas the chair effect is weaker for younger parent companies. Moreover, we find that

political influence is statistically significant only in the case that operate in a single State.

Last but not least, we find that the overall state environment plays a role in our empirical

investigation. In particular, political influence appears to matter particularly in states with

higher corruption, lower levels of religiosity, and higher polarization.

Empirical precedent has demonstrated the linkage between politics and various aspects of

today’s corporate and banking sector environment. Empirical and theoretical studies overall

agree that political connections are a "valuable" investment (Mathur et al., 2013), in the
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sense that firms with identified connections are more likely to enjoy certain benefits. In

particular, the literature has indicated beneficial outcomes such as easier access to finance

(Infante and Piazza, 2014; Chen et al., 2014), as well as lower cost of bank loans (Houston

et al., 2014). In addition, studies provide evidence supporting that political connections lead

to increased performance (Johnson and Mitton, 2003; Gropper et al., 2013, 2015; Papadimitri

et al., 2019b) and corporate value (Faccio et al., 2006; Cooper et al., 2010; Hill et al., 2013).

Moreover, studies have also explored other areas of corporate activity and find that political

connections is tied to lower cost of capital (Boubakri et al., 2012) and milder depositor

reaction (Disli et al., 2013; Nys et al., 2015). On a more general level, empirical precedent has

also demonstrated that political influence is connected with higher stock market performance

(Coates and Wilson, 2007) and economic growth (Coates et al., 2011).Finally, Duso (2005),

who examine the interplay between lobbying and regulation, provide evidence suggesting that

successful lobbying leads to avoidance of regulation in cases where otherwise it would have

been compelling. Interestingly enough, their findings also suggest that a market’s regulatory

regime is tied both to the political and regulatory environment in place.

Our research is related to studies examining the interplay between political economy

and general regulation. This literature dates back to Stigler (1971),Posner (1974), and

Peltzman (1976), the pioneers of the theoretical models of regulatory influence. Besley and

Coate (2001) and Grossman and Helpman (2001) provide theoretical models on how firms

can influence policy outcomes. Other studies (e.g. Mailath and Mester, 1994; Acharya and

Yorulmazer, 2007) have explored why and to what extent regulators use their discretion.

More recently, Holburn and Bergh (2008) develop a theoretical argument suggesting that

firms operating in heavily-regulated industries, have a higher probability to engage in corpo-

rate political strategies, in order to influence changes in legislation/laws towards their own

interest.Gibson et al. (2018) and Kerr et al. (2014) examine the determinants and dynamics

of lobbying activities, respectively.

In addition, our work is related to a growing number of empirical studies providing evi-

6



dence that regulatory decisions and firm outcomes are subject to political influence exerted

by organizations. Many of them focus on SEC enforcement actions (Kedia and Rajgopal,

2011; Correia, 2014; Fulmer et al., 2017) while others examine fraud detection and enforce-

ment against fraud (Yu and Yu, 2011; Wu et al., 2016), tax enforcement effectiveness (Lin

et al., 2018), public reports of major violations for safety compliance (Fisman and Wang,

2015), government procurement contracts (Goldman et al., 2013), corporate bailouts (Faccio

et al., 2006), preferential access to finance (Claessens et al., 2008) and Federal Reserve lending

(Blau, 2017). However, only a limited number of studies focus on the banking industry. In

an early study, Kroszner and Strahan (1999) examine bank branching deregulation in 1970s

and 1980s in US and find that pressure exerted by special interest groups had an impact

on the elimination of restrictions on bank branching. Along the same lines,Igan and Mishra

(2014) suggest that higher lobbying from financial sector encouraged deregulation during the

pre-crisis period. Focusing on the financial crisis, Mian et al. (2010) find that higher financial

sector contributions increased the probability of Congressional members supporting bailout

legislation of 2008. In a somehow related study, Duchin and Sosyura (2012) find that polit-

ically connected financial firms are more likely to be funded through the Capital Purchase

Program (CPP). Examining the lending pattern of lobbying and non-lobbying firms,Igan

et al. (2012) reveal that institutions that lobby on issues related to mortgage lending and

securitization engaged in more risky lending practices ex ante and had worse performance ex

post. Somewhat related to our finding of lower enforcement in committee chairs’ home states,

Agarwal et al. (2014) show that state regulators are more lenient than federal ones, which

these authors partly attribute to regulatory capture. Others focus on the revolving door

channel in the banking sector. For example, Braun and Raddatz (2010) find that banks that

are politically connected are larger and more profitable than other banks, despite being less

leveraged and having less risk. They suggest that banks may hire former politicians, in order

to ensure favourable treatment. Adams (2013) finds that officers of larger banks are more

likely to obtain Federal Deserve directorship; adding value in terms of positive average mar-
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ket reaction. Moreover, her findings reveal some evidence that banks with Federal Reserve

directorships have lower probability to cease their operations in comparison to other banks

within the industry. Using cross-state enforcement actions of regulators, Lucca et al. (2014)

find that gross worker inflows into regulation from the private sector, and gross outflows

from regulation are both higher during periods of intense enforcement; albeit the outflows

are significantly smaller in magnitude. They conclude that their results are in favour of the

regulatory schooling hypothesis rather than the quid-pro-quo explanation of the revolving

door 2. Shive and Forster (2016) reach a similar conclusion. They find that financial firms

hire ex-employees of their regulators with an aim to reduce risk, and there is limited direct

evidence of quid pro quo behavior in regulatory event frequency and fines.

The remainder of this paper is structured as follows. Section 2 provides an overview of

the institutional background of U.S. Congressional Committees, U.S. Banking supervision

and hypotheses development. Section 3 describes the sample data and variables. Section 4

provides an overview of the methodology employed and contemplates the results. Section 5

presents the findings of our further analysis and finally, Section 6 offers concluding remarks.

2 Institutional background and hypothesis development

2.1 U.S. Senate, House of Representatives and Congressional Com-

mittees

The U.S. Congress is the legislative branch of the U.S. Federal government and is composed of

two chambers; the Senate (upper chamber) and House of Representatives (lower chamber).

Senators and Congressmen (members of House of Representatives) are primarily chosen

through direct election 3.

The U.S. Senate is made up of 100 Senators (two for each state), who serve a six year
2However, the example discussed by Fan et al. (2007) shows that the regulatory experience of former

government bureaucrats does not necessarily make them more effective CEOs
3 In some cases Senators may be chosen through gubernatorial appointment.
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term. The Senate’s powers and functions, as outlined by the Article One of the United States

Constitution4 , vary from "advice and consent" and approval of legislation suggested by the

House of Representatives, to electing one of the top two recipients for Vice President’s office

in the case where no candidate receives a majority of electors. The House of Representatives

consists of 435 voting members, each representing a congressional district and 6 non-voting

members. Each member serves a two year term and there is no limit as to the number of

terms an individual can serve. Each state is allocated a minimum of one member. The

primary function of the House of Representatives is to initiate bills, which are then sent to

Senate.

The U.S. Congress deals with a range of policy issues. The Committees of the U.S.

Congress are legislative sub-organizations that are in charge of dealing with specific issues.

This enables the efficient handling of such policy issues and it allows members to develop

specialized knowledge on specific policy matters within their area of jurisdiction. A Com-

mittee’s main tasks lie among monitoring government operations, identifying issues suitable

for legislation, examining information on specialized issues and suggesting lines of action in

their respective controlling body. The House has 23 Committees, whereas the Senate has 20.

In regard to the Committee assignments (including Chair position), members are appointed

by majority vote. For the chair position, seniority had traditionally been an important factor

considered during the appointment procedure. Although all members exert influence on pol-

icy issues related to the committee’s area of jurisdiction, the chair has considerable power to

influence the policy-making procedure 5. The powers of the Chairman lie among setting the

legislative agenda, organizing meetings with the members of the committee, shaping debates

related to particular issues, as well influencing the legislation brought to a vote.
4For further information visit https://constitutioncenter.org/interactive-constitution/articles/article-i.
5There is a growing body of literature that examines the role of Congressional Committees in policy

making. For example, Berry and Fowler (2017) find that the majority of a committee’s power is concentrated
among chairs. Gropper et al. (2013) find that banks head-quartered in states where an elected official serves
as a chair in their respective committee, tend to outperform banks in other states. Cohen et al. (2011) reveal
that there is increased federal spending in the states where an elected official is a chair of an important
committee.
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As discussed earlier, our aim is to examine the level of influence of elected officials (mem-

ber of House or Senate) in shaping bank regulatory decisions. There are two Committees

closely related to the financial services industry which are taken into consideration in this

study, namely the Committee of Banking, Housing and Urban Affairs (Senate’s Committee)

and the Financial Services Committee (House of Representatives’ Committee)6 . For exam-

ple, the Banking, Housing, and Urban Affairs Committee engages in writing and passing

legislation related, among other things, to banking, insurance, financial markets, securities

and housing. The Committee also oversees the work of the Federal Reserve System, U.S.

Department of Treasury, U.S. Securities and Exchange Commission and other financial regu-

lators. Although all members of the Committee can exert, up to some extent, political power

and influence; the Chair has considerable power to influence and shape regulatory issues re-

lated to the Committee’s area of jurisdiction. Since Chairmen are also elected officials, one

could expect the existence of a channel of influence flowing from the political environment

within a state to the regulatory treatment of banks.

2.2 Enforcement Actions & U.S. Banking supervision

The US Banking sector operates under a dual banking system. This relates to the co-

existence of federal and state banking systems. Three main regulatory agencies are respon-

sible for the regulation and supervision US banks: (i) the Office of the Comptroller of the

Currency (OCC) which is in charge of federally chartered banks (national banks), (ii) Federal

Reserve Bank (FRB), which supervises state-chartered institutions that are members of the

Federal Reserve System and (iii) the Federal Deposit Insurance Corporation (FDIC), which

is responsible for federally insured depository institutions, which includes FED chartered

banks that are not members of the Federal Reserve System, as well as state-chartered thrift

institutions. For banks that are chartered on both a federal and state level, supervisory re-

sponsibilities are allocated amid the three regulatory agencies. According to the Dodd-Frank
6The names of the House of Representatives Committee have changed, however the "Financial Services

Committee" is the most up to date name.
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Wall Street Reform and Consumer Protection Act; safety and soundness, deposit insurance,

capital adequacy and systemic risk are considered to be the traditional components of US

banking regulation. Regulatory agencies, therefore, monitor the safety and soundness con-

ditions of the banks they supervise by conducting examinations on an on-site and off-site

basis.

"Full-scope" on-site examinations are carried out by the regulatory agency in charge at

least once a year 7. Depending on the information collected through the above process,

the agency assigns a rating, which reveals the financial condition and performance of the

bank. The aforementioned procedure concerns the evaluation of the components of the

Uniform Financial Institutions Rating Systems (UFIRS). This system is commonly referred

to as the CAMELS rating system, which includes: Capital Adequacy (C), Asset quality

(A), Management (M), Earnings (E), Liquidity (L) and Sensitivity to market risk (S) 8.

After the assessment procedure, a composite rating is assigned on each regulated institution

and ranges among 1 to 5. Institutions assigned a rating of 1 or 2, appear to have a small

weakness that may be controlled by its management or Board of Directors. A rating 3 or

4 suggests that there may be moderate to severe weaknesses encountered by the examined

institution. In such cases, the managerial department may not be able or willing to promptly

address the deficiencies that led to the weaknesses observed during the examination process.

Finally, a rating of 5 reflects risky practices adopted by the institution and may lead to poor

performance, as well as other severe problems. CAMELS ratings are strictly confidential, are

not revealed to the public and are only available to each institution’s senior management.

Off-site audits complement the CAMELS ratings from the on-site examinations and are
7Federal Deposit Insurance Corporation Improvement Act, 1991.
8Capital adequacy refers to the amount and quality of the institution’s capital. Asset quality assesses

the levels of existing and potential credit risk related to the institution’s loan and investment portfolio. In
addition, the management component, which is primarily a qualitative measure, refers to the effectiveness of
internal control and audit systems; as well as the overall capability of board of directors and management to
meet their roles. The earnings component rates the bank’s earnings (current and expected). Liquidity refers
to the assessment of the bank’s ability to honour its cash payments as they fall due. Finally, sensitivity to
market risk considers the management’s capability to determine and control risks derived from the institu-
tion’s exposure to its trade operations in the financial markets, as well as interest rate risk from non-trading
positions.
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implemented in order to monitor supervised institutions. In this case, information obtained

by prior examinations and financial information provided in the Quarterly Reports of Condi-

tion and Income (Call Reports) is assessed. The above mechanisms are helpful in developing

"early warning" models, which aid to identify institutions with riskier behaviour and thus,

require supervisory attention. An important element to be highlighted at this point is that

information derived by on-site and off-site programs, in combination with the CAMELS

composite ratings assigned to each depository institution, play a key role in determining the

type of enforcement action imposed on a bank.

There are two types of regulatory enforcement actions. First, informal enforcement ac-

tions are mainly voluntary commitments formed by the bank’s management, board of direc-

tors or trustees when the level of misconduct is less severe. These actions are not publicly

disclosed or legally enforceable and their main objective is to correct weaknesses identified

during the supervisory process and reassure conformity with laws and regulations. Informal

actions are imposed in cases where CAMELS ratings are of 3 or above. Common type of

informal enforcement actions are commitments, Board resolutions, Memorandum of Under-

standing 9. Second, formal enforcement actions are imposed in the case where misconduct

is severe or in the case where informal actions previously imposed have not been adequate

or effective. These types of actions are publicly disclosed and legally enforceable and are

issued against institutions with CAMELS composite ratings of 4 or 5 or in some cases 3. The

most common types of formal actions are termination of insurance, cease and desist orders,

removal and prohibition orders, suspension orders and civil money penalties 10 .

One particular aspect in the context of our work is that enforcement actions must be

"tailored" around an institution’s individual characteristics and requirements. In general,

enforcement actions target at correcting imperfections identified during the examination

procedure and restoring an institutions financial health. The level of severity of an action

depends on a variety of factors. For instance, overall financial performance, weaknesses,
9OCC PPM, 5310,-3 at 8-9, 2011; FDIC, 2014, II - 8.1.

10FDIC, 2014, II - 8.1; OCC PPM, 5310,-3 at 8-9, 2011.
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attitude of an institution’s bank management in committing play an important role on the

decision of the type of formal enforcement action to be imposed. Moreover, composite

CAMELS ratings play a crucial role the this decision. Finally, prior non-addressed problems

or shortcomings can lead to the implementation of formal enforcement actions , or even in

some cases additional formal actions.

2.3 Hypothesis development

The research objective of the present study is to examine whether banks headquartered in

a "politically important state" are more likely to receive more favourable regulatory treat-

ment. Within this context, a "politically important state" refers to any state where an

elected official (Senator or Congressman) holds a chair position within a congressional com-

mittee related to the banking and financial services industry. It is important to note that

Senators and Congressmen very often visit their home states in order to meet with citizens

and/or other systematically important parties, like banking institutions. During such inter-

actions, banks can collectively or individually exert influence towards congressional officials

and can gauge their attention more conveniently to regulatory and supervisory matters. In

the meantime, banks adopt various corporate political strategies, such as spending money

on campaign contributions, in order to further influence and support the congress and bu-

reaucrats. In turn, members of Congress listen to the issues raised during these meetings

and have the power to raise these on a higher level. This is even more pronounced if the

elected official holds a chair position in a congressional committee, which is in fact one of

the principal reasons for which we focus on the political influence of the chair.

Reasonably, the above can be beneficial for a bank, depending on the intentions of the

elected official. For instance, the politician may be a "social planner", thus, aiming to max-

imise social welfare. Under this view, the politician will act in such ways as to promote the

proper implementation of regulations, reforms and enforcement mechanisms. Alternatively,

the politician may be "selfish", in terms of catering for his/her own interests, aiming to
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maximise his/her own personal agenda, (i.e. the possibility of re-election). Under this view,

the politician will provide accommodating treatment for the banks in his/ her home state.

This accommodating treatment could include delaying or avoiding the closure or punish-

ment of financially troubled institutions, or the implementation of less stringent regulation

for a particular group of banks. In exchange, banks provide their support through campaign

contributions, lobbying or even future employment.

Moreover, a prior study by Correia (2014) attributes the political control of regulatory

agencies to two distinct theories: The Iron Triangles and the Congressional Dominance the-

ory. The former states that a mutually beneficial, three-way relationship exists between

agencies (such as regulators), special interest groups and congressional committees. Under

this view, congressional committees offer political support and funding to agencies, which

provide a lax regulatory environment or specific favours to special interest groups. Special

interest groups support (e.g. through votes, monetary contributions) congressional commit-

tees, who in turn have the power to pressurize agencies to implement favourable treatment

or policies towards the special interest groups. The latter theory suggests that a principal-

agent problem arises between congress and agencies. In particular, it suggests that Congress

assigns various tasks and formulates alternative monitoring systems in order to motivate

agencies to act on their behalf, i.e. to maximize political support.

In addition, there is some evidence of a geographic component of firms’ political influence

and, more specifically, that firms located in a politician’s home state enjoy preferential treat-

ment. Faccio and Parsley (2009) measure the value of this political influence to companies

by showing that the unexpected termination of this influence (e.g. because the politician

resigns) is associated with a 1.7% reduction in the company’s market value. Preferential

treatment may be manifest in the form of higher federal investment in that state generally

(Cohen et al., 2011) , or banks from this state being less likely to fail despite higher lever-

age (Kostovetsky, 2015) or more likely to receive government funding (Duchin and Sosyura,

2012). In that last context, Chavaz and Rose (2016) suggest that the preferential treatment
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might have been motivated by the expectation that banks which benefit from such treat-

ment will adopt investment policies that are more in line with the politician’s preferences,

but other motives such as the expectation that this behaviour be rewarded by voters, or

politicians being more likely to have personal or financial ties with local banks also seem

plausible.

Given the above discussion, the main hypothesis to be tested is the following:

H1. Banks that are headquartered in a politically important state are more likely to

receive favourable treatment by their supervisors, in the form of lower probability of receiving

an enforcement action.

3 Sample, data and Variable selection

The working sample of the present analysis consists of a fully hand-collected dataset in-

cluding information for U.S. Commercial banks for the years 2000q1 - 2015q4. Financial

characteristics of banks are obtained by the 031/341 Call-report files available from the Fed-

eral Financial Institutions Council (FFIEC) and Chicago Fed website. The sections below

provide an overview of the construction procedure of the final working sample, the vari-

ables included in the analysis, and their descriptive statistics. Table 1 provides a list of the

variables.

[Insert Table 1 Around Here]

3.1 Enforcement action variables

Data on enforcement actions are retrieved from the three federal regulatory agencies’ web-

sites; namely Federal Reserve Bank (FRB), Federal Deposit Insurance Corporation (FDIC)

and the Office of Comptroller of the Currency (OCC).

The types of actions taken (in order of severity) are: Deposit Insurance Termination,
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Cease and Desist orders, Formal Written Agreement/ Supervisory Agreement, Prompt Cor-

rective Action/ Capital Directive, Civil Money Penalty, Call Report Penalty, Penalties on

violations of specific laws. A detailed description of each type along with their classification,

can be found in Appendix I. Enforcement actions are split into two categories: severe and

less severe. While we initially consider all types of actions, we subsequently focus on the

severe ones, i.e. Deposit insurance termination, Cease and Desist orders, Formal Written

Agreements and Prompt Corrective Actions. There are various reasons for this. First, severe

actions are more closely related to safety and soundness issues of banks. In contrast, less

severe actions are usually issued against institutional affiliated parties and are therefore, not

related to deficiencies observed over the financial condition of an institution. Moreover, Delis

et al. (2016) show that such actions do not have an impact on a bank’s financial condition.

Finally, our preliminary results show that these types of actions are not associated with

political influence.

In order to match the enforcement action data to the Call Report Data, we follow two

steps. First, in cases where the unique identifier number of the punished institution (cert

or rssd9001) is available, this is directly matched with the one provided by the Call Report

data. Second, if this information is not provided, we match the name, city and state of each

institution. Since Call Report data are provided on a quarterly basis, enforcement actions

are also matched quarterly. For example, if Bank XX received an enforcement action during

January 1st- March 31st, then this information is assigned to the 1st quarter. In the case

where a bank received multiple types of enforcement actions during a given period; the most

severe type is retained.

A dummy variable ("Action all types") is constructed, which takes the value of 1 if a

bank received a formal enforcement action of any type (severe or less severe) in a particular

quarter and the value of 0 otherwise. We construct two additional variations of this dummy

variable. The first ("Severe action") takes the value of 1 in the case of severe actions , and

the value of 0 otherwise. Similarly, the second ("Less severe actions") takes the value of 1
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in the case of less severe actions, and the value of 0 otherwise. The bank-quarter number

of all types of enforcement actions in the sample is 3,925. Table 2 provides the descriptive

statistics of the enforcement actions of the sample. Overall, there is a general increase in

the total number of enforcement actions issued around the crisis years. As it concerns the

severe type of enforcement actions, which are the core focus of the present study, it appears

that Formal Written agreements and Cease and Desist orders are the most common types

of severe actions imposed; whereas the least frequent is Deposit Insurance termination. In

regard to the actions issued per agency, FDIC appears to have issued the most severe actions

in comparison to the actions issued by the FED and the OCC.

[Insert Table 2 Around Here]

3.2 Political influence variable

Information related to Committee Chairmanships is obtained by the relevant committee’s

website: U.S. Senate Committee on Banking, Housing and Urban Affairs 11 and U.S. House

of Representatives Financial Services Committee 12 . Biographical information of Committee

Chairmen is obtained by the Biographical Directory of the United States Congress 13 . The

timeframe of the analysis addresses the period between 2000q1 - 2015q4; thus, covering 9

Congresses (106th -114th). Table 3 provides a summary of the available information of

banking committee chairs for the sample.

[Insert Table 3 Around Here]

As mentioned previously, the present study focuses on two particular Committees that

specialize on policy issues related to banking and financial services. These are the Committee

of Banking, Housing and Urban Affairs (Senate) and the Financial Services Committee

(House of Representatives). We do so because their area of jurisdiction is closely related to
11https://www.banking.senate.gov/public/index.cfm/home.
12https://financialservices.house.gov.
13http://bioguide.congress.gov/biosearch/biosearch.asp.

17



the banking sector and thus, we expect that it is more likely that they would be approached

by banks in order to discuss or settle any issues. In the core analysis of our study we focus

on elected officials that hold a chair position on these Committees. The rationale of our

approach is that the chair of a committee exerts superior influence than that of any other

member. However, in a robustness check we will extend the scope of the political variable

by including all members of both committees.

In order to capture political connections, we employ a binary variable ("Committee

chair"), which takes 1 if a bank’s parent company operates in a state where an elected

official (Senator or Congressman) holds a chair position in their respective committee in a

given year, and 0 otherwise. In the working sample, the number of connections identified

is 18,603 (4.94%) bank-quarter observations over the total 376,358 bank-quarters for the

period 2000-2015. From the summary information reported in Table 3, it appears that for

the Senate committee, there are five different chairmen present in the sample, representing

Texas, Maryland, Alabama, Connecticut and South Dakota. As for the House Committee,

there are four different chairmen, who represent the states of Ohio, Massachusetts, Alabama

and Texas. In terms of party affiliation, there are six Chairmen representing the Republican

party and four representing the Democratic party. The Chairmen’s experience while in ser-

vice ranges from 11 to 33.5 years (on average), whereas their age ranges from 57 to 82 years

(on average).

3.3 Financial variables

As outlined in Section 2.2., the CAMELS ratings play a crucial role, for regulatory purposes,

in assessing the financial condition and performance of banking institutions. However, these

ratings are confidential and we therefore have to use individual financial ratios proposed

in the literature. Cole and White (2012) show that such traditional proxies for CAMELS

components do an excellent job in explaining the bank failures during 2009 as they did in the

1985-1992 crisis. Our approach is consistent with the one followed in past studies (Lambert,
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2019; Delis et al., 2016). Moreover, we control for bank size to account for differences in

terms of organizational complexity, too-big-to fail issues, and that large firms may have more

political influence (Schiffer and Weder, 2001).

In particular, we capture capital adequacy by the risk-based capital ratio.To control for

asset quality, and in particular credit risk, we use the risk-weighted assets ratio. We also

use the return on assets ratio as a measure of earnings and managerial ability. To proxy for

the liquidity component we use the ratio of liquid assets to total assets. Finally, we include

the natural logarithm of total assets to account for bank size. A detailed description of

these variables is available in Table 1. Financial variables have been trimmed in the (-3,+3)

standard deviations window around their mean.

Table 4 provides the descriptive statistics of the above variables. Panel A includes in-

formation regarding financial and political influence variables for the full sample (part i),

political connected banks only (part ii), punished banks (part iii) and punished and con-

nected banks sample (part iv). Panel B presents the descriptive statistics for macroeconomic

and other state-level variables. Table 5 reports the mean difference of all variables for two

groups: non-punished banks and those punished with a severe enforcement action. There

is divergence in the mean values of the variables across samples in Table 5. According to

the figures reported, it is apparent that punished banks are of lower quality in terms of cap-

italization, asset quality and earnings. However, it appears that punished banks are more

liquid than non-punished banks. Moreover, punished banks appear to be larger. Focusing

on the political influence variable, it appears to be higher for non-punished banks and this

difference is statistically significant at the 1% level. At this point there is preliminary ev-

idence of the fact that politically connected banks are less often enforcement targets. The

following section provides a multivariate analysis in order to examine the relationship more

thoroughly.

[Insert Tables 4 , 5 Around Here]
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4 Analysis and results

4.1 Baseline results

To examine the relationship between political influence and the likelihood of an enforcement

action, we follow prior literature and use a non-linear probability model. Therefore, as in

Lambert (2019), we estimate our baseline equation with a Probit model of the following

form:

Actioni,k,t = α + β1Pol.Influencei,k,t + β2Controlsi,k,t−1 + γstatek + δquartert + εi,k,t (1)

where i refers to bank i, k refers to state k and t refers to quarter t. Action i,k,t is a dummy

variable that takes 1 if a bank i received an enforcement action in quarter t and 0 otherwise.

Political Influence i,k,t is a dummy variable that takes 1 if bank i ’s parent company operates

in a state where an elected official holds a chair position in a Congressional Committee

related to banking and financial services in quarter t, and 0 otherwise. Therefore, β1 is the

coefficient of the variable of interest and reveals the effect that politically important states

have on the probability of receiving a severe type of enforcement action. Controls i,k,t-1 is

a vector of covariates accounting for bank-level characteristics for bank i at quarter t-1 14.

Given the nature of our setting it is important to account for the observable and unobservable

characteristics across states. We therefore include a full set of state dummies. In order to

account for variation across time, we additionally include a set of quarter dummies. Equation

(1) is estimated using robust standard errors clustered by bank.

Table 6 provides the estimation results of our baseline model. Column 1 reports the

results for all types of actions, Column 2 reports the results when severe types of actions
14We employ financial variables lagged by one quarter to account for the fact that financial statements are

published with a lag.
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taken into account,and Column 3 reports the results when less severe types of actions are

considered. The results in this table are the output of Equation (1) being estimated using

a Probit model specification. We report both the coefficient estimates as well as marginal

effects at means in order to facilitate interpretation.

The coefficient of the core variable of interest, PoliticalInfluencei,k,t is negative and sig-

nificant at the 1% level for severe types of actions, confirming our earlier observations from

Table 5. This suggests that banks whose parent company operates in a politically important

state are less likely to be subject to severe types of enforcement actions. PoliticalInfluencei,k,t

has an insignificant coefficient when less severe type of actions are included. Thus, the effec-

tiveness of our political influence measure appears to be important for cases where banks are

subject to enforcement actions that are more closely related to more severe types of miscon-

duct. Our results also convey economic significance. Focusing on the severe type of actions,

political influence reduces by 0.1 percentage points the probability of a bank being punished

with a severe type of action. Moreover, given that the unconditional probability of a bank

receiving a severe type of action being equal to 0.5%; we can infer that political influence

reduces by almost 20% the probability of a bank receiving a severe type of action. Although

this figure is somewhat lower than the one reported by Lambert (2019) (52.1%), it does still

indicate a pronounced impact of political influence on regulatory enforcement likelihood. A

potential reasoning behind this difference could be that influence from lobbying involves a

bank itself exerting direct pressure to the regulator or politician; whereas this directness

is absent when examining political influence stemming from the politician to the banking

industry.

We further estimate our baseline model by making use of a Linear Probability Model

using fixed effects. We present the results in Column 1 (all sections), Column 2 (severe

actions only), and Column 3 (less severe actions only) of Table 7. The findings suggest that

when controlling for fixed effects at the bank level, the coefficient of the core variable of

interest, remains negative and statistically significant. In addition to the Linear Probability
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Model, we also estimate the baseline model implementing a suitably modified logit model

(Rare events logit model) that accounts for the fact that enforcement actions can be seen as

"rare events". King and Zeng (1999) highlight that models with binary dependent variables,

like logit and probit can underestimate the probability of rare events. Descriptive statistics

in Tables 2 and 4 reveal that enforcement actions can be indeed seen as rare events. Taking

together both types of enforcement actions, such actions represent about 1% of the total of

bank observations, whereas when we focus on severe actions only, this percentage drops to

0.50%. Therefore, as in Lambert (2019) , we perform a robustness test using a rare events

logistic regression approach(King and Zeng, 1999, 2001; Tomz and Zeng, 1999). The output

of this exercise provides similar results, which are reported in Table 8. In addition to the

above two models, we also estimate the baseline model using Firth’s Penalised Maximum

Likelihood Estimation (PMLE) method, which is useful in reducing prediction bias 15. As

evident from table 9 the coefficient of the core variable of interest remains intact.

[Insert Table 6 Around Here]

To examine further the sensitivity of our results to the use of additional models, we re-

estimate Equation (1) under four assumptions 16. More specifically, we: (i) use a Binary

Logit model, (ii) use a multinomial logit model that accounts simultaneously for all three

possible outcomes (i.e. severe, less severe, and no enforcement action), (iii) use ordered logit

and probit models that take into account the ordering of the severity of the action, and (iv)

estimate a binary model where the dependent variable takes the value of "1" only if the bank

received a "severe" enforcement action in that period. As discussed earlier, the dependent

variable takes the value of 1 in the case of severe actions and 0 otherwise. Thus, the value of

zero has been assigned in cases of both less severe actions and no enforcement actions of any

type. At this stage, we drop the cases of less severe actions from the analysis and essentially

re-estimate the model with the dependent variable taking the value of 1 for severe actions
15For further information please see Firth (1993).
16To conserve space we do not present these estimations. They are available from the authors upon request.
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and the value of 0 for no enforcement action of any type.

In all the four cases discussed above, our findings remain the same and consistent with the

ones presented in Table 6. Therefore, in the analysis that follows we concentrate on severe-

type actions only, an approach that is consistent with Lambert (2019). Lambert (2019)

provides two further justifications that could possibly also explain why less severe actions

appear to be insignificant. First, less severe actions are usually issued against individuals

affiliated with an institution and not because of the financial condition of the institution.

Second, less severe actions do not have a direct impact on bank activities.

As a further test, we use alternative variations of the control variables, by either using

contemporaneous versions or their 1st differences. Finally, Equation (1) is re-estimated with

the use of alternative bank-specific control variables. For example, instead of the risk-based

capital ratio, the base model is estimated using the equity to assets ratio as a measure

of capitalization. Another example is the use of the natural logarithm of deposits, which

indicates the size of the bank’s sources of stable funding. These controls are included one by

one as well as jointly in these set of regressions. We also estimate the baseline model using

alternative measures of credit risk, such as non-performing loans or loan loss provisions ratio.

Our findings are robust to these variations. In all the cases, the coefficient of our political

influence variable remains negative and statistically significant. We do not report these

results, however they are available upon request.

In terms of the remaining control variables, the findings appear to be in line with the

ones of prior studies. Briefly, it appears that on average, punished banks are larger, less

capitalized, have lower risk weighted assets, return on assets, and higher liquidity 17 .

In the following section (Section 4.2) we examine the sensitivity of our results while (i)

restricting the sample, (ii) using additional control variables, and (iii) addressing endogeneity

concerns. We discuss the results in the sub-sections that follow.
17The findings about size and liquidity may appear to be counterintuitive at first. However, they are

consistent with the findings of earlier studies. For example, Lambert (2019) also finds that liquidity and
bank’s size enhance the likelihood to receive an enforcement action. Delis et al. (2016) also report that
punished banks have higher liquidity ratios relative to their sample average
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[Insert Tables 7, 8, 9 Around Here]

4.2 Robustness analysis

4.2.1 The impact of the Financial Crisis

To begin with, we explore the potential influence of the financial crisis on the findings of

the present study. As depicted in the descriptive statistics (Table 2), the number of formal

enforcement actions imposed during the crisis years reached record high. The question that

arises is whether political influence during the years of the crisis remains the same. To

explore this, we follow empirical precedent (Lambert, 2019) and re-estimate the base model

while restricting the analysis to the years of the crisis, i.e. 2008-2009. We also explore the

impact of political influence during non-crisis periods, and thus, re-estimate the base model

while dropping observations from years 2008 and 2009. Columns 1 and 2 in Table 10 report

the results obtained. The overall findings suggest that for both crisis and non-crisis years,

the coefficient of the political influence measure remains negative and statistically significant.

However, it is worth mentioning that the level of statistical significance deteriorates at the

5%, with the coefficient of the political influence variable for the crisis only sample being

marginally towards the upper limit.

4.2.2 Controlling for systematically important and Highly capitalised banks

A second set of tests is carried out examining certain sub-samples of the core working sample.

In particular, findings so far could be driven by a specific group of banks due to their financial

characteristics. The sensitivity tests implemented in this section aim to address two main

concerns. The first relates to the fact that top performing, as well as poor performing banks

could potentially be influencing the estimation results. Thus, we first estimate Equation (1)

by excluding the strongly capitalised banks of the sample (top 1%) and then by excluding

the poorly capitalised banks of the sample (bottom 1%). The second concern relates to the
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fact that some banks may be receiving preferential treatment because they are considered

systematically important. In order to control for this, we exclude large banks from our

sample -in particular the top 1%- and re-estimate our base model. In particular, we estimate

the baseline model by (i) excluding largest 1% banks per state and (ii) largest 1% banks per

year. As reported in Table 10 the core variable of interest retains its sign and significance 18.

[Insert Table 10 Around Here]

4.2.3 Alternative channels of influence

In this section we aim to control for alternative channels of influence. In particular, given that

prior literature (Lambert, 2019) has shown a significant relationship between lobbying and

probability of enforcement, we focus on the lobbying activity of banks. To do this we hand

collect information regarding bank lobbying activity provided by the Center of Responsive

Politics (CRP). We use the information obtained to create a dummy variable that takes ’1’ if

a bank is engaged in lobbying activities in a particular year, and ’0’ otherwise. It is important

to note at this point that the majority of lobbying reports are filed by parent companies. We

therefore, follow prior literature and assign any parent lobbying activity to each subsidiary.

Column 1 in Table 11 reports the results obtained when re-estimating our baseline model

by additionally controlling for bank lobbying, in order to account for alternative pressures of

influence. The main findings suggest that even when controlling for lobbying, our political

influence variable remains statistically significant at the 5% level.
18It is worth noting that when excluding high capitalised banks from the sample, the capital ratio appears

to be more negatively associated with enforcement likelihood, whilst the opposite holds when excluding low
capitalised banks. A potential explanation for this could be that when high capitalized banks are excluded
from the sample, the remaining banks are those with low and medium capitalisation. Thus, for this particular
group of banks the availability of capital forms an important factor that decreases enforcement likelihood.
The opposite holds when excluding low capitalised banks. That is, the remaining sample of banks includes
medium to high capitalised banks. In this case, the availability of capital is less important in regard to the
likelihood to be assigned an enforcement action
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4.2.4 Differences among regulatory agencies and distance to regulator

First, we begin by including two dummy variables to account for potential differences between

the three regulatory agencies 19. The first dummy takes the value of ’1’ in the case of banks

regulated by the FDIC and the value of 0 otherwise; whereas the second takes the value of

’1’ in the case of banks regulated by the OCC and the value of 0 otherwise. Banks regulated

by the FED form the omitted category. The results in Table 11, Column 2 reveal that both

variables enter the regressions with a positive and statistically significant coefficient. Thus,

banks regulated by the FDIC or the OCC are more likely to be subject to an enforcement

action than banks regulated by the FED. The inclusion of these variables in the analysis does

not alter our key finding. It is worth noting that, as shown in Table 2, the number of severe

actions varies among regulators. There are various potential explanations for this. First, the

number of banks under the supervision of each regulator also varies. For instance, according

to a recent report by Deloitte (2015) the FDIC had jurisdiction over 4,138 commercial and

savings institutions as of December 31, 2014, compared to 1,513 and 858 institutions under

the purview of the OCC and the Federal Reserve System, respectively. Second, it could

reflect differences in the regulatory approaches, the supervisory mandates, and the type of

banks under supervision. For example, the same report by Deloitte (2015) points out that

the composition of enforcement actions issued by each regulator (e.g. formal agreements vs

cease desist orders) between 2000 and 2014 suggests that the FDIC takes a more direct

approach against institutions and the Federal Reserve System takes a less direct approach,

with the OCC having a more balanced mix of severe actions. Third, it is possible that these

differences are related to different political connections. Therefore, in unreported regressions
19 Ioannidou (2005) finds that the Fed’s monetary policy responsibilities alter its bank supervisory be-

haviour, as captured by formal actions. More detailed, she finds that a tightening of the Fed’s monetary
policy is associated with a lower probability of intervention. However, the monetary policy actions do not
affect the behaviour of the other two agencies (i.e. FDIC, OCC). Agarwal et al. (2014) also conclude that
regulators can implement identical rules inconsistency due to their institutional design and incentives. Their
comparison of federal and state supervisory ratings within the same bank reveals that federal regulators are
systematically tougher; however, they do not find evidence that this is due to regulator self-interest and
revolving doors.
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we estimate separate regressions for the two types of regulators for which we have adequate

data (i.e. OCC and FDIC). In both cases the results hold 20.

In addition to the above, we also opt to control for the distance between a bank’s head-

quarters from its regulator. In particular, we include the variable ’Distance to regulator’,

which includes the distance in km between a bank’s headquarters and nearest Federal Re-

serve Bank (Main office or Branch). Prior research (e.g. Lim et al., 2016) provides evidence

suggesting that indeed a bank’s distance from a regulator’s field office has an impact on reg-

ulatory monitoring; since distance can reflect the level of information asymmetry between

the regulator and the bank. Taking that into consideration, we re-estimate our baseline

model by controlling for this type of information asymmetry and find that our key variable

of interest remains intact.

4.2.5 State-related analysis

In this section we aim to control for state-related characteristics that could be driving our

results. First, we estimate our baseline model by clustering standards errors at the state

level, instead of the bank level and this does not alter the results obtained thus far.Our

second exercise is related to the concern that banks headquartered in states, which are

considered to be "important banking states" may be driving the results of our study. We

thus, perform an analysis where we exclude banks headquartered in New York, California

and North Carolina. The results reported in Column 4 ,Table 11 suggest that even when

controlling for the "important banking states21" our core variable of interest is negative and

statistically significant.

[Insert Table 11 Around Here]
20In the case of the Federal Reserve System, there are not enough data for a meaningful analysis. For

example, there are only 56 cases of severe actions over the entire period of our analysis. At the same time,
among these 56 cases, there are only 2 cases where the variable of interest (i.e. Committee Chair) takes the
value of 1.

21For instance, according to the Global Financial Centers Index Report (2018), which examines statistics
on the leading financial centers on a global scale, New York (NY) and San Francisco (CA) are ranked amongst
the top 25 cities. Full report can be found here: https://www.longfinance.net/programmes/financial-centre-
futures/global-financial-centres-index/.
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4.3 Addressing selection bias

In this section we perform further analysis to address potential issues related to selection

bias and to confirm the draw of causal effects in the results our study. In particular, we em-

ploy this approach as we aim to rule out the potential that the observed inverse relationship

between political influence and enforcement likelihood is driven by specific bank character-

istics, such as size, profitability, etc. We address this issue by implementing a Propensity

Score Matching approach, which is commonly applied in relevant literature (List et al., 2003;

Borghesi and Chang, 2015; Lambert, 2019; Papadimitri et al., 2019a). This approach is suit-

able in addressing causal treatment effects and its applicability is of use when there is a

relatively small amount of the treated group (i.e. politically connected banks), as opposed

to the non-treated group (i.e. non-connected banks). In addition, it facilitates to ensure

that any selection bias is not responsible for the observed relationship of interest.

The core element of this approach is the calculation of a propensity score or else, the

predicted probability, which is defined as "the probability of treatment assignment condi-

tional on observed baseline characteristics" (Austin, 2011). The core focus of this approach

is to obtain a probability for which a particular group within the sample will be treated or

in other words, participate in an event, given a set of common characteristics for that group.

Therefore, the analysis in practical terms involves the categotization of individuals of the

sample’s population in accordance with certain characteristics which are observable. Then

based on those characteristics, a probability is calculated in order to establish whether the

pattern originally observed in the main model holds or not. In such context there are two

main types of groups: (i) treated group - i.e., the group that participates in a particular

event and (ii) non-treated group - i.e., the group that does not participate in a particular

event. Once the categorisation takes place it is possible to calculate the difference in means

among the treated group (Average Treatment Effect for the treated).

In the current setting of this paper, in order to carry out the analysis, a Probit model is
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estimated where the dependent variable is the treated variable (i.e. the political connections

variable) and the independent variables include a set of bank-level characteristics which

determine the matching of the two groups. In particular, we consider the risk-based capital

ratio, risk weighted assets, liquidity ratio, return on assets ratio and size. The propensity

score is then calculated. Table 12 reports the results obtained. Column (1) reports the

Average Treatment Effects for the Treated (ATT), whereas Column (2) reports he number of

matches obtained. The matching technique implemented is ’Near neighbor’ for n=1,10,50,100

and caliper value equal to 0.01. The overall results suggest that politically connected banks

are less likely to be punished and most importantly, highlight that there is a significant

difference among connected and non-connected banks.

[Insert Table 12 Around Here]

5 Further Analysis

Thus far, our findings suggest that elected officials holding a powerful position within a

congressional committee that oversees the financial services industry, can influence the prob-

ability of a bank receiving a severe type enforcement action. In this section we complement

our analysis by exploring alternative explanations and potential channels that could provide

further insights.

5.1 Committee and politician related factors

5.1.1 Politician’s power and influence

We attempt to explore personal traits of main committee chairmen in order to assess whether

individual characteristics play a role in our empirical investigation. Prior studies (e.g. Grop-

per et al., 2013, 2015; Vidal et al., 2012) have highlighted the importance of politician

seniority. In fact, Gropper et al. (2013), find that a chairman’s age have a significant ef-

fect on bank performance. We therefore estimate our baseline model by examining whether
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long/short seniority lead to higher/lower probability of enforcement action likelihood. We

explore an elected official’s level of seniority through the combined average age of two chair-

men (House and Senate Committee) in a particular year. This measure captures additional

dimensions of power and knowledge of the industry from prior employment. A person’s age

can also reveal and drive other aspects, such as their decision making, level of risk or even

career concerns.

Following Gropper et al. (2013), we define quarters in which the average age of both

committees’ chairmen is above the overall average 22 in the sample as "high seniority" 23.

We then run our baseline regression separately for the subsamples of periods with high and

low seniority 24.

Table 13 reports the results. Our findings confirm our main results for years where

committee chairs were more senior than the average, at the 1% level of statistical significance.

For periods with junior committee chairs, the coefficients of our political influence variable

remains negative, but it is now insignificant. This finding highlights the fact that seniority

forms a key contributing factor when it comes to the extent of influence exerted by the

politician in regard to enforcement decision making. Therefore, the power, knowledge and

potentially the relationships acquired over the years of age and in service appear to enhance

the influence of politicians 25.

[Insert Table 13 Around Here]
22We also construct another version of this variable using the median as the cut-off point as an alternative

robustness check. The main results hold. These estimations are available upon request.
23To provide an illustrative example, consider the state of Florida, which during the years examined in

our study has not had an elected official holding a chair position within a powerful committee overseeing
the Financial Services industry. However, with the use of the independent sampling banks from Florida can
be considered in our sample in terms of high/low seniority, depending on the bank’s chair age from another
state, for different time periods. Thus, in this case, there is no variation across states during a particular
point in time; however there is variation across time and therefore this approach provides a ground to test
the level of impact of individual characteristics.

24Due to the complications when using interactions in nonlinear models pointed out by Ai and Norton
(2003), we resort to examining the impact of the individual characteristics on our main effect by splitting the
sample according to these characteristics. Estimating the interactions in a linear probability model yields
qualitatively similar results.

25We also examined the impact of experience specifically in the role of chairmen but did not find a difference
in the chair effect between high and low levels of experience.
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In our attempt to further explore the potential motives of elected officials holding powerful

positions in Congressional committees in promoting laxer treatment of banks headquartered

in their home state; we examine two alternative paths. First, we consider the total number

of votes received by a chairman as a portion of the total number of votes within the district

or state (depending on chamber). We thus explore an elected official’s "popularity" within

their state or district, by considering the percentage of votes they receive for each election

cycle. This could be a conditional factor for whether the politician was easily elected or

whether the amount of votes received could potentially translate in favors owed and in

more general terms, motivate elected officials. Prior studies have shown that there exists

a connection between firms’ political connections and job and plant creation rates, which

is more pronounced in areas where elections are highly contested (Bertrand et al., 2018).

We collect voting information from the Federal Elections Commission data on Elections and

Voting 26 and manually match this information to each elected official of our sample.

Second, we collect information for the total dollar amount of contributions received by

each elected official in our sample. Our decision to employ this measure is driven by the

fact that campaign contributions are considered to be an indirect measure of a politician’s

power (Berry and Fowler, 2017). To tailor the investigation around our research question,

we focus on contributions particularly from the Financial Services industry and use the

ratio of the sum of contributions received from the financial sector as a fraction of the total

contributions received by a candidate. We choose this measure to specifically observe the

level of "aggressiveness" of financial institutions in approaching politicians27. We obtain this

information from the Center of Responsive Politics (Open Secrets) website.

Once the above information is collected, we create two main measures: (i) %Votes and

(ii) %ContributionsFIN. Following the same procedure described above, we define quarters in
26Further information on the data can be found here: https://transition.fec.gov/pubrec/electionresults.shtml.
27Figures reported by the "Donation Concentration Metric" study, which examines the concentration of

donations during an elected official’s career, show that for the banking industry, four (Spencer Bachus, Jeb
Hanserling, Richard Shelby, and Tim Johnson) out of ten have been Chairmen of an important Committee
in Finance and are also part of our sample in our study.
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which the average ratio of contributions (votes) received by both committees’ chairmen from

the financial sector to total contributions is above the overall average as "high contribution"

("high votes", and quarters in which average contribution ratio (votes) of both committees’

chairmen in a given year is below average as "low contribution" ("los votes"). The results of

our baseline regressions for the subsamples of high versus low contributions and high versus

low votes are reported in Table 13.

Our findings reveal that for the sub-samples where chairmen received higher votes or

high contributions, the political influence variable is negative and statistically significant.

In contrast, in the case of the "Low" sub-samples, the coefficient of the core variable of

interest is insignificant. Therefore, from a general and aggregate scope, it appears that higher

popularity (in terms of votes received), as well as higher amounts of money received by the

financial sector, enhance politician’s effectiveness and potentially motivation, on reducing

the likelihood of a bank being punished 28.

5.1.2 Political influence, committee membership and sub-committee chairman-

ship

The analysis presented so far has focused on the role of the Chairmen. In this sub-section

we extend our analysis to examine the role of other members of the Committees. We obtain

information on members of the Senate’s Committee on Banking, Housing and Urban Affairs

and the House of Representative’s Financial Services Committee from 103rd to the 114th

Congress from the Charles Stewart III and Jonathan Woon data set 29. Due to the fact that

it is very likely for more than one committee member to be elected from a particular state,

we aggregate the information from the Charles Stewart III and Jonathan Woon data set and
28We also explore the potential effect that political party affiliation has on enforcement action likelihood.

We implement two approaches. First, we estimate the baseline model using a dummy variable representing
the chairman’s political party (i.e. democrat or republican). Second, we explore political party alignment
among the chairmen and president. The findings show no significant relationship and thus are not reported
for brevity. They are, however, available upon request.

29Please find further information on the data and related studies at the Charles Stewart Congressional
data page http://web.mit.edu/17.251/www/datapage.html.

32



construct a dummy variable (Committee member), which takes the value of 1 if a bank is

headquartered in a state where there is at least one elected official that serves as member in

one of the two Committees of interest, and the value of 0 otherwise.

Additionally, we explore the potential influence of officials serving as Chairs in sub-

committees. As mentioned earlier, congressional committees are in charge of working on

specific tasks and issues related to a particular area of jurisdiction. Thus, the main com-

mittees consist of a number of sub-committees, each of which is in charge of dealing with

even more specific tasks within the jurisdiction of their "parent" committee. For example,

the House "Financial Services" Committee currently consists of five sub-committees (Capital

Markets, securities and Investment; Financial Institutions and Consumer credit; Housing and

Insurance; Monetary Policy and Trade; Oversight and Investigation; Terrorism and Illicit Fi-

nance), which engage in and deal with a set of very specific issues. In terms of subcommittee

organization and structure, similarly to the main committees, the subcommittees also are

assigned a chairman and a group of members who are elected officials across different states

30.

For the purposes of our study, we focus on the following two sub-committees, which are

considered to be the more relevant to our analysis: (i) The House of Representative’s subcom-

mittee "Financial Institutions and Consumer Credit" and (ii) The Senate’s subcommittee

on "Financial Institutions and Consumer protection"31. We obtain historical information

on sub-committee chairmanship from the Center of Responsive politics website from the

106th -114th Congress and construct a binary variable (Subcommittee Chair), which takes

the value of 1 if a bank is headquartered in a state where an elected official holds a Chair

position on one of the two aforementioned sub-committees and the value of 0 otherwise.
30Further information on subcommittees could be found in the following: (i) Senate’s Banking, House

and Urban Affairs Committee can be found: https://www.banking.senate.gov/about/subcommittees
; (ii) House of Representative’s Financial Services Committee can be found
https://financialservices.house.gov/about/subcommittee-membership.htm.

31For example, the jurisdiction of the "Financial Institutions and Consumer protection" subcommittee lies
-among others- around banking institutions, deposit insurance, regulatory activities of the Fed, as well as
those of the OCC and FDIC.
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We re-estimate the baseline model with the inclusion of the "Committee member" and

"Subcommittee Chair" variables. The results are reported in Table 14. Our findings reveal a

statistically significant and inverse relationship between the probability of a bank receiving

a regulatory enforcement action and the presence of at least one member of a finance-

related committee who represents the state where the bank is headquartered. Moreover,

we find that sub-committee chairmen have only a marginally significant influence (10%) over

regulatory enforcement likelihood. In unreported regressions, we also explore sub-committee

chairmanship and committee membership on the enforcement likelihood of less severe type

of actions 32.

[Insert Table 14 Around Here]

5.2 Variation across bank-related traits

In this section we aim to identify whether banks with particular profiles, may be more prone

to preferential treatment. For this purpose, we explore certain traits of the bank’s parent

company. More precisely, we examine the ownership status, by considering whether the

parent company is listed in a stock exchange or not. We also consider other characteristics,

such as the parent’s age, and we split the sample into banks with age above and below

average.

Moreover, we take into account the diversity of geographic operation, and we distinguish

between parent banks that have presence through offices or subsidiaries in multiple States

and banks that operate in a single State 33. We obtain the aforementioned information from
32Further to the above, we also explore the potential impact of the scenario where there is both a chairman

and member of the committee in a particular state. The results obtained do not provide any evidence on this
matter. However, it should be noted that out of the 360,000 observations in the sample, there are only 12,857
cases were this variable takes the value of 1, and it takes the value of 0 in all other cases. Furthermore, out of
the 12,857 cases, there are only 22 cases that correspond to an enforcement action. Thus, the insignificance
could possibly be due to these particular characteristics of the sample, the results should be treated with
caution, and this issue should be explored further. To conserve space, we do not tabulate the results, however
they are available upon request

33We do not split the sample on above/below average sub-samples, on the basis of the number of States
where a bank operates, as this would result in having a considerable low number of enforcement actions in
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SNL Financial database. Using the parent’s unique regulatory id, we match this information

with our main working sample. Due to coverage we drop institutions for which we do not

have information. We re-estimate the baseline regression while splitting the sample, in turn,

along these three dimensions. The results are presented in Table 15.

First, we observe that the Chair dummy, is statistically significant and is inversely related

to enforcement action likelihood in the case of both listed and unlisted banks. Turning

to the parent banks’ age, the results show that the influence of the Chair is statistically

significant at the 1% in the case where parent companies are above average age and 5%

in the case of parent companies with below average age. There are at least two potential

explanations for this finding. First, older banks may be more efficient and less likely to

fail, influencing the decisions of regulators and politicians 34. Second, older firms may be

more experienced with the machinery of the state and political influence or they can be

more valuable to governmental bodies (Desbordes and Vauday, 2007; Macher et al., 2011)

35. Finally, the coefficient of the Chair dummy retains its negative sign in both the samples

of multiple state and single state banks; however, it is statistically significant only in the

latter. Therefore, it seems that only banks that operate locally benefit from preferential

treatment. Nonetheless, this finding should possibly treated with some caution due to the

very low number of enforcement actions in the case of the sample with banks operating in

the above average sub-sample. Therefore, we opt for a dummy variable that brings together all the banks
operating in more than one State.

34For example, DeYoung and Hasan (1998) report that profit efficiency improves rapidly at the typical
de novo US bank during the first three years of operation; however, on average it takes about nine years
to reach established bank levels. DeYoung (2003) examines banks chartered between 1980 and 1985 and
concludes that initially, new banks were no more likely to fail than established banks; however, they become
substantially more likely to fail as fast growth and negative earnings depleted their capital. In a more recent
study, Lee and Yom (2016) also find that compared to small established US banks, recent de novos were
financially fragile and failed at higher rates during the recent crisis.

35For example, Desbordes and Vauday (2007) find that age has a positive impact on the political influence
of foreign firms over government regulations. In another cross-country study, Macher et al. (2011) provide ev-
idence that older firms are more effective in influencing governmental decision-making entities than younger
firms in the cases of executive, legislative, and ministerial branches, albeit not in the case of regulatory
agencies. Macher et al. (2011) provide three potential reasons for which age could matter, in general, in
governmental outcomes. First, firms become more adept via "learning curve" effects in influencing govern-
mental decision-makers. Second, firms that are unsuccessful in influencing governments may fail. Third,
because older firms are more likely to survive, governmental decision-makers consider favourable decisions
to older firms as more beneficial due to repeated and ongoing interactions.
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multiple states.

[Insert Table 15 Around Here]

5.3 Social and political environment

In the previous sections, we explored factors related to committee and politician characteris-

tics, as well as bank-related traits that could be useful in explaining the enforcement action

likelihood. However, what we have not taken into account so far are institutional, political,

and social attributes at the State level. These are important environmental characteristics

that could shape both the level of pressure to the politicians and their reaction. There-

fore, in the subsections that follow we consider, the State-level: (i) Economic freedom and

corruption, (ii) Political orientation and (iii) Social norms.

5.3.1 State economic freedom and corruption

We start by exploring whether a state’s level of economic freedom and corruption are con-

ditional factors driving the relationship between enforcement action likelihood and political

influence. We opt to explore these elements, as they are key attributes to how well a demo-

cratic government functions. One would expect that in states with higher levels of economic

freedom and lower levels of corruption, rent-seeking behavior would be less pronounced and

elected officials would act in the interest of the citizens36 .

In measuring economic freedom, we follow prior studies (e.g. Gropper et al., 2015) and

obtain information on state Economic Freedom from 2000-2015 provided on an annual basis

by the Fraser Institute 37 . We make use of the state-level overall index of economic freedom
36For example, Braun and Raddatz (2010) find that countries where banks are more politically connected

are shown to rank higher on corruption. Similarly, Faccio et al. (2006) finds that corporate political con-
nections are less common in the presence of more stringent regulations for political conflicts of interest and
more common in countries that are highly corrupt. In addition, Campos and Giovannoni (2007) reveal that
lobbying and corruption can be seen as substitutes, however, they suggest that lobbying as form of political
influence is more effective than corruption in countries that are poorer and less developed. Finally, Damania
et al. (2004)provide evidence suggesting that corruption is tied to lower levels of regulatory compliance.

37Further details on the data can be found here:https://transition.fec.gov/pubrec/electionresults.shtml.
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for North America, which consists of five main components/sub-groups for its calculation:

Size of government, taxation, regulation, legal systems and property rights, sound money

and freedom to trade internationally. The value of the index ranges from 1-10, where higher

values reflect higher levels of economic freedom. Based on this information, we split the

sample into high economic freedom and low economic freedom States, depending on whether

the economic freedom of a given State is above or below average in a particular year.

To measure corruption on a state level we follow prior studies and collect information

on convictions of public officials provided by the U.S Department of Justice 38 (e.g. Smith,

2016). Information is available on district level, therefore we aggregate figures on state level

in order to match information with our sample. We then express these figures on per capital

basis, and classify the states into ones with high corruption and low corruption, similarly to

the case of economic freedom. We then re-estimate our baseline model for these sub-samples.

The results are reported in Table 14.

[Insert Table 16 Around Here]

Our findings show that while the effect of the Committee’s Chair remains negative in both

cases in regard to economic freedom (high and low). Turning to corruption, it is statistically

significant only in States high corruption.

5.3.2 Social norms

We now turn our focus on state-level social norms and their influence on the relationship be-

tween political influence and regulatory enforcement. In order to capture community morals

and culture on a local level, we consider a state’s level of religiosity. Prior studies have con-

sidered such proxies in both national (e.g. Dyreng et al., 2012; Adhikari and Agrawal, 2016)

and international samples (e.g La Porta et al., 1999) . Religion has been shown to have an

effect on various aspects ranging from firm risk-taking (e.g. Adhikari and Agrawal, 2016; Hi-

lary and Hui, 2009), misconduct (e.g. Grullon et al., 2009) or financial reporting (e.g. Dyreng
38Full reports with relevant data https://www.justice.gov/criminal/pin.
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et al., 2012). Moreover, in the context of politics and voting, empirical precedent shows that

a community’s level of religiousness can influence the voting behavior of individuals (e.g.

Layman, 1997) , as well as members of the US Congress (e.g. Fastnow et al., 1999) . In the

context of our study, religiosity could potentially influence the behavior of the politician in

order to "serve" the beliefs of his or her potential voters. However, what is important to

highlight is that this would not necessarily reflect the beliefs or ideas of the politician.

In order to test the above, we collect information from the "Churches and church mem-

bership files of American religion data archive (ARDA)"39. In particular we retrieve data

on religion that are made available from surveys conducted in 2000 and 2010. We follow

Adhikari and Agrawal (2016) and obtain estimates for intermediate years by linearly inter-

polating the decennial data. We make use of state-level version of data for consistency with

the set-up of our working sample. Our measure of religiosity is defined as the total number

of congregations divided by a state’s population. Based on this variable, we then split our

sample to above ("Religiosity high") and below average religious ("Religiosity low") state

and estimate our baseline model. Results are shown in Table 17.

Our key findings show that our political influence variable is negative and statistically

significant for states with low levels of religiosity; whereas for states with high level of reli-

giosity the effect is no longer significant. A potential explanation could be that in areas with

higher religious adherence, the local community would follow religious beliefs and norms;

while "punishing" misconduct and unethical decisions and behaviors. Thus, in such commu-

nities, politicians aiming to reassuring the probability of re-election and social acceptance,

would be more likely to perhaps conform to such situations. In contrast, when religion is

less pronounced or is not as popular within a local community, then the above "unwritten

rules" would deteriorate. Consequently, in such cases there is further room for less ethical

behavior, the cultivation of beneficial relationships between politicians and firms and other

rent-seeking behavior.
39More information on the ARDA surveys can be found here

http://www.thearda.com/Archive/ChState.asp.
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[Insert Table 17 Around Here]

5.3.3 State political polarization

Our final exercise is to examine the state level political polarization. In a two-party political

system, as in the US, it is very likely to observe divergence of ideologies and political attitudes

towards various socio-economic issues, within Congress among Republican and Democratic

parties. Academic studies state that increased polarization impedes policy making and out-

comes, and could also be tied to lower quality of legislation (e.g. Epstein and Graham, 2007)

. Moreover, it potentially drives Congress to "gridlock" and policy inaction (e.g. Binder,

2004; Jones, 2001) . Our goal, in the context of the present study, is to explore whether

ideological distance between political elites, enhances the observed relationship between po-

litical influence and favourable treatment of banks. In essence, it could be that in states

with higher divergence of political attitudes by members of congress; politicians are more

prone in establishing relationships with banks in order to secure their support, in exchange

for benefits such as more favourable treatment.

We obtain information provided by Voteview on Congressional Roll-Call Votes 40, which

provides scores of measures (DW-NOMINATE scores) that indicate on the ideological posi-

tions of elected officials over time and range from -1 (liberal) to 1 (conservative). We proceed

to the construction of an "overall state polarization index", following the procedure in Mc-

Carty et al. (1997), by calculating the average distance between Democrats and Republicans

within a state, based on these scores. Once the index is constructed, we then create an

indicator for states with high levels of elite polarization ("Polarisation high") and another

for states with low levels of elite polarization ("Polarisation low"). Using these variables,

we re-estimate our baseline model for the two samples. The results are reported in Table 15.

Our results suggest that the effect of our political influence dummy on enforcement

action likelihood is significantly negative for states with higher levels of polarization, whereas
40Further information can be found here https://voteview.com/data.
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the coefficient of this variable is not statistically significant for states with lower levels of

polarization. These findings could therefore suggest that indeed as members of congress

become more diverge to each other, political influence is enhanced. Thus, it is consistent

with prior literature suggesting that as polarization increases, policy outcomes are affected.

6 Conclusion

The core objective of the present study is to provide evidence on whether powerful politicians

can exert influence on regulatory decision making. So far, the literature provides evidence

that political connections are beneficial to firms, through a variety of channels. The majority

of studies examining the relationship between political connections and regulatory outcomes,

focus on the political strategies that firms adopt (e.g. lobbying, campaign contributions) to

influence policy makers. Nonetheless, there is scarce evidence on whether and how political

connections to Washington can result in beneficial regulatory treatment of banking institu-

ions. The present study addresses this gap.

Focusing on the US banking sector, we use a sample of commercial banks for the period

2000-2015, and we measure political power with a binary variable that indicates whether or

not a bank’s parent company operates in a state where a Senator or Congressman serves

as Chairman in a finance related Congressional Committee. We consider both severe and

less severe enforcement actions issued against banks as a proxy for regulatory treatment,

although we mainly focus on severe ones.

Our findings suggest an inverse relationship between political influence and enforcement

action likelihood. Our results hold when alternative model specification and econometric

methods are implemented. In a series of robustness tests, we also find that our political

influence variable exerts significant influence on enforcement action likelihood when we con-

trol for the crisis years, for different regulatory agencies supervising the banks, as well as for

several sub-samples (e.g. large banks, poor vs top capitalized banks). Our findings suggest
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that politicians with power in Congress are likely to have the ability to influence regulatory

decision-making. Thus, these findings complement previous studies (e.g. Gropper et al.,

2013,2015) that suggest that such connections have an impact on bank performance.

We further explore alternative patterns of influence on a politician, bank and state-level,

in order to explain our baseline results. In particular, we find that Chairing a committee

matters when Chairs are more senior , receive greater amounts of campaign contributions

from the financial services industry or when they have higher levels of vote concentration.

On a bank level, we find that political influence is important in the case of both listed and

unlisted parent banks; however, the Chair is more influential in the case of older banks

and banks operating in a single State. Finally, a state’s overall socioeconomic and political

environment also plays an important role in the treatment of banks with headquarters in

politically important states. Overall, our findings are useful in shedding light on the impact

of political influence on shaping regulatory decisions. Of course, there are still areas within

this topic that remain unexplored due to data limitations and that could potentially be

addressed in future research. For instance, future research could examine changes from less

severe to severe enforcement actions and the opposite and their association with political

connections, thus providing further insight on the value of political connections. Last but

not least, our study adds value from a policy-making perspective, as we provide evidence

that enables the further understanding of whether political influence enhances or impedes

the effectiveness of banking supervision.
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Table 1: List of variables

Variable Description
A. Political connection variables

Committee Chair
Takes,"1" if bank’s parent company operates in a state where an elected official
(Senator or Congressman)holds a chair position in a Congressional Committee
that oversees the banking and financial services industry in a given year, 0 otherwise

Committee member
Takes "1" if bank’s parent company operates in a state where an elected official
(Senator or Congressman) holds a chair position in a Congressional Committee
that oversees the banking and financial services industry in a given year, 0 otherwise

Subcommittee chair
Takes "1" if bank’s parent company operates in a state where an elected official
(Senator or Congressman) holds a chair position in a Congressional Committee
that oversees the banking and financial services industry in a,given year, 0 otherwise

Lobbying dummy Takes,"1" if bank is engaged in lobbying in a given year and 0 otherwise
B. Regulatory Variables
Action all types Takes "1" if bank received any type of enforcement action in quarter t ,0 otherwise
Severe action Takes"1" if bank received severe type of enforcement action in quarter t, 0 otherwise
Less severe action Takes "1" if bank received less severe type of enforcement action in quarter t, 0 otherwise
C. Financial and Demographic Characteristics
Risk-based capital ratio Total qualifying capital divided by risk-weighted assets net of allowances and other reductions
Risk-weighted assets Risk-weighted assets net of allowances and other reductions divided by total assets
Return on assets Income (loss) before applicable income taxes and discontinued operations divided by total assets
Liquidity ratio Cash and cash balances plus US treasury securities divided by total assets
Size Natural logarithm of total assets
Listed (parent) Takes "1" if bank’s parent company is listed in a stock exchange, 0,otherwise
Age (parent) Natural logarithm of number of years that the bank’s parent company is operating
Multiple states (parent) Number of states that parent company has offices
Distance to regulator Distance in km between bank’s headquarters and nearest Federal Reserve bank (Main office or branch)
D. Politician’s characteristics, elections & voting information

Contributions(fin) % % total amount of contributions received by financial sector divided by the total amount
of contributions received

Votes % %total number of votes received divided by the total number of votes within state or district
Seniority Average combined age of chairmen in a given year
E. Macroeconomic and state level variables

Economic Freedom State- level overall index of economic freedom that takes values 1-10. Higher values indicate
higher levels of economic freedom.

Corruption Per capita number of convictions of public officials
Religiosity Total number of congregations divided by a state’s population

Political polarization
Index reflecting the level of political polarization within a state. Calculated using
the average distance of DW scores for Democrats and Republicans.
Higher values indicate higher levels of political polarization.

GDP (state) Natural logarithm of Gross domestic product per state
Population (state) Natural logarithm of Population per state
Distance to regulator Distance in km between a bank’s headquarters and nearest Federal Reserve Bank (main office or branch)
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Table 2: Descriptive statistics of enforcement actions

Year All types Severe Less Severe Breakdown of severe actions Severe Actions per regulatory agency

Cease & Desist Deposit ins.
term.

Prompt Corr.
Action

Formal written
agreements FDIC FED OCC

2000 76 51 25 29 2 1 21 20 2 29
2001 111 60 51 31 0 3 26 25 2 33
2002 126 79 47 42 0 1 37 29 1 49
2003 143 70 73 51 0 0 22 37 0 33
2004 159 75 84 49 0 0 26 36 3 36
2005 171 65 106 48 0 0 22 30 0 35
2006 156 45 111 27 0 0 19 18 2 25
2007 185 63 122 48 0 0 16 39 1 23
2008 300 150 150 95 0 0 56 75 1 74
2009 593 364 229 232 0 27 106 243 11 110
2010 710 420 290 84 0 55 281 301 16 103
2011 450 228 222 163 1 37 27 169 5 54
2012 314 153 161 35 0 16 103 111 5 37
2013 186 72 114 21 0 8 45 47 0 25
2014 135 38 97 9 0 7 22 25 5 8
2015 109 22 87 5 0 2 15 18 2 2
Total 3,925 1955 1970 969 3 157 844 1223 56 676
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Table 3: Summary information of banking committee chairs

Name Year Congress Chamber Committee State Party

Avg. service
year
in

Congress

Aver. age
while

in chair
service

William Philip
Gramm

1999-
2000 106 Senate Banking, Housing

and Urban affairs Texas Republican 20.5 57.5

Paul Spyros
Sarbanes

2001-
2002 107 Senate Banking, Housing

and Urban affairs Maryland Democratic 30.5 68.5

Richard
Craig Shelby

2003-
2006

108-
109 Senate Banking, Housing

and Urban affairs Alabama Republican 25.5 70.5

Christopher
John Dodd

2007-
2010

110-
111 Senate Banking, Housing

and Urban affairs Connecticut Democratic 33.5 64.5

Tim Johnson 2011-
2014

112-
113 Senate Banking, Housing

and Urban affairs South Dakota Democratic 26 67

Richard
Craig Shelby

2015-
2016 114 Senate Banking, Housing

and Urban affairs Alabama Republican 37 82

Michael
Garver Oxley

2001-
2006

107-
109 House Financial Services Ohio Republican 30.5 59.5

Barney
Frank

2007-
2010

110-
111 House Financial Services Massachusetts Democratic 35.5 68.5

Spencer
Bachus

2011-
2013

112-
113 House Financial Services Alabama Republican 19 65

Jeb
Hensarling 2013- 114- House Financial Services Texas Republican 11 57

53



Table 4: Descriptive statistics

Observations Mean St. Dev. Min Max
Panel A: Financial & Political influence variables
(i) Full sample
Severe Actions 374528 0.0052333 0.0721518 0 1
Chair dummy 374528 0.0494703 0.2168481 0 1
Risk-based capital ratio 372851 0.1627947 0.0666491 -0.1676752 0.8203545
Risk weighted ratio 372124 0.6855651 0.1273082 0.2852844 1.081971
Return on Assets 374368 0.0069594 0.0096871 -0.1567464 0.1713443
Liquidity 369494 0.0594606 0.0514141 -0.0024057 0.3194084
Size 374528 11.94797 1.333464 3.332205 21.46335
(ii) Connected sample
Risk-based capital ratio 18454 0.1753796 0.0707974 -0.001486 0.8168582
Risk weighted ratio 18381 0.6438928 0.1287669 0.285319 1.077301
Return on Assets 18516 0.0076363 0.0073914 -0.1132164 0.1699827
Liquidity 18120 0.0667662 0.058359 0.0026748 0.3192939
Size 18528 12.09121 1.411821 6.900731 19.43696
(iii) Punished sample
Risk-based capital ratio 1952 0.1242376 0.0578782 -0.1469169 0.5605881
Risk weighted ratio 1945 0.7210423 0.1076446 0.2898475 1.075673
Return on Assets 1950 -0.0073306 0.022274 -0.1473495 0.115203
Liquidity 1926 0.0769846 0.0597405 0.0005808 0.3169498
Size 1955 12.32602 1.670912 8.840435 21.402
(iv) Punished and connected sample
Risk-based capital ratio 47 0.1380653 0.0394201 0.0442328 0.2327435
Risk weighted ratio 46 0.6758194 0.1176503 0.4384539 0.93757583
Return on Assets 47 -0.0003394 0.0148498 -0.056174 0.015958
Liquidity 47 0.0654366 0.0501277 0.0156473 0.2918928
Size 47 12.45925 1.858892 10.42736 18.28799
Panel B: Macroeconomic and other state-level variables
Economic freedom 374439 6.99164 0.5510168 5.2 8.55
Corruption 374439 26.64706 26.91394 0 166
Religiosity 371360 0.0013299 0.0004546 0.0004646 0.0024771
Political Polarization 372897 0.7290545 0.1475768 0.228 1.102857
GDP (state) 371360 12.44682 0.9484076 9.761291 14.73414
Population (state) 371360 15.60248 0.878587 13.1109 17.4799
Distance to regulator 362030 571.6422 1800.932 0 8462.514
Table 4 reports the descriptive statistics of the variables included in the analysis. For a detailed definition of variables see Table
1.The sample period is 2000q1 - 2015q. Panel A includes financial and political influence related information. Section i provides the
descriptive statistics of the full sample. Sections ii and iii, provide the descriptive statistics for politically connected and punished
with severe type enforcement actions banks, respectively. Panel B includes macroeconomic and other state-level variables used in
the analysis.
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Table 5: Univariate test of means for financial variables

Mean
(Punished with severe type action)

Mean
(Non-Punished)

Difference
(P-Value)

Political influence 0.0245524 0.049601 0.0000
Risk-based capital ratio 0.1242376 0.1629976 0.0000
Risk-weighted assets 0.7210423 0.6853787 0.0000
Return on assets -0.0073306 0.0070343 0.0000
Liquidity 0.0769846 0.0593688 0.0000
Size 12.32602 11.94599 0.0000
Table 5 reports the mean values of each variable for two distinct groups; banks that received a severe type regulatory enforcement
action (punished) and banks that did not (non-punished). The mean difference along with the p-value of the relevant statistical
test is reported in the last column. For full definition of variables see Table 1.
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Table 6: Baseline results (Probit model specification)

(1) (2) (3)
All actions Severe only Less severe only

β / SE Mfx β / SE Mfx β / SE Mfx
Committee chair -0.107 *** -0.002 *** -0.178 *** -0.002 *** -0.052 -0.001

(0.038) (0.058) (0.045)
Risk-weighted assets ratio 0.088 0.002 -0.048 -0.000 0.217 ** 0.003 **

(0.076) (0.099) (0.091)
Risk-based capital ratio -2.185 *** -0.045 *** -3.288 *** -0.030 *** -0.884 *** -0.011 ***

(0.207) (0.303) (0.223)
Return on assets -19.002 *** -0.393 *** -20.555 *** -0.188 *** -10.260 *** -0.122 ***

(0.532) (0.582) (0.644)
Liquidity ratio 0.861 *** 0.018 *** 1.087 *** 0.010 *** 0.492 *** 0.006 ***

(0.132) (0.167) (0.173)
Size 0.110 *** 0.002 *** 0.042 *** 0.000 *** 0.145 *** 0.002 ***

(0.009) (0.010) (0.012)
Constant -3.378 *** -2.511 *** -4.467 ***

(0.172) (0.210) (0.217)
Observations 366233 365600 366233
Cluster 8698.000 8681.000 8698.000
Pseudo R2 0.083 0.125 0.054
Time dummies YES YES YES
States dummies YES YES YES
Bank FE NO NO NO
Table 6 reports the baseline results of a Probit model. We report estimated coefficients and marginal effects at means. Estimations include robust
standard errors clustered by bank. Sample period is 2000q1-2015q4. All financial control variables are lagged by one quarter. In Column 1, the
dependent variable refers to all types of enforcement actions. Column 2 refers to severe type of actions only. Column 3 refers to less severe actions
only. A set of full time and state dummies are included. For detailed variable description see Table 1. The *, ** and *** signs denote statistical
significance at the 1,5 and 10% level.
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Table 7: Alternative model specification - Linear Probability Model

(1) (2) (3)
All actions Severe only Less Severe only
β / SE β / SE β / SE

Committee Chair -0.002** -0.002** -0.001
(0.001) (0.001) (0.001)

Risk-weighted assets ratio -0.009*** -0.011*** 0.002
(0.003) (0.002) (0.002)

Risk-based capital ratio -0.068*** -0.068*** -0.000
(0.005) (0.004) (0.004)

Return on assets -1.122*** -0.868*** -0.255***
(0.023) (0.016) (0.017)

Liquidity ratio 0.023*** 0.013*** 0.010***
(0.004) (0.003) (0.003)

Size 0.006*** 0.003*** 0.004***
(0.000) (0.000) (0.000)

Constant -0.022 0.002 -0.024
(0.039) (0.027) (0.028)

Observations 367019 367019 367019
Cluster 8723.000 8723.000 8723.000
R2 0.0090 0.0106 0.0106
Time dummies YES YES YES
State dummies YES YES YES
Bank FE YES YES YES
Table 7 reports the baseline results of a Linear Probability model. Estimations include robust
standard errors clustered by bank. Sample period is 2000q1-2015q4. All financial control variables
are lagged by one quarter. In Column 1, the dependent variable refers to all types of enforcement
actions. Column 2 refers to severe type of actions only. Column 3 refers to less severe actions only.
A set of full time and state dummies are included. Bank fixed effects are also introduced in this
model. For detailed variable description see Table 1. The *, ** and *** signs denote statistical
significance at the 1,5 and 10% level.
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Table 8: Alternative model specification - Rare events logistic model

(1) (2) (3)
All actions Severe only Less severe only
β / SE β / SE β / SE

Committee Chair -0.342 *** -0.658 *** -0.144
(0.106) (0.171) (0.129)

Risk-weighted assets ratio 0.537 *** 0.479 * 0.700 ***
(0.187) (0.270) (0.242)

Risk-based capital ratio -5.952 *** -9.270 *** -2.580 ***
(0.555) (0.833) (0.633)

Return on assets -38.370 *** -42.282 *** -23.237 ***
(1.165) (1.388) (1.314)

Liquidity ratio 2.611 *** 3.986 *** 0.974 **
(0.322) (0.429) (0.483)

Size 0.273 *** 0.148 *** 0.356 ***
(0.019) (0.024) (0.029)

Constant -7.382 *** -6.157 *** -9.662 ***
(0.336) (0.418) (0.470)

Observations 367019 367019 367019
Pseudo R2

Time dummies NO NO NO
State dummies NO NO NO
Table 8 reports the baseline results when estimated using a rare events logistic regression model.
Estimations include robust standard errors clustered by bank. Sample period is 2000q1-2015q4.
All financial control variables are lagged by one quarter. In Column 1, the dependent variable
refers to all types of enforcement actions. Column 2 refers to severe type of actions only. Column
3 refers to less severe actions only. A set of full time and state dummies are included. For detailed
variable description see Table 1. The *, ** and *** signs denote statistical significance at the 1,5
and 10% level.
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Table 9: Alternative model specification - Firth’s PMLE model

(1) (2) (3)
All actions Severe only Less severe only
β / SE β / SE β / SE

Committee Chair -0.342*** -0.658*** -0.144
(0.091) (0.155) (0.112)

Risk-weighted assets ratio 0.537*** 0.479* 0.700***
(0.169) (0.249) (0.227)

Risk-based capital ratio -5.952*** -9.270*** -2.580***
(0.438) (0.646) (0.569)

Return on assets -38.370*** -42.282*** -23.237***
(0.943) (1.126) (1.496)

Liquidity ratio 2.611*** 3.986*** 0.974**
(0.309) (0.414) (0.463)

Size 0.273*** 0.148*** 0.356***
(0.010) (0.016) (0.012)

Constant -7.382*** -6.157*** -9.662***
(0.204) (0.308) (0.267)

Observations 367019 367019 367019
Pseudo R2

Time dummies NO NO NO
State dummies NO NO NO
Table 9 reports the baseline results when estimated using Firth’s PMLE model. Estimations
include robust standard errors clustered by bank. Sample period is 2000q1-2015q4. All financial
control variables are lagged by one quarter. In Column 1, the dependent variable refers to all
types of enforcement actions. Column 2 refers to severe type of actions only. Column 3 refers to
less severe actions only. A set of full time and state dummies are included. For detailed variable
description see Table 1. The *, ** and *** signs denote statistical significance at the 1,5 and 10%
level.
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Table 12: Propensity score matching

(1) (2)
Estimator ATT Number of Matches

Nearest neighbor (n=1; caliper=0.01) -0.0012 * 17,930
(0.00072)

Nearest neighbor (n=10; caliper=0.01) -0.002 *** 17,930
(0.00051)

Nearest neighbor (n=50; caliper=0.01) -0.0019 *** 17,930
(0.00049)

Nearest neighbor (n=100; caliper=0.01) -0.0019*** 17,930
(0.00049)

Table 12 reports the results from the Propensity Score matching. Column 1 reports
the ATT estimates, which reveal the mean difference between the probability of a
severe action among the treated and untreated group. Column 2 reports the total
number of matches. Estimations make use of Near Neighbor for n=1,10,50 and 100
with caliper being equal to 0.01. Sample period is 2001q1-2015q4. The *, ** and ***
signs denote statistical significance at the 1,5 and 10% level.
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Table 14: Committee membership and sub-committee chairmanship

(1) (2)
Dep. Var: Severe type of enforcement actions

β / SE Mfx β / SE Mfx
Committee member -0.063*** -0.001***

(0.024)
Sub-committee chairman -0.124* -0.001*

(0.071)
Risk-weighted assets ratio 0.000 0.000 -0.004 -0.000

(0.100) (0.100)
Risk-based capital ratio -3.252*** -0.029*** -3.259*** -0.029***

(0.307) (0.307)
Return on assets -20.345*** -0.184*** -20.331*** -0.184***

(0.588) (0.589)
Liquidity ratio 1.074*** 0.010*** 1.084*** 0.010***

(0.170) (0.170)
Size 0.043*** 0.000*** 0.044*** 0.000***

(0.010) (0.010)
Constant -2.497*** -2.538***

(0.213) (0.213)
Observations 362574 362574
Cluster 8575.000 8575.000
Pseudo R2 0.118 0.118
Time dummies YES YES
State dummies YES YES
Table 14 reports the estimation results when committee membership and sub-committee chair-
manship are explored. We make use of a Probit model with robust standard errors clustered by
bank. For all model specifications we report estimated coefficients and marginal effects at means.
Sample period is 2000q1-2015q4. All financial control variables are lagged by one quarter. A full
set of state dummies are included. For detailed variable description see Table 1. The *, ** and
*** signs denote statistical significance at the 1,5 and 10% level.
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Appendix I

Enforcement actions classification

ENFORCEMENT ACTIONS ISSUED AGAINST BANKS
A.1. SEVERE ( ordered from most severe to less severe):

Deposit Insurance Termination /Threat

Decision to threat to suspend or terminate a bank’s deposit insurance
scheme by the FDIC, when unsound and unsafe banking practices are
detected or when violations of laws and regulations have taken place.
Deposit Insurance Termination can be imposed if a bank has
neglected previous enforcement actions issued against the bank.

Cease and Desist Order

Banks that receive Cease and Desist orders are required to follow
specific actions outlined by their primary supervisor. C&D orders
can be enforced by law, in the federal banking system. Typical reasons
or the issuance of C&D orders are the engagement in unsafe and unsound
activities, violations of laws and regulations. A C&D may impose
specific orders to stop the bank engaging in specific banking practices
or may outline a particular strategy in order to improve asset quality,
promote growth, decrease risk, etc.

Formal written agreement

The institutions subject to this type of action, enter into an agreement
with their primary regulator to take particular actions or to follow particular
proscriptions in written agreement. Unlike the C&D orders, although FAs
are also legally enforceable, they are however, not enforceable through the
federal court. FAs can nonetheless lead to the issuance of Civil Money
Penalties, when they are ignored. Reasons that FAs are imposed are unsound
practises, mismanagement policies, or "insider" abuse. FAs can lead to more
severe types of enforcement actions if not taken into consideration.

Prompt Corrective Action

Prompt Corrective Actions are issued usually when undercapitalization
issues are detected. These actions order banks on taking remedial actions
in order to overcome the deficiencies in their level of capital. Among
the corrective measures outlined, in some cases there may be dismissal
of management, restrictions on executive payments, asset growth,
rates paid on deposits or even prohibition on certain activities,
such as approval for acquisition deals from the regulatory authorities.

A.2. LESS SEVERE TYPE

Civil Money Penalty (CMP)
Monetary penalties against banking institutions that engage in unsafe
or unsound banking practices, violations of laws or failure to comply
with an order issued previously.

Call report penalty (CR-P)
Monetary penalties against banking institutions that fail to file
Call Reports on time or in accordance to the general outline or
even for misreporting information on Call Report files.
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