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#### Abstract

In this paper, by utilising Besov space techniques, we establish the time averaging principle for a heat equation with fractional Laplace driven by a general stochastic measure $\mu$ which is assumed (only) to satisfy the $\sigma$-additivity in probability.
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## 1. Introduction

Averaging method is an important tool for investigations of nonlinear dynamical systems. It helps us to obtain approximate solutions to differential equations in mechanics, mathematics, physics and many other subjects.

The theory of averaging principle for the deterministic systems was first appeared in [1]. Then, Khasminskii in his seminal paper [4] studied the averaging principle for stochastic differential equations. Since then, it becomes an active research topic in the study of stochastic dynamic systems, and the averaging principle was investigated for many different types of equations, see, for example, [14, [15, [8, 6, 2, 12, 7, 13] and the references therein.

Recently, in 9, Vadym Radchenko investigated a class of stochastic heat equations driven by a stochastic measure $\mu$, wherein the stochastic measure $\mu$ only satisfies the $\sigma$-additivity in probability (see the precise description in Section 2). Moreover, the same author established in [10] an averaging principle for such equations.

Motivated by the above results, in this short paper, we want to consider an averaging principle for the following equation

$$
\left\{\begin{array}{l}
\partial_{t} u^{\varepsilon}(t, x)=-(-\Delta)^{\frac{\beta}{2}} u^{\varepsilon}(t, x)+f\left(u^{\varepsilon}(t, x)\right)+\sigma(t / \varepsilon, x) d \mu(x), t \in(0, T], x \in \mathbb{R}  \tag{1.1}\\
u^{\varepsilon}(0, x)=u_{0}(x)
\end{array}\right.
$$

for arbitrarily given $T>0$, where $\varepsilon>0,1<\beta \leq 2$, the both coefficients $f: \mathbb{R} \rightarrow \mathbb{R}$ and $\sigma: \mathbb{R}_{+} \times \mathbb{R} \rightarrow \mathbb{R}$, as well as the initial data $u_{0}(x)=u_{0}(x, \omega): \mathbb{R} \times \Omega \rightarrow \mathbb{R}$ are bounded and

[^0]measurable with further conditions being specified in the sequel, $\mu$ is a stochastic measure defined on $\mathcal{B}(\mathbb{R})$ (see Section 2 for more details). We will make the following assumptions.

Assumption A1. There exists a constant $L_{f}>0$ such that

$$
\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right| \leq L_{f}\left|x_{1}-x_{2}\right|, \forall x_{1}, x_{2} \in \mathbb{R}
$$

Assumption A2. There exists a constant $L_{\sigma}>0$ such that for arbitrarily fixed $t \in[0, \infty)$

$$
\left|\sigma\left(t, x_{1}\right)-\sigma\left(t, x_{2}\right)\right| \leq L_{\sigma}\left|x_{1}-x_{2}\right|^{\epsilon}, \frac{1}{2}<\epsilon<1, \forall x_{1}, x_{2} \in \mathbb{R}
$$

Assumption A3. The function $\bar{\sigma}: \mathbb{R} \rightarrow \mathbb{R}$ defined via

$$
\bar{\sigma}(y):=\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \sigma(s, y) d s, \forall y \in \mathbb{R}
$$

exists, and the function $\widetilde{\sigma}:[0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}$ defined via

$$
\tilde{\sigma}(r, y):=\int_{0}^{r}(\sigma(s, y)-\bar{\sigma}(y)) d s, r \geq 0, y \in \mathbb{R}
$$

is bounded.
Assumption A4. For $\mu$, it is required that $y \in \mathbb{R} \mapsto|y|^{\tau} \in[0, \infty)$ is integrable with respect to $\mu$ for some $\tau>\frac{1}{2}$.
Assumption A5. There exists positive random variable $C: \Omega \rightarrow(0, K]$ with $K>0$ such that

$$
\left|u_{0}(x, \omega)\right| \leq C(\omega), \quad\left|u_{0}\left(x_{1}, \omega\right)-u_{0}\left(x_{2}, \omega\right)\right| \leq C(\omega)\left|x_{1}-x_{2}\right|^{\beta\left(u_{0}\right)}, \beta\left(u_{0}\right) \geq \frac{1}{6}
$$

for $x, x_{1}, x_{2} \in \mathbb{R}$ and $\omega \in \Omega$.
Before proceeding further, we would like to point out that Assumption A3 above is rather technical, which is required by the method we used in the present paper. Nevertheless, we would like to give an example here. Assume in addition to Assumption A2, the coefficient $\sigma:(0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}$ is periodic with respect to the time variable $t$, for example, $\sigma(t, x)=x^{\epsilon}(1+\cos (t))$, then Assumption A3 above clearly holds.

Similar to [9], one can show that under Assumptions $A 1 \sim A 5$, Equation (1.1) has a unique (mild) solution

$$
\begin{align*}
u^{\varepsilon}(t, x)= & \int_{\mathbb{R}} G(t, x-y) u_{0}(y) d y+\int_{0}^{t} \int_{\mathbb{R}} G(t-s, x-y) f\left(u^{\varepsilon}(s, y)\right) d y d s  \tag{1.2}\\
& +\int_{0}^{t} \int_{\mathbb{R}} G(t-s, x-y) \sigma\left(s / \varepsilon, u^{\varepsilon}(s, y)\right) d \mu d s
\end{align*}
$$

where $G(\cdot, \cdot)$ stands for the Green function associated to the following equation

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)=-(-\Delta)^{\frac{\beta}{2}} u(t, x), t \in[0, T], x \in \mathbb{R} \\
u(0, x)=\delta_{0}(x)
\end{array}\right.
$$

In the same manner, it is also possible to deduce that under our assumptions $A 1 \sim A 5$,

$$
\left\{\begin{array}{l}
\partial_{t} \bar{u}(t, x)=-(-\Delta)^{\frac{\beta}{2}} \bar{u}(t, x)+f(\bar{u}(t, x))+\bar{\sigma}(x) d \mu(x), t \in(0, T], x \in \mathbb{R} \\
\bar{u}(0, x)=u_{0}(x)
\end{array}\right.
$$

has a unique solution

$$
\begin{align*}
\bar{u}(t, x)= & \int_{\mathbb{R}} G(t, x-y) u_{0}(y) d y+\int_{0}^{t} \int_{\mathbb{R}} G(t-s, x-y) f(\bar{u}(s, y)) d y d s \\
& +\int_{0}^{t} \int_{\mathbb{R}} G(t-s, x-y) \bar{\sigma}(y) d \mu d s \tag{1.3}
\end{align*}
$$

We aim to study the convergence of $u^{\varepsilon}(t, x) \rightarrow \bar{u}(t, x)$ as $\varepsilon \rightarrow 0$.
The rest of this paper is organised as follows. In Section 2, we introduce the stochastic measure $\mu$ and give its basic properties. In Section 3, we formulate our main result and give the proof of it. We end our paper with an appendix showing a critical lemma which is our section 4.

## 2. Preliminaries

In this section, we briefly recall the definition of stochastic measure and Besov space. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space and $L^{0}=L^{0}(\Omega, \mathcal{F}, \mathbb{P})$ be the totality of real-valued random variables on the complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Convergence in $L^{0}$ means the convergence in probability. Recall that $\mathcal{B}(\mathbb{R})$ stands for the Borel $\sigma$-algebra on $\mathbb{R}$.

Definition 2.1. ([9, 10]) A mapping $\mu: \mathcal{B}(\mathbb{R}) \rightarrow L^{0}$ is called a stochastic measure if it is $\sigma$ additive.

The class of stochastic measures is in fact very rich. As pointed out in [9, 10], a typical example is that $\mu$ is determined by a square integrable martingale $M_{t}$ in the manner $\mu(A)=\int_{0}^{T} 1_{A}(t) d M_{t}$ for $A \in \mathcal{B}(\mathbb{R})$, and further examples can be made from fractional Brownian motion with Hurst index $H \geq \frac{1}{2}$ and from any $\alpha$-stable random measure on $\mathcal{B}(\mathbb{R})$. Here we give another example. Let

$$
F_{t, x}(\omega)=W_{t, x}(\omega)+\int_{U_{0}} c_{1}(t, x ; z) M_{t, x}(d z, \omega)+\int_{U \backslash U_{0}} c_{2}(t, x ; z) N_{t, x}(d z, \omega)
$$

be a Lévy space-time white noise introduced in [3] (see Section 2.2 therein), then one has that

$$
\mu_{1}(A)=\int_{0}^{T} \int_{\mathbb{R}} g(t, x) 1_{A}(t) d F_{t, x}(\omega), \quad A \in \mathcal{B}(\mathbb{R})
$$

and

$$
\mu_{2}(A)=\int_{0}^{T} \int_{\mathbb{R}} g(t, x) 1_{A}(x) d F_{t, x}(\omega), \quad A \in \mathcal{B}(\mathbb{R})
$$

are both stochastic measures, provided that $g:(0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}$ is bounded and progressively measurable. From this point, one can see clearly that the fractional heat equations driven by stochastic measures we are concerned in this paper cover the corresponding equations driven by all usual treatable noises in the literature.

Assume that $f: \mathbb{R} \rightarrow \mathbb{R}$ is a measurable function, one can define an integral $\int_{A} f(x) \mu(d x), A \in$ $\mathcal{B}(\mathbb{R})$. It is clear that the integral $\int_{A} f(x) \mu(d x)$ is well defined for every bounded $f$, see [5] for more details.

Consider the Besov space $B_{22}^{\alpha}([c, d])$ for any given interval $[c, d] \subset \mathbb{R}, 0<\alpha<1$, recall that the norm in this space can be defined by

$$
\|g\|_{B_{22}^{\alpha}([c, d])}:=\|g\|_{L^{2}([c, d])}+\left(\int_{0}^{d-c}\left(w_{2}(g, r)\right)^{2} r^{-1-2 \alpha} d r\right)^{\frac{1}{2}}
$$

where

$$
w_{2}(g, r):=\sup _{0 \leq h \leq r}\left(\int_{c}^{d-h}|g(y+h)-g(y)|^{2} d y\right)^{1 / 2}
$$

For any $j \in \mathbb{Z}, n \geq 0$, put

$$
d_{k n}^{(j)}=j+k 2^{-n}, 0 \leq h \leq 2^{n}, \quad \Delta_{k n}^{(j)}=\left(d_{(k-1) n}^{(j)}, d_{k n}^{(j)}\right], 1 \leq k \leq 2^{n}
$$

The following lemmas are important for our results (see [9] for their proofs).
Lemma 2.1. Let $\phi_{l}: \mathbb{R} \rightarrow \mathbb{R}, l \geq 1$, be measurable functions such that $\widetilde{\phi}(x)=\sum_{l=1}^{\infty}\left|\phi_{l}(x)\right|$ is integrable with respect to $\mu$. Then $\sum_{l=1}^{\infty}\left(\int_{\mathbb{R}} \phi_{l}(x) d \mu\right)^{2}<+\infty$, a.s.

Lemma 2.2. Let $Z$ be an arbitrary (nonempty) set, and $q(z, s): Z \times[j, j+1] \rightarrow \mathbb{R}$ be such that all paths $q(z, \cdot), z \in Z$, are continuous. Denote

$$
q_{n}(z, s):=q(z, j) 1_{\{j\}}(s)+\sum_{1 \leq k \leq 2^{n}} q\left(z, d_{(k-1) n}^{(j)}\right) 1_{\Delta_{k n}^{(j)}}(s)
$$

Then the random function $\eta(z):=\int_{(j, j+1]} q(z, s) d \mu(s), z \in Z$, has a version

$$
\widetilde{\eta}(z)=\int_{(j, j+1]} q_{0}(z, s) d \mu(s)+\sum_{n \geq 1}\left(\int_{(j, j+1]} q_{n}(z, s) d \mu(s)-\int_{(j, j+1]} q_{n-1}(z, s) d \mu(s)\right)
$$

For simplicity, we will use $C$ and $C(\omega)$ to denote finite positive constants and finite positive random constants separately whose values may be different in different positions.

## 3. Main result

Lemma 3.1. Assume that Assumption $A 1 \sim A 3$ hold, then

$$
\sup _{y \in \mathbb{R}, x>0, \varepsilon>0, t \in[0, T]}\left|\left(\frac{1}{\varepsilon}\right)^{\frac{\beta-1}{\beta}} \int_{0}^{t} G(t-s, x)[\sigma(s / \varepsilon, y)-\bar{\sigma}(y)] d s\right|<+\infty
$$

Proof. It follows from the self-similarity property of $G(\cdot, \cdot)$ (see, for example, [11]) that

$$
\begin{aligned}
& \left(\frac{1}{\varepsilon}\right)^{\frac{\beta-1}{\beta}} \int_{0}^{t} G(t-s, x)[\sigma(s / \varepsilon, y)-\bar{\sigma}(y)] d s \\
& =\left(\frac{1}{\varepsilon}\right)^{\frac{-1}{\beta}} \int_{0}^{t / \varepsilon} G(s v, x)[\sigma(t / \varepsilon-v, y)-\bar{\sigma}(y)] d v \\
& =\int_{0}^{t / \varepsilon}\left(\frac{1}{v}\right)^{\frac{1}{\beta}} G\left(1,(\varepsilon v)^{-1 / \beta} x\right)[\sigma(t / \varepsilon-v, y)-\bar{\sigma}(y)] d v \\
& =: \mathrm{I}_{1}+\mathrm{I}_{2}
\end{aligned}
$$

On one hand, for the term $\mathrm{I}_{1}$, we have $|\sigma(s, y)-\bar{\sigma}(y)| \leq C_{\sigma}$, and observe further that $G(t, x)$ satisfies the following inequality

$$
\frac{c_{1} t}{\left(t^{1 / \beta}+|x|\right)^{1+\beta}} \leq G(t, x) \leq \frac{c_{2} t}{\left(t^{1 / \beta}+|x|\right)^{1+\beta}}, c_{1}, c_{2}>0 .
$$

Thus, it follows that

$$
\begin{aligned}
\mathrm{I}_{1} & =\int_{0}^{1}\left(\frac{1}{v}\right)^{\frac{1}{\beta}} G\left(1,(\varepsilon v)^{-1 / \beta} x\right)[\sigma(t / \varepsilon-v, y)-\bar{\sigma}(y)] d v \\
& \leq c_{2} C_{\sigma} \int_{0}^{1}\left(\frac{1}{v}\right)^{\frac{1}{\beta}} \frac{1}{\left(1+(\varepsilon v)^{-1 / \beta}|x|\right)^{2+\beta}} d v \\
& \leq c_{2} C_{\sigma} \int_{0}^{1}\left(\frac{1}{v}\right)^{\frac{1}{\beta}} d v \leq C .
\end{aligned}
$$

On the other hand, for the term $\mathrm{I}_{2}$, having that $\left|F_{\varepsilon}(r):=\int_{0}^{r}[\sigma(t / \varepsilon-v, y)-\bar{\sigma}(y)] d v\right| \leq C_{F}$, we then get

$$
\begin{aligned}
\mathrm{I}_{2}= & \int_{1}^{t / \varepsilon} v^{-\frac{1}{\beta}} G\left(1,(\varepsilon v)^{-1 / \beta} x\right)[\sigma(t / \varepsilon-v, y)-\bar{\sigma}(y)] d v \\
= & \int_{1}^{t / \varepsilon} v^{-\frac{1}{\beta}} G\left(1,(\varepsilon v)^{-1 / \beta} x\right) d F_{\varepsilon}(v) \\
= & \left.F_{\varepsilon}(v) v^{-\frac{1}{\beta}} G\left(1,(\varepsilon v)^{-1 / \beta} x\right)\right|_{1} ^{t / \varepsilon} \\
& +\int_{1}^{t / \varepsilon} F_{\varepsilon}(v) \frac{1}{\beta} v^{-\frac{1+\beta}{\beta}}\left[G\left(1,(\varepsilon v)^{-1 / \beta} x\right)+(\varepsilon v)^{-\frac{1}{\beta}} x \frac{\partial}{\partial x} G\left(1,(\varepsilon v)^{-\frac{1}{\beta}} x\right)\right] d v \\
\leq & 2 c_{2} C_{F}+\frac{C_{F}}{\beta}\left[c_{2} \int_{1}^{\infty} v^{-\frac{1+\beta}{\beta}} d v+C \int_{1}^{\infty} \frac{\left|(\varepsilon v)^{-\frac{1}{\beta}} x\right|^{\beta+1} v^{-\frac{1+\beta}{\beta}}}{\left(1+\left|(\varepsilon v)^{-\frac{1}{\beta}} x\right|^{\beta+1}\right)^{2}} d v\right] \\
\leq & 2 c_{2} C_{F}+\frac{C_{F}}{\beta}\left(c_{2}+2 C\right) \int_{1}^{\infty} v^{-\frac{1+\beta}{\beta}} d v \leq C .
\end{aligned}
$$

This completes the proof.

Our main result of the paper is the following
Theorem 3.1. Under Assumptions $A 1 \sim A 5$, there exist versions of $u^{\varepsilon}$ and $\bar{u}$ such that for any $\gamma_{1}<\frac{\beta-1}{\beta}\left(1-\frac{1}{2[\epsilon \wedge(\beta-1)]}\right)$, we have

$$
\sup _{\varepsilon>0, t \in[0, T], x \in \mathbb{R}} \varepsilon^{-\gamma_{1}}\left|u^{\varepsilon}(t, x)-\bar{u}(t, x)\right|<+\infty, \text { a.s. }
$$

Proof. We take the versions of stochastic integrals defined by Lemma 2.2 and continuous versions of $u^{\varepsilon}$ and $\bar{u}$, respectively. Let

$$
\eta_{\varepsilon}:=\int_{\mathbb{R}} d \mu(y) \int_{0}^{t} G(t-s, x-y) \sigma(s / \varepsilon, y) d s-\int_{\mathbb{R}} d \mu(y) \int_{0}^{t} G(t-s, x-y) \bar{\sigma}(y) d s
$$

We want to show that

$$
\begin{equation*}
\left|\eta_{\varepsilon}\right| \leq C(\omega) \varepsilon^{\gamma}, \quad \text { a.s. } \tag{3.1}
\end{equation*}
$$

To this end, we denote $z:=(t, x)$, and

$$
g(z, y):=\int_{0}^{t} G(t-s, x-y)(\sigma(s / \varepsilon, y)-\bar{\sigma}(y)) d s
$$

Then,

$$
\eta_{\varepsilon}=\int_{\mathbb{R}} g(z, y) d \mu(y)=\sum_{j \in \mathbb{Z}} \int_{(j, j+1]} g(z, y) d \mu(y)
$$

First of all, we shall use the Besov norm to estimate $\int_{(j, j+1]} g(z, y) d \mu(y)$. Consider

$$
\begin{aligned}
& g(z, y+h)-g(z, y) \\
&= \int_{0}^{t} G(t-s, x-y)[\sigma(s / \varepsilon, y+h)-\sigma(s / \varepsilon, y)-\bar{\sigma}(y+h)+\bar{\sigma}(y)] d s \\
&+\int_{0}^{t}(G(t-s, x-y-h)-G(t-s, x-y))(\sigma(s / \varepsilon, y)-\bar{\sigma}(y)) d s \\
&= \mathrm{II}_{1}+\mathrm{II}_{2} .
\end{aligned}
$$

For the term $\mathrm{II}_{1}$, using Assumption $A 2$, we get

$$
\begin{aligned}
\mathrm{II}_{1} & \leq 2 L_{\sigma} h^{\epsilon} \int_{0}^{t} G(t-s, x-y) d s \\
& \leq 2 c_{2} L_{\sigma} h^{\epsilon} \int_{0}^{t} \frac{t-s}{\left((t-s)^{1 / \beta}+|x-y|\right)^{1+\beta}} d s \\
& \leq 2 c_{2} L_{\sigma} h^{\epsilon} \int_{0}^{t}(t-s)^{-\frac{1}{\beta}} d s \leq C h^{\epsilon}
\end{aligned}
$$

For the term $\mathrm{II}_{2}$, note that the coefficient $\sigma$ is uniformly bounded, thus it follows further from [11, Lemma 2.1] that

$$
\begin{aligned}
\left|\mathrm{II}_{2}\right| & \leq C \int_{0}^{t}|G(t-s, x-y-h)-G(t-s, x-y)| d s \\
& \leq C \int_{0}^{t} d s\left|\int_{x-y-h}^{x-y} \frac{\partial}{\partial z} G(t-s, z) d z\right| \\
& \leq C \int_{0}^{t} d s \int_{x-y-h}^{x-y} \frac{(t-s)|z|}{\left((t-s)^{1 / \beta}+|z|\right)^{3+\beta}} d z \\
& =C \int_{x-y-h}^{x-y} \int_{0}^{t} \frac{s|z|}{\left(s^{1 / \beta}+|z|\right)^{3+\beta}} d s d z
\end{aligned}
$$

In order to estimate the above integration, letting $s^{1 / \beta}=r|z|$, then we have

$$
\begin{aligned}
\int_{0}^{t} \frac{s|z|}{\left(s^{1 / \beta}+|z|\right)^{3+\beta}} d s & =|z|^{\beta-2} \int_{0}^{\frac{t^{1 / \beta}}{|z|}} \frac{r^{2 \beta-1}}{(1+r)^{3+\beta}} d r \\
& \leq|z|^{\beta-2} \int_{0}^{\infty} \frac{r^{2 \beta-1}}{(1+r)^{3+\beta}} d r \\
& \leq|z|^{\beta-2}\left[\int_{0}^{1} r^{2 \beta-1} d r+\int_{1}^{\infty} r^{\beta-4} d r\right] \\
& \leq C|z|^{\beta-2}
\end{aligned}
$$

Thus, it follows from Lemma 4.1 in the appendix that

$$
\left|\mathrm{I}_{2}\right| \leq C \int_{x-y-h}^{x-y}|z|^{\beta-2} d z \leq C h^{\beta-1}
$$

We have therefore proved that

$$
\begin{align*}
\left(w_{2}(g, r)\right)^{2} & \leq 2 \sup _{0 \leq h \leq r}\left[\int_{j}^{j+1-h} \mathrm{II}_{1}^{2} d y+\int_{j}^{j+1-h} \mathrm{II}_{2}^{2} d y\right]  \tag{3.2}\\
& \leq C h^{2[\epsilon \wedge(\beta-1)]}
\end{align*}
$$

Furthermore, by Lemma 3.1, we have

$$
\begin{equation*}
|g(z, y+h)|+|g(z, y)| \leq C \varepsilon^{\frac{\beta-1}{\beta}} \tag{3.3}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\left(w_{2}(g, r)\right)^{2} \leq \varepsilon^{\frac{2(\beta-1)}{\beta}} \tag{3.4}
\end{equation*}
$$

Combining (3.2) with (3.4), one then gets that

$$
\left(w_{2}(g, r)\right)^{2} \leq C r^{2[\epsilon \wedge(\beta-1)](1-\vartheta)} \varepsilon^{\frac{2(\beta-1)}{\beta} \vartheta}, 0<\vartheta<1
$$

Thus, for the finiteness of $\|g\|_{B_{22}^{\alpha}([j, j+1])}$, it suffices that $\vartheta<\frac{[\epsilon \wedge(\beta-1)]-\alpha}{[\epsilon \wedge(\beta-1)]}$. Let $\alpha \rightarrow 1 / 2+$, we can get $\vartheta \rightarrow\left(1-\frac{1}{2[\epsilon \wedge(\beta-1)]}\right)-$.

It follows from 3.2 that $|g(z, j)| \leq C \varepsilon^{\gamma_{1}}$ and $\|g(z, \cdot)\|_{L^{2}([j, j+1])} \leq C \varepsilon^{\gamma_{1}}$ hold for $\gamma_{1}<\frac{\beta-1}{\beta}$. Consequently, for any $\gamma_{1}<\frac{\beta-1}{\beta}\left(1-\frac{1}{2[\epsilon \wedge(\beta-1)]}\right)$, there exists $\alpha>1 / 2$, such that

$$
\|g(z, \cdot)\|_{B_{22}^{\alpha}([j, j+1])} \leq C \varepsilon^{\gamma_{1}}
$$

Using Cauchy-Schwarz inequality, we further get

$$
\begin{aligned}
\left|\eta_{\varepsilon}\right| \leq & \sum_{j \in \mathbb{Z}}\left|\int_{(j, j+1]} g(z, y) d \mu(y)\right| \leq \sum_{j \in \mathbb{Z}}|g(z, j) \mu((j, j+1])| \\
& +C \sum_{j \in \mathbb{Z}}\|g(z, \cdot)\|_{B_{22}^{\alpha}([j, j+1])}\left\{\sum_{n \geq 1} 2^{n(1-2 \alpha)} \sum_{1 \leq k \leq 2^{n}}\left|\mu\left(\Delta_{k n}^{(j)}\right)\right|^{2}\right\}^{1 / 2} \\
\leq & C \varepsilon^{\gamma_{1}}\left[\sum_{j \in \mathbb{Z}}|\mu((j, j+1])|+\sum_{j \in \mathbb{Z}}\left\{\sum_{n \geq 1} 2^{n(1-2 \alpha)} \sum_{1 \leq k \leq 2^{n}}\left|\mu\left(\Delta_{k n}^{(j)}\right)\right|^{2}\right\}^{1 / 2}\right] \\
\leq & C \varepsilon^{\gamma_{1}}\left[\left(\sum_{j \in \mathbb{Z}}(|j|+1)^{\varrho} \mu^{2}((j, j+1])\right)^{1 / 2}\left(\sum_{j \in \mathbb{Z}}(|j|+1)^{-\varrho}\right)^{1 / 2}\right. \\
& \left.\left.+\left(\sum_{j \in \mathbb{Z}} \sum_{n \geq 1} \sum_{1 \leq k \leq 2^{n}}(|j|+1)^{\varrho} 2^{n(1-2 \alpha)}\left|\mu\left(\Delta_{k n}^{(j)}\right)\right|^{2}\right)^{1 / 2}(|j|+1)^{-\varrho}\right)^{1 / 2}\right]
\end{aligned}
$$

for any $\varrho>1$. Observe that $\sum_{j \in \mathbb{Z}}(|j|+1)^{-\varrho}<+\infty$. Define

$$
\left\{\phi_{l}^{(1)}(y), l \geq 1\right\}:=\left\{(|j|+1)^{\frac{o}{2}} 1_{(j, j+1]}(y), j \in \mathbb{Z}\right\}
$$

and

$$
\left\{\phi_{l}^{(2)}(y), l \geq 1\right\}:=\left\{(|j|+1)^{\frac{o}{2}} 2^{\frac{n-2 \alpha n}{2}} 1_{\Delta_{(k n)}^{(j)}}(y), j \in \mathbb{Z}, n \geq 1,1 \leq k \leq 2^{n}\right\}
$$

Then, $\sum_{l=1}^{\infty}\left|\phi_{l}^{(i)}(y)\right| \leq C\left(|y|^{\varrho / 2}+1\right), i=1,2$. Using the integrability of $|y|^{\tau}$, we get 3.1). Finally, as the same proof of Step 2 in [10, we complete the proof.

## 4. Appendix

Lemma 4.1. Let $x, y \in \mathbb{R}, 0<h<1$ and $1<\beta \leq 2$, then there exists a positive constant $C_{\beta}>0$, such that

$$
I(h)=\int_{x-y-h}^{x-y}|z|^{\beta-2} d z \leq C_{\beta} h^{\beta-1}
$$

Proof. We will divide our proofs into three cases.
Case I: For $x-y \leq 0$, we have

$$
I(h)=\int_{x-y-h}^{x-y}(-z)^{\beta-2} d z \leq \frac{1}{\beta-1} h^{\beta-1}
$$

Case II: For $0<x-y \leq 2$. We get

$$
\begin{aligned}
I(h) & =\int_{x-y-h}^{x-y}\left(|z|^{\beta-2} 1_{\{2 h<x-y\}}+|z|^{\beta-2} 1_{\{2 h \geq x-y\}}\right) d z \\
& \leq \int_{x-y-h}^{x-y} z^{\beta-2} 1_{\{2 h<x-y\}} d z+\int_{x-y-h}^{x-y}|z|^{\beta-2} 1_{\{2 h \geq x-y\}} d z \\
& \leq h^{\beta-1} 1_{\{2 h<x-y\}}+\int_{x-y-h}^{x-y} z^{\beta-2} 1_{\{h \leq x-y \leq 2 h\}} d z+\int_{x-y-h}^{x-y}|z|^{\beta-2} 1_{\{x-y \leq h\}} d z \\
& \leq h^{\beta-1}+\frac{1}{\beta-1} h^{\beta-1}+\int_{0}^{h-x+y} z^{\beta-2} 1_{\{x-y \leq h\}} d z+\int_{0}^{x-y} z^{\beta-2} 1_{\{x-y \leq h\}} d z \\
& \leq h^{\beta-1}+\frac{1}{\beta-1} h^{\beta-1}+\frac{1}{\beta}(h-x+y)^{\beta-1} 1_{\{x-y \leq h\}}+\frac{1}{\beta-1}(x-y)^{\beta-1} 1_{\{x-y \leq h\}} \\
& \leq C_{\beta} h^{\beta-1} .
\end{aligned}
$$

Case III: For $x-y>2$, it is clear that $x-y-h>x-y-1>1$, so that

$$
I(h) \leq \int_{x-y-h}^{x-y} d z=h
$$

We are done.
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