A novel RNN applied to motion control of mobile robots
with criteria optimization and physical constraints®

Abstract

Conventional solutions for the motion control of mobile robots in the unified
framework of recurrent neural networks (RNNs) are difficult to consider both
criteria optimization and physical constraints. To overcome this limitation,
this paper proposes a novel inequality and equality constrained optimization
RNN (IECORNN) to handle the motion control of mobile robots. Firstly,
the real-time motion control problem with both criteria optimization and
physical constraints is skillfully converted to a real-time equality system by
leveraging the Lagrange multiplier rule. Then, the detailed design process
for the proposed IECORNN is presented. Afterward, theoretical analyses
on the motion control problem conversion equivalence, global stability, and
exponential convergence property are rigorously provided. Finally, numeri-
cal experiment verifications and extensive comparisons based on the mobile
robot for two different path-tracking applications sufficiently demonstrate
the effectiveness and superiority of the proposed IECORNN for the real-time
motion control of mobile robots with both criteria optimization and physical
constraints.
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1. Introduction

Due to the mobility, flexibility and wide working space, mobile robots
are able to complete various complicated motion control tasks, which are
similar to the cases of complex motion performed by human with legs and
arms [1-4]. Many practical applications in different fields such as industrial
manufacture [5], military organizations [6], and public service communities
[7] can be ascribed to the motion control of mobile robots. In the recent
years, the motion control of mobile robots has been a heated topic for robot-
ic research [8-13]. For examples, Yan et al. [11] introduced several modified
zeroing neural network models for the motion control of mobile robots by
considering the non-convex activation functions as well as accelerating the
convergence process with finite-time property. In addition, Kapitanyuk et al.
[13] developed a new scheme for the path-tracking control of nonholonomic
mobile robots on the basis of the guiding vector field strategy. As for the
practical applications of mobile robots, most tasks excused by the manipu-
lator end-effector are in Cartesian space while mobile robot actuators work
in manipulator joint space in real time [14, 15]. Involving with the charac-
teristics of multiple solutions, nonlinearity, and real-time computation, the
motion control of mobile robots is an intensively tough issue to be directly
solved [16].

Performance index (or to say, criteria) optimization strategy on the basis
of the dynamical quadratic program (DQP) [17] has been an alternative while
solving the motion control of mobile robots with some feasible solutions pre-
sented in existing studies [18-20]. For examples, Zhang et al. [19] introduced
an effective time-variant constrained repetitive motion generation approach
to achieve the repetitive motion control for humanoid robots by formulat-
ing the model as a DQP, and solved by neural networks. In addition, Li et
al. [20] developed a novel repetitive motion control approach to handle the
limitations imposed by external noises by considering the inherent noise sup-
pression capability with the formulation of DQP. Guo et al. [21] presented
and investigated a new motion control approach with both joint velocity and
joint acceleration minimization to address the problem of high joint veloci-
ty as well as acceleration for redundant robot manipulators with the DQP
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formulation and neural network solver. However, it has been proven that
the above solutions via the optimization scheme on the basis of the DQP
only possess the asymptotic convergence property [22]. Therefore, new so-
lutions considering criteria optimization with superior convergence property
are much more desirable and significant for the real-time motion control of
mobile robots.

Physical constraints are usually required to be considered during the mo-
tion control of mobile robots. Each practical robots would have physical
constraints in each application [22, 23]. In addition, high joint control values
without upper or lower bound would wear out the mobile robot structure,
and heavily excite its resonance frequencies [24]. Additionally, joint control
signals with bounded values are desirable in control process for their simi-
larity to human joints movements and to limit robot vibrations so that the
mobile robot life-span would be expanded. Therefore, the solutions for prac-
tical mobile robots in motion control with physical constraints are imperative,
and many studies have been reported on this issues [22, 25]. For examples, a
new dual neural network model for real-time redundancy resolution of redun-
dant robot manipulators was introduced in [22] by considering the physical
constraints such as joint angle as well as velocity limits into the DQP prob-
lem formulation. In additions, Zhang and Zhang [25] developed an effective
varying joint velocity limits constrained minimum-velocity-norm strategy for
motion control of redundant robot manipulators by considering the physical
constraints of robots as the joint limits. Although physical constraints are
ubiquitous for motion control of robots, the above solutions are all limited to
the DQP formulations and solutions with asymptotic convergence property.

Differing from the traditional methodologies for motion control problems
solving of robot such as adaptive control [26-30], fuzzy control [31-33], and
robustness control [34-37], the neural network control [38-46] explores many
benefits brought by advanced mobile robots in modern industry. Among var-
ious kinds of neural network control strategies, the Hopfield-type recurrent
neural networks (RNNs) have been powerful alternatives for the real-time
motion control of mobile robots [47-50]. For examples, Li [47] systematically
developed and investigated a finite time convergent and noise tolerant RNN
for solving the matrix inversion matrix inversion under different kinds of ex-
ternal noises with application to motion control of serial robot manipulators.
In addition, Lu et al. [48] introduced a new RNN to address the time-variant
underdetermined linear system under the influence of noises with double-
bound limits of residual errors as well as state variables. Xiao et al. [49]
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developed a novel framework of special kinds of RNN called zeroing neural
network for handling the time-variant quadratic optimization with finite-time
convergence property under the influence of different kinds of additive nois-
es. However, there still exists a bottleneck in conventional RNNs (CRNNs).
That is the solutions or models via CRNNs are difficult to consider both the
criteria optimization subject to the physical constraints during the motion
control of mobile robots.

To break the above mentioned bottleneck in the motion control of mo-
bile robot, this paper mainly overcome the limitation that the solutions via
CRNNs are hard to consider both criteria optimization and physical con-
straints. A novel inequality and equality constrained optimization RNN
(IECORNN) is proposed in this paper to handle the motion control of mobile
robot. The real-time motion control problem with both criteria optimization
and physical constraints is skillfully converted to a real-time equality system
by using the Lagrange multiplier rule. Then, the detailed design process for
the proposed IECORNN is introduced. Afterward, theoretical analyses on
the motion control problem conversion equivalence, global stability and expo-
nential convergence property are rigorously provided. Numerical experiment
verifications and extensive comparisons based on the mobile robot for two
different path-tracking applications sufficiently demonstrate the effectiveness
and superiority of the proposed IECORNN for the real-time motion control
of mobile robot with both criteria optimization and physical constraints.

The remainder of the paper is organized in four sections. Section 2
presents the preliminaries for the motion control of mobile robots. In Section
3, the IECORNN is proposed with detailed design process and theoretical
analyses. Section 4 presents the numerical experiment verifications by two
different path-tracking applications as well as comprehensive comparisons.
Section 5 concludes the paper with final remarks. The main contributions
and novelty of the paper are highlighted as follows.

e To overcome the limitation of CRNNs solutions, this paper proposes a
novel IECORNN for the motion control of mobile robot by considering
both criteria optimization and physical constraints. This is the first
work to handle both the criteria optimization and physical constraints
of mobile robot in a unified framework of RNN achieving desirable
motion control performance.

e By leveraging the Lagrange multiplier rule, the real-time motion control
problem of mobile robot with both criteria optimization and physical
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constraints is skillfully converted to a real-time equality system.

e Theoretical analyses on the motion control problem conversion equiva-
lence, global stability and exponential convergence property are rigor-
ously provided with the numerical verification.

2. Preliminaries for motion control of mobile robots

The integrated kinematics of mobile robots at velocity level is presented in
this section. Afterwards, the corresponding motion control problem of mobile
robots is formulated with the solution via CRNN given. For convenience of
further investigation, the nomenclature is presented.

Nomenclature
f(-,-)  Continuous-and-nonlinear forward-kinematics mapping of
mobile robots

O(t) Combined-angle vector of mobile robot

O Lower bound of physical constraints of combined-angle vector
Ch Upper bound of physical constraints of combined-angle vector
O(t) Combined-velocity vector of mobile robot

o(t) Rotational-angle vector of left as well as right wheels

o(t) Rotational-velocity vector of left as well as right wheels

0(t) Joint-angle vector of mobile robot manipulators

ron(t End-effector 3D position vector in Cartesian space

)
I'm(f)  End-effector 3D velocity vector in Cartesian space
(+,-) Integration matrix of the geometrical relation information
of both mobile base and manipulator
o(t) Heading angle of mobile base defined by angle measured
from X-axis to symmetry axis of a mobile base

2.1. Problem description and CRNN solution
The forward kinematics modelling of mobile robots is described as

f(O(t),1) = ru(t), (1)

where f(-,-) : R*™™ — R™, vector O(t) € R?**™" defined as O(t) = [p"(t), 0% (¢)]"
with o(t) = [p1(t), o:(t)]* € R?, and r,, € R™ being defined in the nomen-
clature.
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Note that the physical modeling of mobile robot investigated in the paper
is an integration of a mobile base and a 6-joint 3-dimensional (3D) manip-
ulator. On the basis of the related kinematics modeling of mobile robot in
[16], the integrated-kinematics equation at velocity level corresponding to the
world-coordinate system is described as the following compact-matrix form:

i (t) = M(g(t), 0(t))O(t) (2)

with r,,(¢) € R™ being the time derivative of ry,(¢). In addition, the detailed
formulation of augmented matrix M(¢(t), 0(t)) € R™*2*+") can be referred to
[16]. The time derivative of combined-velocity vector O(t) € R**" is defined
as O(t) = [p(t)T,0()"]T with ¢(t) = [@1(t), :(t)]T € R? being defined in
nomenclature.

If a desired (or to say, user-defined) path ryq(t) € R™ is considered to be
tracked by an end-effector of the mobile robot in time ¢, then the following
description can be obtained:

f(Gv t) = I'm(t) - rmd(t>’ (?))

For the time derivative of equation (3), the integrated-kinematics equation
(2) at the velocity level is exactly obtained as below:

M(&(t),0(1))© = Fun(t) — Fmalt) (4)

with T,q(¢) € R™ being the time derivative of a desired (or to say, user-
defined) path ryq(t). Specifically, provided a desired path rpq(t) of end-
effector on mobile robot, a feasible solution that generates the corresponding
joint-and-wheel trajectories in time ¢ has to be found. This is a general
problem description for the motion control of mobile robots.

By simply defending a vector value error function e(t) = rpy () — rpa(t)

and also utilizing the neural dynamical design formula é(t) = —(Y(e(t)), it
can be readily obtained a CRNN as below:
M(@(1),6(t)0 = ma(t) =T (xm(t) = ma(t)), (5)

where parameter 7 denoting the predefined parameter of the neural network
for user to adjustment the convergence rate, and Y(-) : R**™mFP — R+7m+P
denoting an activation-function vector mapping with each element being a
monotonically-increasing odd function. However, it can be found that such
a CRNN can not consider other criteria optimization or physical constraints
during the mobile robot motion control.
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2.2. Criteria optimization and physical constraints

Being quite different form the problem description (4) of motion control
of mobile robot in a unified framework of RNN considers neither the criteria
optimization nor the physical constraints. In some practical applications, a
mobile robot is required to minimize velocity norm for energy dissipation
reduction. There, a criteria optimization is formulated as follows:

o(t)|2
i, 1601 6
2
where || - ||g denotes the Euclidean norm of a vector.

Moreover, physical constraints of the control signals are required to be
considered at the same time during the motion control process as below:

0~ <O(t) <ot (7)

Therefore, a more practical description for the motion control of mobile
robots with both criteria optimization and physical constraints can be de-
scribed as follows:

N CIOI:
2

s t. M( (1), 04)O(1) = Fua(6) = VY (D) ~Ta(®)),
6~ < O(t) < 6%,

The above problem description (8) for motion control of mobile robots is quite
different from those in previous works [16, 18], which is able to simultaneously
consider optimization objective and physical constraints in more practical
applications.

3. IECORNN design and theoretical analyses

As the preliminaries of the work, problem formulations for the motion
control of mobile robots and the conventional solution via CRNN are pre-
sented in Section 2. In this section, a novel IECORNN is proposed by con-
sideration of both criteria optimization and physical constraints of mobile
robot. In addition, theoretical analyses on motion control problem conver-
sion equivalence, global stability and exponential convergence are rigorously
provided.
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3.1. IECORNN design

The motion control problem (8) of mobile robots with both criteria op-
timization and physical constraints can be equivalently reformulated as the
following vector form of time-variant nonlinear optimization subject to both
inequality and equality constraints:

min F(O(t),)
s. t. h(O(t)) = A(t)O(t) + b(t) =0, (9)

g(O(t)) = C(HO(t) +d(t) <0,

where optimization objective function F(©(t),t) = [|©(t)||%/2, and h(O(t)) €
R™ and g(O(t)) € R? are the equality constraint and inequality constraints,
respectively, with the rank of A(t) = M(¢(t),6(t)) € R™*™ being always
equal to m, and vector b(t) = —Ta(t) + 7Y (rm(t) — rma(t)) € R™, matrix
C(t) = [I, —II" € R and vector d(t) = [(©1)T, (=©7)T]T € RP. The
goal of time-variant nonlinear optimization with multiple constraints is to
find a feasible solution ©(t) such that (9) holds true at any time instant
t € ]0,4+00).

According to the Lagrange multiplier rule [51], to find a feasible solution
O(t) of nonlinear optimization (9), a Lagrange function is defined as follows:

LO(1) (1), 4(0), 1) = F(O(). 1) + Y ou(hO(0) + 3 5,15,(6(1),
" (10)

where a(t) = [a1(t), as(t), -+, an(®)]T € R™, and B(t) = [B1(t), Ba(t), - -,
B,(t)]T € RP are the Lagrange multipliers that correspond to equality con-
straint and inequality constraint, respectively. Equation (10) can be rewrit-
ten as a vector form as follows:

L(O(t),a(t), B(1).t) =F(O(t),1) + o™ (£)(A()O(t) + b(1))

+ 81 (B)(C(HO() +d(1)),
Based on the theoretical results in the Lagrange multiplier rule [51], to
solve the time-variant of nonlinear optimization (9) subject to inequality and

equality constraints is equal to solve the following time-variant of nonlinear
optimization without constraints:

Cmin  L(O(t),a(t), B(t), ). (12)
O1),a(t),5(1)

(11)
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Then, the solution ©(t) to the time-variant nonlinear optimization (9) is
found by solving the following set of equations:

VL = h(@(t)§®: 0, | (13)

g(0(t)) <0,8(t) > 0, and T (t)g(O(t)) = 0,

VoL = AL(O(1),a(1),B(1),1) _ 0

that is

96 96
h(O(t)) =0, (14)
g(O(t)) < 0,8(t) > 0, and BT (t)g(O(t)) = 0.

In a unified framework of RNN design process, a scalar valued, vector
valued, or matrix valued indefinite error function could be initially defined to
monitor the time-variant motion control process of the problem involved. As
for the time-variant nonlinear optimization problem (9) solving, the following
vector valued indefinite error function is thus defined:

PO | AT(pa(r) + (9D p(r) =0,

. . T
AF(O(),1) T og(0(t))
e T A (t)a(t) + (T) B(t)

e(t) = —h(6()) (15)
FF(g(O(t) + B(t) — B(t))

with €(t) € R™™*P_ In addition, the ith element of function mapping f *(-) :
RP — RP denotes as

) - {W% () >0,

0, if v;(t) <0,

where v(t) € RP denotes a vector. It can be easily obtained:

A((0g(6(1)/06)" (1) _ (950®) .  d"(0s(O(1)/08)
g —< - ) () + S g ),
(16)
Note that ‘ ‘ ‘
d(9g(0(t))/00) _ <~ 9g(O(1)) &
i —; 5696, i(1) (17)
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always holds true. Thus, one can obtain:

dA"(0B(6(1)/90) 5 ) _ 5~ (Wéxtw(t))

dt 0000 a8)
g(O(t
-3 (550 o
Let us make a variable substitution as
0*g(0(t)) _
(m) B(t) = @i(t), (19)
with
U(t) = [p1(t), pa(t), -+ s pult), - n(t)]- (20)
Thus, we have:
LSOO ) - S 6ty = w000, (21
which further yields:
d((9g(O(1))/00)"B(t)) : 0g(O(1)) "
& =V (t)O(t) + <T) B(t). (22)

To exponentially force the error function (15) converging to zero, it can
be employed the dynamical design formula [22, 52] as é(t) = —( Y (e(t)) with
predefined parameter ¢ and activation-function vector mapping T defined as
before. According to the above operation and variable substitution, one can
obtain the time-derivative of error function (15) as é(t) = [é1(t), éx(t), é3(t)]T
with é,(t) € R™, é&(t) € R™ and é3(t) € R? being respective as

L PFOO g
) = S 08) 1 iT(a() + AT
8g@
+< o )
&) = —AMN)O(t) — ADO) — b(t), (24)
&) = B0 (8ggff”@<>+ﬁ<>>—ﬁ<t>, )
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where function mapping ®(t) € RP*? denotes as below:

(1) = diag(x(g(O(t)) + (1)) (26)

with operator diag(v(t)) : R? — RP*P for generating a p X p dimensional
square matrix with the elements of vector v(¢) € R? on the diagonal, and
each element of x(-) : R? — R? denoting as below:

1, if U,(t) > 0,
i(vilt)) =
xi(vild)) {0, it w(t) <0,
Hence, the IECORNN for solving the motion control problem (8) of mo-
bile robots with both criteria optimization and physical constraints is pro-
posed as the following dynamical equation:

Q) AT(t) CT(t) 9(15)]
“An 00 | |aw
M) 0 R(t)] |B(@)

(27)

€1 (t) I'1(
= —CT €9 (t) — 1'2(
Eg(t) I‘3(t

Dynamical equation (27) can be reformulated as a compact matrix form as
below:

W(t)s(t) = —CT(e(t)) — r(t), (28)
with matrix W(t) and state vector §(¢) being respectively depicted as

Q) AT(t) CT(t) [G(t)}
—A(t) 0 0 |,s(t)=|a@)
M) 0 R(t) B(t)

W(t) =

with matrix Q(t) = 0>F(O(t), )/0@2 + W(t), matrix M(t) = ®(t)C(t), ma-
trix R(t) = ®(t) — I, vector ry(t) = AT(t)a(t), vector ry(t) = —A(t)O(t) —
b(t), vector r3(t) = 0 and vector r(t) = [ry(t), ra(t), rs(t)]".

A explicit form of the proposed IECORNN (28) can be computability
rewritten as follows:

5(t) = —WHB(CT(e(t)) +x(t)), (29)

11
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Figure 1: Architecture of the proposed IECORNN (28) applied to the motion control
problem (8) of mobile robots with both criteria optimization and physical constraints.

6~ <o) <6t

where the ith (with ¢ = 1,2,--- ,n 4+ m + p) neuron form of the proposed
IECORNN depicts as

s; = / Zwij(—CT(ei(t)) — r4(t))dt, (30)

where s; is the ith state neuron of the IECORNN (28), and wy; is the ijth ele-
ment of the time-variant weight matrix W' (¢). As it can be readily found that
the first n elements of the RNN states s(t) are the real-time solution of the
motion control problem (8) of mobile robot manipulators with both criteria
optimization and physical constraints. Actually, the solution is the real-time
motion control signals ©(t). The architecture of the proposed IECORNN
(28) for solving the motion control problem (8) of mobile robots with both
criteria optimization and physical constraints is illustrated in Fig. 1 for prac-
titioners to intuitively understand main control principle. As shown in Fig.
1, the proposed IECORNN (28) is a typical kind of RNNs, which is able
to effectively address the time-variant nonlinear optimization problem with
both inequality and equality constraints, and thus readily handle the mobile

robot motion control problems.

12


http://code-industry.net/

3.2. Theoretical analyses

In this part, the theoretical analyses on problem conversion equivalence,
global stability as well as the convergence property of the proposed IECORN-
N (28) for solving the motion control problem (8) of mobile robot manipula-
tors with both criteria optimization and physical constraints. The following
literatures, i.e., [22, 52-55] can be supplementary materials for better under-
standing the preliminaries of the following theoretical analyses. To guarantee
the existence of an optimal solution to motion control problem (8), the fol-
lowing two lemmas are provided firstly.

Lemma 1. [53]: Assumed that there exist two vectors o*(t) € R™ and
B*(t) € RP, and the integrated vector s*(t) = [0*T(t), a*T(t), 5*T(t)]T €
R™™*P satisfies the Karush-Kuhn-Tucker (KKT) condition as below:

M\@@ )=o) T AT()a" (1) + CT(t)B(t) =0,
A(HO" (1) +b(t) =0,

Cert) +d(t) <0,57(t) =

BB(CH)O" () + ())ZO,

vector ©*(t) € is a KKT point and also an optimal solution to the motion
control problem (8) of mobile robot manipulators with both criteria optimiza-
tion and physical constraints.

(31)

PROOF. It can be generalized from [53].

Lemma 2. [5/]: Assumed that time-variant nonlinear optimization objec-
tive function ]-"(@( ), t) is a time-variant convex at each time instant t., and
the domain of ©(t,) depicted in Il is a convex set for each t, for all ©4(t,),
and O4(t,) in the domain and all 0 < v < 1 for F(O(t),t) satisfying the
convexity inequality as below:

F(vO1(t.) + (1 —v)Os(t.), t.)

) ) (32)
S V'F(@l(te)a te) + (1 - V)'F(@2(t€)>t€)>

for any two points 91(156) and 92(156) in the domain 1., and their line segment
also belonging to 1, i.e., IO (t,) + (1 — I)Oy(t,) € T, for all 0 < TI < 1,
then vector ©*(t) is the optimal solution to the motion control problem (8)
of mobile robot manipulators with both criteria optimization and physical
constraints, if and only if ©*(t) is a KKT point of (8).

13
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PROOF. It can be generalized from [54].

Theorem 1. (Equivalence of Problems Conversion for IECORNN): Assumed
that there exist an optimal solution to the motion control problem (8) of mo-
bile robots with both criteria optimization and physical constraints. To solve
the set of equations depicted in (14) for problem (8) is equivalent to solving
the following set of equality system:

. - T
T+ AT(0a() + (0) 80 =0

h(e(t)) =0,
FH(ge) +8(t) = B(t),

where the ith element of function mapping F* () : RP — RP depicted in

) = {“‘“)’ gt =0 3

(33)

with v(t) € RP denotes a vector, and v;(t) is the i the element of v(t).
ProoOF. That is to prove that to solve
g(0(t)) <0,3(t) >0, and 8" (t)g(O(t)) = 0, (35)
is equivalent to solve
FH(g(O(t) + B(1) = B(1), (36)

which can be divided as the following two part.
In the first part, let us denote vectors g(O(¢)) and [B(t) respectively as

e 2 (O(1) 5u(1)
g©0) = || ana 5y = |0
0,(6(1) Byl)
with 7 = 1,2,---,p. Provided that ¢;(©(t)) < 0, Bi(t) > 0 as well as

) 27
r Bi(t)g:(©(t)) = 0, one can readily obtain:

Bi(t)g:(©(1) <0, Vi=1,2,---,p, (37)

14
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and further leads to

> (00(O(1) <0 (39
Note that >, 8;(t)g:(©(t)) = 0 holds true. It can be obtained:
Bi(H)gi(O(t)) = 0 (39)

with 4 = 1,2,--- ,p, otherwise >__, B;(t)g:(0(t)) < 0. Thus, one can have:
Bi(t) = 0 or ¢;(O(t)) for all i. Case 1 If B;(t) = 0, then
FHg(0@®) + Bit) = F H(g:(0(t)) = Bi(t) = 0 (40)
with gl(@( )) < 0, which makes that (36) can be derived from (35). Case 2:
If g;(©(t)) =0, then
FHg(O@®) + Bit) = 1 (8i(1) = Bi(t) (41)

with f3;(t) > 0, which also makes that (36) can be derived from (35). Part I
thus completes.

In the second part, provided that FH(g(O(t)) + B(t)) = B(t) with each
element being F(g:(O(t )) + Bi(t)) = Bi(t) holds true, it has §;(¢t) > 0 for
F()>0withi=1,2,---,p. Case 1: If g;(O(t)) —i—ﬁi(t) > 0, then

9:(0(t)) + Bi(t) = Bi(t) (42)

with /7 (9:(0(1)) + Bi(1)) = gi ( )) + B;(1). Thus, it has ¢;(9(t)) = 0 and
Bi(t) > 0 with ¢;(O(¢)) + £i(t) > 0. Case 2: If ¢;(O(t)) + Bi(t) <0, then

FH(gi(0(1) + B:(1) = Bi(t) = 0, (43)

which further leads to ¢;(0(t)) < 0 with g;(©(¢))+8i(t) < 0. By summarizing
the above two cases, it has:

|v5 2

9:(0(t)) =0, and Si(t) > 0, (44)
and 5;(t)g;(©(t)) = 0, or
g:(6(1)) <0, and Bi(t) = 0, (45)
and further yields:
Bi(1)g:(Ot) =0, Vi=1,2,-- ,p. (46)

Thus, one can obtain )7, Bi(t)g:(O(t)) = 0 and AT (t)g(O(t)) = 0 with
g(0(t)) < 0 and S(t) > 0. Part II completes, and the whole proof is thus
completed. O
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Theorem 2. (Global Stability of IECORNN): Assumed that there exist an
optimal solution to the motion control problem (8) of mobile robots with both
criteria optimization and physical constraints. If a positive design parame-
ter ¢ > 0 and a monotonically increasing-odd activation function Y(-) are
utilized, starting from an arbitrary initial neural network state s(0), then the
closed-loop IECORNN (28) is globally stable in the sense of Lyapunov with
the first n elements of state s(t) converges to an exact time-variant solution
O*(t) of the motion control problem (8) of mobile robots.

PROOF. As for solving the motion control problem (8) of mobile robots with
both criteria optimization and physical constraints, the neurodynamic equa-
tion of the closed-loop IECORNN (28) can be written as below:

é(t) = —CY(e(t)), (47)
and the ith sub-system of (47) is further depicted in
éilt) = ~CT(e(r) (15)
with predefined parameter ¢ > 0, and Y(+) being a monotonically increasing-
odd activation function with index ¢ = 1,2, | p. Define a Lyapunov func-
tion candidate as )
2 (¢
L(t) = EZ; ). (49)

Note that L(t) is positive definite in view of L(t) > 0 for ¢;(¢) # 0, and L(t) =
0 for €;(t) = 0 only. Afterwards, the time derivative of L(t) is calculated:

dL(1)

L(t) T = €;(t)éi(t) = —nei(t) Y (e(t)).

Due to the fact that Y(-) is a monotonically increasing-odd activation func-
tion, one can readily obtain:

which further yields:

<0, if () #0,

—nei(t) Y (e(t)) {: 0, if e;(t) = 0.
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Therefore, it can be asserted the result that L(t) is negative definite for time
t € [0, 4+00) with predefined parameter ¢ > 0. By applying the Lyapunov
stability theory [55], the closed-loop IECORNN (28) is globally stable with
each element of the error function ¢;(¢) globally converging to 0. That is to
say that the first n elements of state s(¢) converges to an exact time-variant
solution ©*(t) of the motion control problem (8) of mobile robots with both
criteria optimization and physical constraints. This completes the proof. [

Theorem 3. (Exponential Convergence Property of IECORNN): Assumed
that there exist an optimal solution to the motion control problem (8) of
mobile robot with both criteria optimization and physical constraints. If
a positive design parameter ( > 0 and a linear activation function, i.e.,
Y(e(t)) = €l(t), are utilized, starting from an arbitrary initial neural net-
work state s(0), then the first n elements of neural network state s(t) of the
proposed IECORNN (28) is exponentially converges to an exact time-variant
solution ©*(t) of the motion control problem (8) of mobile robots with both
criteria optimization and physical constraints.

PROOF. Consider the the ith sub-system of (47) as below:

é(t) = —CYT(e(?)), (50)

with a linear activation function, i.e., T(¢;(t)) = €;(t), utilized, it readily
obtains:

éi(t) = —Ceilt), (51)
of which the analytical solution is obtained as follows:
i(t) = (0) exp(—Ct), (52)

which evidently indicates that each element of error function €(t) is exponen-
tially converges to zero with convergence rate being the predefined parameter
¢ for the proposed IECORNN (28) activated by the linear activation func-
tion, with the first n elements of neural network state s(t) of the IECORNN
(28) is exponentially converges to an exact time-variant solution ©*(t) of the
motion control problem (8) of mobile robots with both criteria optimization
and physical constraints. This completes the proof. O]
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Figure 2: Motion control results for solving problem (8) of mobile robot with both criteria
optimization and physical constraints tracking a circle path via the proposed IECORNN
(28). (a) 3D motion trajectories of mobile robots. (b) Top view of motion trajectories of
mobile robots. (¢) Profile of position error.
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Figure 3: Motion control signals for solving problem (8) of mobile robot with both criteria
optimization and physical constraints tracking a circle path via the proposed IECORNN
(28). (a) Profiles of manipulator joint control signals 6(t). (b) Profiles of driving wheels
control signals ¢(t). (c) Profile of Euclidean norm of control signals ||©(t)||g.

4. Verifications and comparisons

In this section, numerical experiments on the basis of a mobile robot
are conducted via two different motion control applications. Then, compre-
hensive comparisons with existing neural network models, i.e., the CRNN
and gradient recurrent neural network (GRNN) are illustrated and inves-
tigated. Without losing generality, the initial position of the robot ma-
nipulator on the mobile base is set to be (X,(0), Y, (0),Zn(0)) = (0,0,0).
The initial value of the combined-angle vector of mobile robot is set to be
@(0) =[0,0,7/12,7/12, /12,7 /12, 7/12, w/12]T rad. In addition, the ini-
tial position vector r,,(0) of end-effector equipped on the mobile based is
set on the starting point of the design path ryq(0) in the simulations. The
mobile robot motion control duration is set to be Ty = 3 s. Moreover, the
predefined design parameter is set to be ( = 10, and the activation function
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Figure 4: Motion control results for solving problem (8) of mobile robot with both criteria
optimization and physical constraints tracking a Lissajous-shaped path via the proposed
IECORNN (28). (a) 3D motion trajectories of mobile robots. (b) Top view of motion
trajectories of mobile robots. (c) Profile of position error.
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Figure 5: Motion control signals for solving problem (8) of mobile robot with both criteria
optimization and physical constraints tracking a Lissajous-shaped path via the proposed
IECORNN (28). (a) Profiles of manipulator joint control signals 6(t). (b) Profiles of
driving wheels control signals ¢(t). (c) Profile of Euclidean norm of control signals ||©()||g.

T(-) is set to be the linear activation function throughout the following two
motion control applications and comparisons.

4.1. Motion control with circle path tracking

In this motion control application, the end-effector of manipulator is first-
ly considered to track a circle path with mobile robot considering both criteria
optimization and physical constraints as depicted in (8). Note that the up-
per bound of the physical constraint for joint control signals @(t) are set to
be OF = [1.7,1.7,3,3,3,3,3,3] rad/s. The lower bound of the physical con-
straint for joint control signals ©(t) are set to be @~ = —[1.7,1.7,3,3,3, 3,3, 3]
rad/s. The corresponding numerical experiment results for solving problem
(8) of mobile robot with both criteria optimization and physical constraints
tracking a circle path via the proposed IECORNN (28) are presented in Fig.
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Figure 6: Comparison results on control signals with both criteria optimization and phys-
ical constraints for mobile robot tracking a circle path via existing CRNN (5) compared
to the proposed IECORNN (28) in Fig. 3. (a) Profiles of manipulator joint control signals
O(t). (b) Profiles of driving wheels control signals ¢(t). (c) Profile of Euclidean norm of
control signals ||©(t)||g.

2 and 3. Firstly, one can readily find that in Fig. 2(a) the mobile robot sta-
bly achieves the circle path tracking task illustrated via the motion control
trajectories in a 3D space. Another top view of the motion control process
can be found in Fig. 2(b), which also illustrates the effectiveness of the mo-
tion control process. Initially starting from a position, the actual trajectory
almost overlaps the desired path during the robot motion task execution.
Such results verify that the desired circle path tracking task is completed
very well. The small position error shown in Fig. 2(c) also illustrates the
high motion control accuracy during the tracking process for mobile robot
considering both criteria optimization and physical constraints. Moreover,
the related motion control signals for solving problem (8) of mobile robot via
the proposed IECORNN (28) are shown in Fig. 3. It can be readily found in
Fig. 3(a) that the profiles of manipulator joint control signals 8(t) are strict-
ly constrained by the physical joint velocity limits, which depicted as the
inequality constraint during the whole motion control process. In addition,
the profiles of driving wheels control signals ¢(t) also strictly comply with
the physical constraints with upper and lower bound (see Fig. 3(b)). Note
that the profile of Euclidean norm of control signals ||O(t)||g is illustrated in
Fig. 3(c) to monitor the integral value of Euclidean norm of control signals
during the task execution being f03 1©9(t)||gdt which are related to the energy
consumption.
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Figure 7: Comparison results on control signals with both criteria optimization and phys-
ical constraints for mobile robot tracking a Lissajous-shaped path via existing CRNN (5)
compared to the proposed IECORNN (28) in Fig. 5. (a) Profiles of manipulator joint con-
trol signals 0(t). (b) Profiles of driving wheels control signals ¢(t). (c) Profile of Euclidean
norm of control signals ||O(t)]|g.

4.2. Motion control with Lissajous-shaped path tracking

In the second motion control application, we consider the end-effector of
manipulator on the mobile robot to track a Lissajous-shaped path in three di-
mensions space. In this case, the upper bound of physical constraint for joint
control signals O(t) are set to be O = [0.52,0.52,1.3,1.3,1.3,1.3,1.3,1.3]
rad/s, and the lower bound of physical constraint for joint control signals
O(t) are set to be ©~ = —[0.52,0.52,1.3,1.3,1.3,1.3,1.3,1.3] rad/s. The re-
lated numerical experiment results for solving problem (8) of mobile robot
with both criteria optimization and physical constraints tracking a Lissajous-
shaped path via the proposed IECORNN (28) are presented in Fig. 4 and 5.
Specifically, it can be readily found that in Fig. 4(a) the mobile robot also
stably completes the Lissajous-shaped path tracking task illustrated via the
motion control trajectories in a 3D space. Then, the top view of the motion
control process is shown in Fig. 4(b), which also illustrates the effectiveness
of the motion control process in this case. Initially starting from a posi-
tion, the actual trajectory almost overlaps the desired path during the robot
motion task execution. The results verify that the desired Lissajous-shaped
path tracking task is also completed successfully. The small position error
shown in Fig. 2(c) demonstrates the high motion control accuracy during the
tracking process for mobile robot considering both criteria optimization and
physical constraints. Afterward, the motion control signals for solving prob-
lem (8) of mobile robot with the objective of Lissajous-shaped path tracking
via the proposed IECORNN (28) are shown in Fig. 3. One can readily find
that the profiles of manipulator joint control signals Q(t) are also strictly con-
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Figure 8: Comparison results on control signals with both criteria optimization and phys-
ical constraints for mobile robot tracking a circle path via existing GRNN (53) compared
to the proposed IECORNN (28) in Fig. 3. (a) Profiles of manipulator joint control signals
O(t). (b) Profiles of driving wheels control signals ¢(t). (c) Profile of Euclidean norm of
control signals ||©(t)||g.

strained by the physical joint velocity limits, which depicted as the inequality
constraint during the whole motion control process (see Fig. 5(a)). Besides,
the profiles of driving wheels control signals gb(t) also strictly comply with
the physical constraints with upper and lower bound (see Fig. 5(b)). The
profile of Euclidean norm of control signals [|©(t)||3 is illustrated in Fig. 3(c)
to monitor the integral value of Euclidean norm of control signals during task
execution which are related to the energy consumption in this motion control
case.

4.8. Comparisons with CRNN

In the Introduction part and Section 2, the CRNN has been introduced
as a conventional solution for solving the motion control of mobile robot.
Specifically, for solving the same path tracking control problem (8) of mobile
robot, the associated CRNN is depicted as (5), where the value of the prede-
fined design parameter +y is the same as the one ( of IECORNN (28). Besides,
other conditions are set the same as those in Sections 4.1 and 4.2. The com-
parative results on control signals for mobile robot tracking a circle path as
well as Lissajous-shaped path are shown in Figs. 6 and 7. Comparatively,
Fig. 6(a) and Fig. 7(a) show that the joint control signals of manipulator
0(t) via the CRNN (5), and those for Lissajous-shaped path-tracking can not
comply with the physical constraints with the real-time profiles pass over the
upper bound and lower bound during the time instants such as t € [1.6,1.7]
s and t € [2.3,3.0] s, respectively, which are contrary to those results via the
proposed IECORNN (28) in Fig. 3(a) and Fig. 5(a). In addition, the profiles
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Figure 9: Comparison results on control signals with both criteria optimization and phys-
ical constraints for mobile robot tracking a Lissajous-shaped path via existing GRNN (53)
compared to the proposed IECORNN (28) in Fig. 5. (a) Profiles of manipulator joint con-
trol signals 0(t). (b) Profiles of driving wheels control signals ¢(t). (c) Profile of Euclidean
norm of control signals ||O(t)]|g.

of driving wheels control signals gb(t) also do not comply with the physical
constraints with the real-time profiles pass over the upper bound and lower
bound during the time instants such as ¢ € [0.8,3.0] s and t € [1.6,1.8] s,
respectively, which are contrary to those results via the proposed IECORNN
(28) in Fig. 3(b) and Fig. 5(b) (see Fig. 6(b) and Fig. 7(b)). Moreover, the
integral value of Euclidean norm of control signals with respective to time
during the task execution f03 1©(t)||3dt are comparatively higher than those
via the proposed IECORNN (28) in Fig. 3(c) and Fig. 5(c), which illustrates
the energy consumption is effectively optimized via the proposed IECORNN
(28). The above results verify that the proposed IECORNN (28) is able to
consider both criteria optimization and physical constraints is superior to the
existing CRNN (5) for mobile robot motion control in practical applications.

4.4. Comparisons with GRNN

As a typical kind of RNN, many GRNNs have been introduced and in-
vestigated as a feasible alternative for the online scientific problems solving.
Specifically, for solving the time-variant nonlinear optimization problem, a

scalar-valued energy function is usually defined as £(t) = ||e(t)||%/2. Then,
the GRNN can be constructed as follows:
: OE(t) T
Ot) = —p— = — s M (6(1), 0(t))e(t),
()= ~05g = ~oM"(60). 00)e() 5

= —pMT(4(t), 0(1)) (rm(t) — rma(t)),

where p is a predefined parameter for the GRNN. In this comparison, the val-
ue of the predefined design parameter p is the same as the one ¢ of IECORNN
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(28) with other conditions being set the same as those in Sections 4.1 and
4.2. The comparative results on control signals via GRNN (53) for mobile
robot tracking a circle path as well as Lissajous-shaped path are shown in
Figs. 8 and 9. Comparatively, both Fig. 8(a) and Fig. 9(a) show that the
joint control signals #(t) via the GRNN (53) also can not comply with the
physical constraints with the real-time profiles pass over the upper bound and
lower bound during the time instants such as t € [1.6,1.7] s and ¢ € [2.4,2.5]
s as well as t € [1.2,1.8] s and t € [2.0,2.1] s, respectively, being contrary
to those results via the proposed IECORNN (28) in Fig. 3(a) and Fig.
5(a). The profiles of driving wheels control signals ¢(t) also do not comply
with the physical constraints with the real-time profiles pass over the upper
bound and lower bound during the time instants such as ¢t € [1.8,2.4] s and
t € [2.9,3.0] s, respectively, being contrary to those results via the proposed
IECORNN (28) in Fig. 3(b) (see Fig. 8(b) and Fig. 9(b)). Similarly, the
integral value of Euclidean norm of control signals with respective to time
during the task execution f03 1©(t)||3dt are comparatively higher than those
via the proposed IECORNN (28) in Fig. 3(c) and Fig. 5(c), which illustrates
the energy consumption is effectively optimized via the proposed IECORNN
(28).

5. Conclusion and future work

Conventional motion control of mobile robots in the unified framework of
RNN can not consider both criteria optimization and physical constraints.
To overcome this limitation, this paper have has proposed a novel IECORNN
to handle the motion control of mobile robot. Firstly, the real-time motion
control problem with both criteria optimization and physical constraints has
been skillfully converted to a time-variant equality system by leveraging the
Lagrange multiplier rule. Then, the detailed design process for the proposed
IECORNN (28) has been introduced. Afterward, theoretical analyses on
the motion control problem conversion equivalence, global stability and ex-
ponential convergence property have been rigorously provided. Moreover,
numerical experiment verifications and extensive comparisons on the basis of
the mobile robot for two different path-tracking application have sufficiently
demonstrated the effectiveness and superiority of the proposed IECORN-
N (28) for the real-time motion control of mobile robots with both criteria
optimization and physical constraints.
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Future work lies in the following facts: i) development a complete experi-
mental environment equipped with real mobile robot systems for the physical
application of the proposed IECORNN (28); ii) extension and implementa-
tion of the proposed IECORNN (28) other type of robot systems such as the
parallel robots; and iii) exploitation of other kinds of criteria optimization
for mobile robots by using the proposed IECORNN (28).
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