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Abstract

The development of healthcare technologies to streamline patient referral systems

and diagnose the early onset of disease is of great importance for improving cancer

survival and is the basis of this work. This thesis details the development of Ra-

man spectroscopy as a triage tool for urgent suspected colorectal cancer referrals.

In this work the development of high-throughput, cost effective standardised plat-

forms for the analysis of biofluids with Raman spectroscopy has been shown. The

platforms developed allow the analysis of both dry and liquid biofluid samples.

The optimal liquid biopsy for colorectal cancer applications was found to be

serum due to its ability to be stored and transported without the formation of pre-

cipitates within the samples. Serum samples were then used to optimise dry and

liquid HT-platforms for reproducible spectral collection. Principal component

analysis (PCA) was used to investigate and optimise inter-user measurements to

ensure a robust measurement platform. PCA analysis showed that patient fast-

ing status and sex could have potential effects on spectral reproducibility and

diagnostic capability.

The liquid HT platform developed had less sensitivity for colorectal cancer

detection than a dry platform. However, it showed lower inter-user spectral vari-

ations and the overall analysis time for each sample was faster. It was also less

susceptible to freeze-thaw sampling effects in terms of diagnostic capability. This

made it the method of choice when considering a translatable technology. The

limits of the liquid HT platform were investigated with random forest based ma-

chine learning to develop diagnostic models for serum spectra. It was established

that the technique could be used for the detection of precursor cancer lesions when

tested against healthy control patients with a positive predictive value (PPV) of

40.00% and a negative predictive value (NPV) of 88.89%. The technique could

also detect CRC in a large cohort of test patients against healthy controls with

a NPV of 94.44%. This approaches the NPV of approximately 98% for the gold

standard diagnostic test (colonoscopy) for colorectal cancer. The thesis concludes

by discussing the clinical translation of the technique as an effective diagnostic

based upon the results presented.
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Chapter 1

Introduction

Colorectal cancer (CRC) is a general term that describes a malignant tumour

that has developed in either the wall of the large intestine or the rectum. CRC

is the fourth most common cancer in the UK and is the second largest cause

of cancer related death in the UK after lung cancer [1]. This is largely due to

detection at a late stage of disease leading to a poorer prognosis relating at least

in part to the invasive nature of many of the current diagnostic tests. The work

during this PhD has explored the prospect of using vibrational spectroscopy to

address this issue using peripheral blood samples taken from patients.

To better understand the current state of CRC diagnostics and before going

onto a more rigorous description of vibrational spectroscopy this chapter will

give a general description of cancer. It will then focus on CRC and give the risk

factors, incidence and general biology of the disease including the anatomy of the

colon and rectum and the molecular classifications of the disease.

The final part of this chapter will include a critical review of the pathways to

diagnosis of CRC in the UK. The current diagnostic technology available will be

described highlighting particular strengths/weaknesses of these.

1.1 Cancer

Cancer is defined a disease that is caused by the uncontrolled division of a ma-

lignant growth or tumour [2]. The term malignant is used to describe the fact

that the cells that are dividing in an uncontrolled manner are abnormal. Cancers

normally start with abnormal changes in one or a few cells from within the body.

These changes can be due to epigenetic, genetic and other factors that cause a cell

to not perform it’s normal role within the body. For example, the changes will

cause a change in cell shape or cause the cells to divide uncontrollably. The type

3



of cell that has changed and its location help to classify the type of cancer that

is present within the body. For example, if cells within the brain are the initial

abnormal cells the cancer will be brain cancer. Within this classification there

are then subtypes of cancer depending on which cell the cancer has originated

from. A few of the larger groups of cancer that are grouped by the type of cell

that the cancer originated from are summarised as follows;

• Carcinoma - This is the most common type of cancer, it originates from

epithelial cells (cells that create a barrier between the inside and outside of

the body).

• Sarcoma - Originates from cells that make up soft tissues and bone such as

muscle, fat and blood vessels.

• Leukaemia - This cancer originates in the blood-forming tissue of the bone

marrow. Leukaemias do not form a solid tumour, instead large numbers of

abnormal white blood cells accumulate in the blood and bone marrow.

• Lymphoma and myeloma - Both lymphoma and myeloma are from immune

cells. Lymphoma originates in (T and B lymphocytes) and myeloma forms

in plasma cells.

It should also be noted that not all abnormal growths within the body are ma-

lignant. A malignant growth has the ability to invade into surrounding tissue and

spread into other areas of the body. Instead some tumours are benign, meaning

that generally they are slow growing and do not invade into nearby tissue. Col-

orectal cancer is a heterogeneous disease caused by different molecular pathways

that in turn lead to different phenotypes and therefore different classifications [3].

Colorectal carcinoma is the most common subtype of colorectal cancer [1]. More

than 90% of colorectal cancers are adenocarcinomas that originate from normal

epithelial cells in the colorectal mucosa [4]. It is well established that the major-

ity of these develop from benign adenomas with a small portion developing from

serrated or hyper plastic polyps. The remainder of colorectal malignant tumours

that are not adenocarcinomas include carcinomas and lymphomas. The work car-
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ried out in this thesis will focus mainly on the detection of colorectal carcinoma,

however other carcinomas will also be studied such as pancreatic carcinoma.

1.2 The structure of the colorectum

To understand the classification of tumours of the colon and rectum it is first

appropriate to consider the anatomy. The colorectum consists of the small intes-

tine, the large intestine and the rectum. In the UK cancer of the small intestine

is rare (just under 1300 cases) compared to large intestine and rectal cancers (≈

46000 each year) [1]. It is the higher incidence of cancers of the colon and rectum

that motivates this research to specialise in the detection of colorectal cancer.

1.2.1 The colorectum

In the human body once food has been swallowed, it passes down the oesophagus

into the stomach. Once in the stomach the digestive process begins, the food

then passes into the small intestine where the digestive process continues. Once

digested food has travelled through the small intestine it passes into the large

intestine. The small intestine is the longest part of the bowel at around 20ft [1], it

is termed ‘small’ due to it’s narrow diameter compared to the large intestine. The

large intestine (colorectum) is around 5ft long and can be divided into four main

regions; the caecum, the colon (ascending, transverse, descending and sigmoid),

the rectum and the anal canal (Figure 1.1). The caecum is a pouch approx 2/3

inches in length. The colon has a diameter that varies between 1-2 inches and the

rectum has a diameter that is larger than the colon and its use is primarily as a

storage reservoir. Colorectal cancer (CRC) occurs in all regions of the colorectum.



Figure 1.1: Anatomy of the colon and rectum. Taken from [5]

1.2.2 Incidence and risk factors

Worldwide, CRC is the third most common cancer in men (746,000 cases) and

the second in women (614,000 cases) [6]. However, incidence is not uniformly

distributed throughout the world [6, 7]. It seems that CRC is most common in

developed countries, with the incidence rate in places such as Australia, New

Zealand and Western Europe (more than 40 per 100,000 people) varying up to

10-fold compared to some parts of Asia and Africa (less than 5 per 100,000 people)

[8, 9]. This difference may be partly due to the varying data quality worldwide

[6], but it may also reflect the different risk factors, screening programs, and

diagnostic methods that people in different countries have access to [1].

Environmental risk factors

Colorectal cancer incidence varies not just within populations but it can also vary

within populations living in one community. There is some evidence in the UK

that age-standardised incidence rates are 13% higher for males living in the most

deprived areas compared with those in the least deprived areas [1]. Further to
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this, studies on groups of migrants moving from low-risk to high-risk communities

show that migrants tend to rapidly adopt the risk of developing CRC associated to

their new communities [7], [9]. The results of these studies suggest that there are

environmental factors that have a role in colorectal carcinogenesis. The definition

of what exactly constitutes an environmental factor remains unclear. However

there are some risk factors that are recognised by the World Health Organisation

(WHO) to contribute to CRC development. These include ‘lifestyle factors’. In

the UK around 54% of colorectal cancers are linked to lifestyle [10] with diet

being one of the largest factors contributing to the risk of contracting colorectal

cancer. Typically, high incidence is observed in areas that are considered to have

a ‘Western style’ diet i.e with high caloric foods rich in animal fat , coupled with

a sedentary lifestyle. Smoking, alcohol consumption and red meat consumption

have been identified as risk factors. Vegetable consumption along with exercise

have been identified as risk lowering factors [11].

Non-modifiable risk factors

Further to the modifiable or environmental risk factors that play a role in deter-

mining an individuals overall risk of developing a colorectal cancer, there are a

number of non-modifiable risk factors. These include but are not limited to sex,

height, age, personal history of cancer/other diseases of the bowel and inherited

genetic risk.

Sex Across western countries men generally have a higher risk of developing

colorectal cancer. In the UK in 2014 there were 22,844 reported cases of colorectal

cancer in males compared to 18,421 cases in females [1]. The age-standardised

incidence rate in England was 54.4% higher in males than females [12]. Sex also

seems to affect the distribution of colorectal cancer within the bowel. For example

males have higher percentage of rectal cancer whereas the percentage of female

patients who had right-sided tumour was higher than men (Figure 1.2).



Figure 1.2: Distribution of Colorectal cancer by site and sex in the UK. Taken from [1]

Age/Height In the UK CRC is most frequently diagnosed in people aged 60

and over. CRC has a number of clinical symptoms and for some of these, the risk

of achieving a firm diagnosis varies with age [13]. A few studies have shown a

correlation between an individuals adult attained height and the risk of developing

CRC with individuals that are taller being at increased risk.

Pre-existing conditions of the Bowel Chronic inflammatory bowel diseases

represent a significant risk factor in developing colorectal cancer, with risk in-

creasing after a patient suffering from the disease for more than 8-10 years [14].

Some pre-existing conditions such as Crohns disease and Ulcerative colitis are

associated with increased risk for an individual to develop CRC. Patients with

Crohn’s disease have a three times higher risk than normal of developing a ma-

lignant tumour in both the small and the large intestine. Ulcerative colitis is

considered a pre-malignant disorder and 1% of Colorectal cancers are thought to

be due to Ulcerative colitis [1].

Genetic susceptibility Colorectal cancer has both sporadic and familial (in-

herited) forms, therefore some genetic conditions can lead to an increased risk in

developing CRC. The most common inherited CRC associated syndrome is Lynch

syndrome also known as Hereditary Nonpolyposis Colorectal Cancer (HNPCC).
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Lynch syndrome accounts for around 3-5% of all CRC cases. The lifetime risk of

developing CRC if you have Lynch syndrome has been calculated to be around

66% for men and 43% for women [15]. Familial adenomatous polyposis (FAP) is

another inherited colorectal cancer syndrome but it is much less prominent than

Lynch syndrome. FAP accounts for approximately 1% of CRC cases and affects

both men and women equally. If a patient with FAP is left untreated the risk

of developing CRC is approximately 100% [16]. Other genetic syndromes associ-

ated with CRC include Peutz-Jeghers syndrome and Juvenile polyposis syndrome

which both have a cumulative lifetime risk of developing CRC of around 40% [4].

Previous cancer Patients who have a history of colorectal cancer are at an

increased risk of developing a second primary colorectal cancer [17]. In some

cohort studies the risk of developing a secondary primary colorectal cancer is

higher if a patient is a survivor of head and neck cancers, cervical cancer, lung

cancer, breast and oesophageal cancers [18].

1.3 Molecular pathways to Colorectal cancer

It is generally accepted that CRC results from the transformation of normal mu-

cosal cells to adenoma (abnormal growth) and then to carcinoma (malignant

growth). It is a heterogeneous disease that has both sporadic and familial forms

(hereditary). Approximately 95% of all CRC cases can be considered at least

partially sporadic [3]. Traditionally, three distinct molecular pathways have been

recognised to lead to carcinoma in the colorectum in sporadic cases. These are

known as the chromosomal instability pathway (CIN), the microsatellite instabil-

ity pathway (MSI) and the CpG island methylator phenotype pathway (CIMP).

This section will summarise the different molecular pathways to colorectal cancer

and how the disease can be classified according the the molecular characteristics

of the cancer. It will also summarise the current route a patient takes to diagnosis

of CRC in the UK and therefore the motivation behind this work.



1.3.1 Genetic Instability

Instability in the genome plays a large part in the development of CRC. The

accepted molecular pathways to CRC generally involve a series of genetic and

epigenetic changes that lead to carcinoma. To better understand these changes

it is appropriate to first consider the role of deoxyribonucleic acid (DNA).

DNA is a linear polymer which encodes the genetic information for living or-

ganisms. It has a very simple structure which consists of smaller units called

nucleotides. Each nucleotide consists of a nitrogen base (monomer) with a back-

bone built of repeating sugar-phosphate units.

Figure 1.3: Specific base pairings that lead to the double helix shape. Taken from [19].

The molecules that make up this backbone are mono saccharides known as

deoxyribose, from which DNA gets its name, and a phosphate group. There

are only four nitrogen bases that join to the deoxyribose to form nucleotides

in DNA, these are Adenine(A), Thymine(T), Guanine(G) and Cytosine(C) see

Figure (1.3).

The bases are covalently attached to the deoxyribose components in the back-

bone to form chains of nucleotides which then form strands of DNA. The sequence

in which the nucleotides are arranged along a strand of DNA codes for specific

genes. The genes are then arranged along chromosomes (Figure 1.4) in the nu-

cleus of cells within the body. Humans have 23 pairs of chromosomes making a

set of 46. Each chromosome has a longer arm (q arm) and a shorter arm (p arm)

which can be used to identify the location of genes.
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Figure 1.4: The position of DNA, genes and chromosomes in relation to a cell. Adapted

from [19].

1.3.2 The Chromosomal Instability Pathway

The Chromosomal instability pathway (CIN) is the most common pathway to

CRC. The CIN pathway accounts for 65-70% of all sporadic CRC cases [3]. CIN

is characterized by a gain or loss of whole chromosomes or chromosomal regions.

This causes an imbalance of chromosome number (aneuploidy), sub-chromosomal

genomic amplifications, and a high frequency of loss of heterozygosity (LOH).

The CIN model is an updated model of the ‘adenoma to carcinoma’ sequence

originally posed in 1990 by Vogelstein et. al. (Figure 1.5) [20]. The model

consisted of a homogeneous set of genetic mutations that led to a progression

from normal mucosa to the formation of an adenoma to carcinoma.

In the CIN pathway the earliest identifiable lesion is the dysplastic aberrant

crypt focus (ACF) this is a microscopic lesion that can lead to the development of

a polyp [21]. Dysplasia in the ACF is mostly associated with inactivation of the

Adenomatous Polypsis Coli (APC) gene through mutation and/or loss of chro-

mosome 5q that contains the APC gene. Progression to CRC occurs in 30-60%

of cases by activation of the Kirsten-Rat Scarcoma (K-RAS) group of proto-

oncogenes through mutation. K-RAS gene activation can affect many different

cellular pathways that control mechanisms such as cellular growth, differentiation

and survival, thus contributing to colorectal tumurogensis. The role of K-RAS in



tumorogenesis is not unique to CIN pathway CRCs. It also plays an important

role in the CpG Island Methylator Phenotype pathway (CIMP) which is detailed

below. In the CIN model, K-RAS activation is then followed by loss of chro-

mosome region 18q and deletion of chromosome 17p which contains the tumour

suppressor gene 53 (TP53). TP53 codes for the p53 protein, p53 normally acts to

slow down the cell cycle to allow DNA sufficient time to repair itself. Loss or im-

pairment of the gene usually occurs late in the cycle but enhances the transition

from adenoma to carcinoma.

Figure 1.5: A schematic drawing of the adenoma to carcinoma sequence for colorectal

cancer. Where MMR is the mis-match repair deficiency described in section 1.3.3. It

should be noted that the time frame of this model spans over many years as this is a

gradual process. Adapted from [22].

Not all CIN positive tumours have this exact sequence of aberrations. Studies

into human genome sequences are currently on-going should provide a more-

detailed analysis of the chromosomal instability pathway. Nevertheless, the CIN

pathway and the accompanying adenoma to carcinoma sequence has provided a

foundation for the molecular classification of CRC. In particular, it has provided

a reference frame for other molecular CRC profiles such as the CIMP and micro-

satellite instability (MSI) pathways.

1.3.3 CpG Island Methylator Phenotype Pathway

Epigenetic alterations in the genome are alterations that can affect the function

or expression of a gene without changing its DNA sequence. One of the most com-

mon epigenetic alterations is methylation of CpG (Cytosine preceeding guanine)

dinucleotides. Around 70% of all CpG dinucleotides in the human genome are
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heavily methylated, the remainder GpG sites are typically found in CpG ‘islands’

(regions of ≤200bp) that occur commonly in the promoter region of genes [23].

Methylation of CpG islands can therefore inhibit gene transcription. In the con-

text of CRC methylation of CpG dinucleotides can inhibit the transcription of

tumour suppressor genes and therefore provide an alternative mechanism for loss

of function of these genes [23]. It is important to note that methylation can

occur as a part of the normal function of a cell and does so in many somatic

cells, however hypermethylation can cause problems and complete inactivation

of genes. In CRC genes affected by DNA hypermethylation at CpG islands in-

clude APC, MLH1 and MGMT. The CpG island methylator phenotype pathway

(CIMP) is characterised by the hypermthylation of marker genes. There is a

panel of five marker genes, CACNA1G, IGF2, NEUOG1, RUNX3 and SOCS1.

CIMP positive CRCs are defined by having methylation of at least three of the

five marker genes [24]. CIMP positive tumours account for around 15-20% of

all sporadic CRCs. The precursor to CIMP CRCs is usually a sessile serrated

adenoma (SSP). SSP lesions appear to be smoother and flatter than ACF lesions

because the cells do not display dysplasia. Despite the difference in pathology

some CIMP-positive CRCs are closely linked to CIN pathway tumours because

both pathways can affect the same tumour suppressor genes such as the APC

and KRAS genes. Figure 1.6 shows a simplified model of the link between the

CIN and the CIMP pathways to CRC.



Figure 1.6: A schematic drawing of the adenoma to carcinoma sequence for colorectal

cancer. This is a gradual process and the time frame of this model spans over many

years as this is a gradual process. Adapted from [25] with pictures provided by Dean

A Harris.

1.3.4 Microsatellite Instability Pathway

Microsatellite Instability (MSI) occurs in approximately 15-20% of all CRC cases

[26]. Microsatellites are short repeating nucleotide sequences that occur across

the entire genome. Microsatellites tend to have a higher rate of mutation/er-

ror in replication due to them consisting of many repeat sequences. The DNA

mis-match repair (MMR) system is designed to recognise these mutations and

repair them, in cases of tumours with MSI the MMR system fails to recognise

and fix errors in the DNA replication process. This failure of the MMR system

results in a discrepancy in the number of nucleotide repeats in the microsatellite

region of the tumour DNA compared to normal DNA. The level of instability

(MSI) of the MMR system is measured by the level of instability in a panel of 5

microsatellite sites. The sites include two mononucleotide (BAT25, BAT26) and
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three dinucleotide microsatellites (D5S346, D2S123 and D17S250). MSI-high is

characterised by instability in more than two of the 5 sites. MSI-low is charac-

terised by instability in one of the microsatellite sites. MSI-stable is where no

instability can be detected in the five sites. MSI-high CRC is often associated

with silencing of the MLH1 gene which is part of the MMR system [3].

1.4 Molecular classification of colorectal cancer

Having a clear classification system of CRCs in terms of tumour molecular mark-

ers aids the process of managing the CRC as well including the likelihoods of

different outcomes for the patient. Previously, CRCs have been classified accord-

ing to the pathway the CRC took to becoming a carcinoma i.e. CIN,CIMP,MSI.

However, not all CRCs follow a distinct pathway to tumourogenesis. The molec-

ular classification has undergone much development in the past decade. In 2007,

Jass proposed a clasification system based on the underling genetic instability of

the cancer with five groups:

1. CIMP-High, MSI-High, methylation of MLH1 and BRAF mutation;

2. CIMP-high, MSI-Low or MS-Stable, BRAF mutation;

3. CIMP-Low/MSI-Stable ot MSI-Low/KRAS mutation;

4. CIMP-negative/MSI-Stable;

5. CIMP-negative/MSI-high.

Groups 1 and 2 normally originate in sessile serrated polyps (SSPs), group 3

originates in either SSPs or adenomas and groups 4 and 5 originate in adenomas

[27]. However, there was still a problem with this classification as many of the

classes of cancer had overlapping characteristics. The genomic analysis of CRC

tumours highlighted a further two groups of CRC, hypermutated cancers and

non-hypermutated cancers (Figure 1.7).



Figure 1.7: Summary of two of the classification methods for molecular classification

of CRCs. The size of boxes indicates the number of relative cases of each subtype.

The 2014 classification does not include the final two groups of unmutated and other

cancers.

Following the Cancer Genome Atlas in 2013, an alternative classification

model was proposed by Domingo et al [28]. It consisted of six groups:

1. MSI and BRAF mutations;

2. CIN and/or TP53 mutation, wild type KRAS and PIK3CA;

3. KRAS and/or PIK3CA mutations, CIN, wild-type TP53;

4. KRAS and/or PIK3CA mutations, CIN-negative, wild type P53;

5. no mutations;

6. others.

1.4.1 Consensus molecular subtypes of colorectal cancers

To tackle the problems with classifying CRCs, following the cancer genome atlas

study in 2014 there has been an international effort towards resolving inconsisten-
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cies in previously reported gene-based CRC classifications. The consensus molec-

ular subtypes of colorectal cancers was the result of a large-scale data sharing

and analysis project. Guinney et al showed that by combining 18 large datasets

(n = 4,151) in a central repository and applying network based analysis using six

different independent classification systems that four main classification groups

can be identified. These groups, the consensus molecular subtypes (CMS) are

split via their molecular distinguishing features as follows [29]:

CMS1 (microsatellite instability immune 14%), hypermutated, microsatellite un-

stable and strong immune activation;

CMS2 (canonical 37%), epithelial, market WNT and MYC signalling activation

CMS3 (metabolic 13%), epithelial and evident metabolic dysregulation;

CMS4 (mesenchymal, 23%), prominent transforming growth factor-β activation,

stromal invasion and angiogenesis

Mixed (mixed feature samples 13%), not falling into any one classification and is

considered either a transition in phenotype or intratumoural heterogeneity.

Figure 1.8 shows a schematic representation of the CMS for colorectal cancer.

The schematic was created by Dienstmann et al. It shows that MSI is linked

the hypermutation, hypermethylation, immune filtration, activation of RAS and

BRAF mutations and is also associated to the proximal colon locations. The CIN

tumours show a higher heterogeneity at the gene-expression level with different

activation pathways from both CMS2 and CMS4. CIN tumours are mainly found

in the left colon or rectum and the environment of the tumour tends to be poorly

inflamed/immunogenic, with marked stromal inflation. Finally, a subset of CRC

tumours enriched for RAS mutations have strong metabolic adaption (CMS3),

intermediate levels of mutation as well as methylation and copy number events.



Figure 1.8: A schematic representation of the CMS for CRC. Where JAK, Janus kinase;

STAT, signal transducer and activator transcription; TGF-β, transformation growth

factor-β; VEGF, vascular epidemal growth factor. Taken from [30]

This system still does not include information such as response to treatment

so the classification systems are still in development. The complex nature of the

classification of disease and the fact that it is still in development highlights the

heterogeneous nature of CRCs. It also highlights how difficult it is to classify a

particular patient’s disease. This in turn makes detecting and correctly classifying

the disease difficult.

1.4.2 Tumour staging

The stage of progression of a cancerous tumour within the body plays an import

role in the classification of a tumour and acts as a predictor for clinical outcome.

There are two main systems of tumour classification that are used; Duke’s and

TMN, both based on the level of invasion of a tumour.

Duke’s tumour classification

The Duke’s tumour classification was originally used for colorectal cancer classi-

fication. It was split into four groups depending on how far a tumour has invaded

into a patients bowel wall. The staging consisted of 4 main groups defines as

follows:

• Dukes A - Tumour has invaded but is limited to mucosa.
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• Dukes B1 - Invasion extends to the muscular tissue of the bowel wall but

not through it and no lymph nodes are involved.

• Dukes B2 - Tumour has penetrated through the muscularis propria but no

lymph nodes are involved.

• Dukes C1 - Tumour extends into the muscularis propria but does not go

through it, however there are lymph nodes involved.

• Dukes C2 - Tumour has penetrated the muscularis propria and lymph nodes

are involved.

• Dukes D - Tumour has metastasised.

TNM tumour classification

The TNM staging system is commonly used to reference the stage of colorectal

cancer. It is also used with different criteria for different parts of the body. In

the colorectum the layers of tissue that make up the wall of the bowel can be

split into layers as in Figure 1.9.

Figure 1.9: TNM staging of colorectal cancer. Adapted from [31].

The TNM system also classifies a tumour depending on the level of invasion

through the layers of the colorectum as well as if the tumour has come into con-

tact with regional lymph nodes. For example, a T3N1M0 classification would



imply that the tumor has invaded through the muscularis propria (smooth mus-

cle), has 1-3 lymph node metastases and has no distant metastases. The correct

classification of the tumour is vital for the prognosis and treatment of the cancer.

To correctly classify the tumour a patient typically goes through a series of tests.

The typical staging modalities for colorectal cancer include CT and MRI scan-

ning. However these are performed once a patient is already in secondary care

with suspected colorectal cancer or already confirmed cancer via other methods.

The following section describes how CRC is detected in the UK following the

current patient referral and treatment pathways for CRCs.

1.5 The route to colorectal cancer diagnosis

To understand the advantages/disadvantages of many of the technologies used

to detect colorectal cancer it is important to consider the pathway by which a

patient is diagnosed in the UK. This is particularly important when considering

translation of Raman or other new technology into a treatment pathway as it has

to be acceptable to both patients and NHS staff. Healthcare facilities in the UK

follow guidelines given by the National Institute for Health and Care Excellence

(NICE) for referral and treatment guidelines [32], [33]. The current treatment

pathway is initially dependent on either an emergency presentation of colorectal

cancer (i.e. acute large bowel obstruction) or presentation in primary care with

suspected colorectal cancer. The majority of patients with bowel cancer in the

UK are diagnosed following a GP referral (55%). Just under 10% of patients are

diagnosed following a referral from the bowel screening programme [34].

1.5.1 Symptoms and Screening

The majority of CRCs present symptomatically in a primary care setting [35].

The relationship between initial symptoms and mortality as a diagnostic indi-

cator have been discussed in depth [36], [37], [38], [35]. Many symptoms that

present locally include abdominal pain, change in ‘normal’ bowel habit (looser,

more frequent stools) and rectal bleeding [1]. There are also systemic symptoms
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experienced by patients such as weight loss and mild anaemia [38]. A study by

Hamilton et al (2006) found no relationship between the duration that symp-

toms had been experienced by patients and the staging of the disease or mor-

tality. However, rectal bleeding alone as an initial symptom is associated with

lower mortality rates whereas mild anaemia (haemoglobin of 10-12.9 g dl−1) is

associated with more advanced tumour staging and worse mortality rates [36].

Unfortunately initial symptoms of suspected CRC can also be symptoms of be-

nign diseases [33], but currently there is no diagnostic test available in primary

care that has sufficient differentiation to inform referral [36]. Furthermore, single

symptoms that present alone tend lack diagnostic value as seen in Figure 1.10.

Figure 1.10: Sensitivity, specificity and negative likelihood ratios of individual symp-

toms, taken from [36].



This leaves GPs referring patients according to who they consider to be at the

highest risk, which is calculated on a combination of symptoms (Figure 1.11) and

age. As can be seen the current pathway is highly complicated and the routes to

secondary care diagnostic pathways for CRCs rely on symptoms and basic testing

in primary care such as Faecal occult blood testing and basic blood tests to test

for anaemia. Rapid diagnosis of CRC is crucial to patient outcomes, the 5-year

survival rate for colorectal cancers detected in early stages are > 90%, however the

5-year survival rate for later-stage cancers is < 10% [1], [39]. This highlights the

clinical need for earlier diagnosis of CRC. In 2006, a national screening programme

was introduced using the faecal occult blood test (FOBT) to reduce the mortality

rate of colorectal cancer in the UK by aiding the referral information available to

GPs.

Currently there are two types of screening methods for CRC and late-stage

adenoma namely measurement of markers in faecal samples and flexible sigmoi-

doscopy (FS) [40].

FOBT

The current screening test used in England and Wales is the Guaiac Faecal Occult

Blood test (gFOBT). The gFOBT test is based on the fact that faecal matter

passes through the colon to the rectum and it can disturb the surface of a tumour

or polyp and cause a small amount of blood to be present in faeces.

Unfortunately, gFOBT is susceptible to false positive results as the diet of

a patient can affect results. The guaiac based test is not human-specific and

any heme present in a sample or anything containing a peroxidase could cause

a false positive result. Since there is haeme in red meat and some fruits and

vegetables (e.g. radishes and broccoli) contain peroxidase, dietary restrictions

have to imposed on anyone taking the test, this can be inconvenient for the par-

ticipant and difficult to be certain of compliance. Also, it has been shown that

taking vitamin C tablets or eating foods with high levels of vitamin C can give

false positive gFOBT results [41]. These problems with gFOBT are solved using

immunochemical faecal occult blood tests (iFOBT). In general, iFOBT tests de-

tect human specific haemoglobin in faecal samples using monoclonal antibodies.
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Investigations and meta-analysis studies have shown iFOBT to have improved

sensitivity in the detection of colorectal cancers and late-stage adenomas in both

high-risk and average-risk populations compared to gFOBT without compromis-

ing on specificity [42], [43], [44]. However, this test still relies on screening fae-

cal samples which may be in part responsible for the nationally low uptake of

CRC screening in England and Wales. Furthermore, this test is not able to be

performed on patients with rectal bleeding which leaves it unable to cover all

patients.

Flexible sigmoidoscopy (FS)

An alternative screening method is flexible sigmoidoscopy. This is a procedure

carried out using an endoscope passed through a patient’s anus. The endoscope

is used to directly visualise the mucosa for polyps and malignant lesions. To

perform the procedure air or carbon dioxide is introduced into the intestine and

a small camera mounted into the scope is used to relay images back to an external

screen. FS examines only part of the large bowel (sigmoid and rectum). The test

takes around 10-20 mins and requires a healthcare professional to perform the

procedure. In some cases a sedative may need to be administered to the patient

which carries a risk of respiratory depression and aspiration pneumonia. The

procedure can cause cramping and some discomfort in patients in which case

carbon dioxide is used to try and ease pain or discomfort. In approximately 1

in 2000 cases FS causes perforation in the colon and surgery is required to fix

this [45]. FS also requires bowel preparation before the procedure; for optimum

results the bowel must be empty. Generally, patients need to stop eating solid

food one day previous to having the procedure and in some cases they may have

to have an enema. A UK study into the effectiveness of a single FS procedure as

a screening tool was conducted by Atkin et al (2010). With just one procedure

for patients aged 55-64 years the study saw a 33% reduction in CRC cases and

a 43% mortality reduction, however this is only applicable with respect to the

distal colon [46]. The cost of FS is much higher than tests that look for markers

in faecal samples mainly because of trained staff time [47]. Moreover, the results

of tests reliant on the opinion of a practitioner can be subjective depending on
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the experience of the practitioner.

1.5.2 Precursor lesions and the detection of precursor le-

sions

The heterogeneity of CRCs is reflected in the precursor lesions (polyps) that

develop before a cancer. As an example, Figure 1.6 showed two examples of

different polyps aetiology that result in different forms of CRC (adenoma and

sessile serrated polyps). The current methods of polyp detection are the same

as for CRC (faecal testing, endoscopic procedures and imaging methods). How-

ever, these methods are not optimised for detecting all types of polyps. As an

example, the sessile serrated polyps are flattened lesions which can be harder to

spot via endoscopic procedures and may require dyes and narrow band imaging

techniques. Flattened polyps are also less likely to bleed than an adenomatous

polyp and hence be detected via faecal testing methods, making them harder to

detect than an adenomatous polyp. It is the hope of this work that the different

expression of genes and proteins of polyps from different origins may cause differ-

ent metabolites to be released into the blood when a polyp is developing. The use

of Raman spectroscopy as a tool to detect metabolic changes in blood samples

could potentially circumvent the current issues in detecting precursor lesions by

detecting the differences in metabolic profile in blood samples compared to visual

inspection.

1.5.3 Other screening tests available outside of the UK

Outside of the United Kingdom there are other diagnostic tests are also in use

such as the tumour M2-pyruvate kinase (tumour M2-PK) test. This is a faecal test

that is more sensitive than FOBT [48]. The cost effectiveness and the sensitivity

and specificity of M2-PK in comparison to the iFOBT needs to be established

in the United Kingdom as published results conflicting [49]. There is also a real

time polymerase chain reaction based blood test that is available outside of the

United Kingdom that detects methylated Septin 9 (mSept9). This blood test has

sensitivity and specificity ranging from 50%-90% and 88%-91%, respectively [50].



A blood test is potentially more attractive option for patients compared to faecal

and colonoscopy tests so studies are underway to determine if the higher cost of

mSept9 would be recovered by higher screening uptake [51]. However, PCR based

tests are currently still significantly more expensive than the current available

options [52]. Figure 1.12 shows a comparison of different blood based tests for

CRC that are currently being developed as an alternative to screening. The

methods in development generally rely on PCR and ELISA based platforms.

There techniques still all have a minimum cost per test of $91.

Figure 1.12: A comparison of other screening tests being developed for the colorectal

cancer screening market. Taken from [52].
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1.6 Investigating and diagnosing colorectal can-

cer

Once a patient has either presented symptomatically or had a positive screening

test they will typically then be referred for further diagnostic tests under the

NICE treatment pathway (Figure 1.13). Currently, time between a patient with

suspected cancer symptoms being referred by their GP and receiving definitive

treatment is 62 days [33]. Once a patient is in secondary care under the referral

pathway the patient will be assigned to a consultant who will commission further

investigations and diagnostic tests.

Figure 1.13: Colorectal treatment pathway for patients referred with suspected CRC.

Adapted from [12].

The ‘gold standard’ secondary care diagnostic is colonoscopy [33]. This has

sensitivity and specificity of around 90-95% [53]. Colonoscopy is a similar tech-

nique to FS, however, the entire colon is investigated. As with FS, colonoscopy



is an invasive procedure that requires highly skilled staff to perform the test.

Colonoscopy also carries similar risks to FS of bowel perforations and infections

as well as the potential of the result to be considered as practitioner dependent.

Other diagnostic tests used in the UK include CT colonography and Barium en-

ema. CT colonography has sensitivities and specificity of around 89% and 75%

respectively [54].

During colonoscopy any suspicious tissue is biopsied for histopathology. Histopatho-

logical analysis of tissue biopsies is remains the gold standard for the diagnosis

of malignancy. Biopsies of tissue are fixed, usually using formalin, and then this

sections are cut and mounted onto glass slides. These sections are stained using

various methods to determine TNM stage, tumour type, histologic grade and the

level of vascular invasion. However, histopathology is a labour intensive process

adding more time to the treatment planning process. Once a cancer has been

diagnosed, and staged it is treated via the pathway in Figure 1.13.

Due to there being a reliance on symptoms and screening tests for referral

many patents are referred to secondary care to ‘rule out’ cancer. The national

bowel cancer audit (NBOCA) found that 55% of patients referred to secondary

care were found to have cancer. Bowles et al found in a study of over 9000 colono-

scopies that 40.4% reported all-clear results [55]. The large number of ‘normal’

patients who are undergoing these diagnostic tests leads to increased patient anx-

iety, longer waiting times for patients to get diagnosed and the associated poorer

clinical outcomes.

It should be noted that there is currently a validated blood test available to

clinicians associated to CRC (Carcinoembryonic antigen - CEA test). The blood

test measures the levels of the CEA antigen in blood serum. Elevated serum

levels of CEA can be detected in different malignant diseases. These include

colorectal, pancreatic, gastric, lung and breast cancer. It is also observed in

healthy heavy smokers, and in certain benign diseases such as diabetes, ulcerative

colitis, pancreatitis and liver cirrhosis. CEA measurement is commonly used in

clinical practice as part of follow up after a curative resection for CRC. It is

used in conjunction with clinical evaluation, and radiological and colonoscopy

examination. CEA is not specific for CRC and previous studies have shown that
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CEA has poor sensitivity and specificity for early disease detection and therefore

is not recommended for early detection or screening. Therefore, despite it being

a straightforward blood test it does not fit into the current screening algorithm

in the UK for CRC [56,57].

1.6.1 Conclusion

In the UK there is a reliance on symptomatic presentation and screening to refer

patients to secondary care for CRC diagnosis. Current screening tests available

have poor patient uptake despite improved clinical outcomes. Despite patients

referred via screening having a better outcome less than 10% of UK CRCs are

diagnosed via that route [34]. This means a large number of patients get referred

under the USC pathway for colorectal cancer who don’t necessarily have cancer.

On average globally the number of ‘negative’ finding colonoscopies is 63% [52].

This large proportion of negative colonoscopies causes a bottleneck of patients

entering the waiting list for colonoscopy leading to increased costs, increases

waiting times, and potential delays in diagnosis causing poorer outcomes. Despite

the development of some alternative screening and diagnostic tests there is still

a need to triage the colorectal referrals. The need for a triage tool for colorectal

referrals has recently been highlighted as a global urgent clinical need [58]. The

work in the rest of this thesis addresses the proposition that a Raman spectroscopy

based blood test has the potential to provide more information to a GP to inform

patient referral decisions.
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Chapter 2

Vibrational Spectroscopy

Spectroscopy is the study of the interactions between matter and electromagnetic

(EM) radiation. Molecules that make up matter can be described in terms of their

total internal energy. The total internal energy of a molecule can be resolved into

the sum of the rotational, vibrational and electronic energy states. Vibrational

spectroscopy is therefore the study of the interaction between EM radiation and

the vibrational states of matter. This chapter will provide a summary of the the-

ory behind two types of vibrational spectroscopy that have potential for use in

biofluid analysis. It will discuss the theoretical basis of Raman spectroscopy and

Fourier transform infrared spectroscopy (FTIR). The enhancement effects of sur-

face enhanced Raman spectroscopy (SERS) and resonance Raman spectroscopy

(RRS) will also be summarised briefly. This chapter will then provide a literature

review on the current ways in which Raman and FTIR spectroscopy are being

used to diagnose colorectal cancer focusing particularly on the evolution from

SERS techniques back to basic Raman and FTIR based techniques.

2.1 Raman spectroscopy

Raman spectroscopy allows the user to gain molecular information about a sample

through the scattering of incident light. In general, when light is passed through

or onto a sample a small proportion of the photons are scattered. The majority

of this is Rayleigh or elastic scattering; where the energy of the incoming photon

is equal to the energy of the scattered photon (Figure 2.1)[23]. Around 1 in 107 of

the incident photons are in-elastically scattered resulting in the incident photon

and the scattered photon having a difference in energy. The inelastic scattering

is a relatively weak effect which was first observed in 1928 by Sir CV Raman

and is known as Raman scattering [24]. When scattered light is measured with a

37



spectrometer a series of lines are observed, the shift in the energy [measured by

wavenumber (cm−1)] from the Rayleigh line (equal to incident energy) is known

as the Raman shift. The shift recorded corresponds to specific vibrational or

rotational modes of the molecule.

Figure 2.1: Different types of light scattering and the corresponding lines on a theoret-

ical spectrum. Adapted from [1]

2.1.1 A Raman spectrum

Data collected from a Raman spectrometer usually is plotted as Raman shift

(∆ν) against intensity of the scattered radiation in a spectrum. The incident

EM radiation is normally from a laser, the part of the EM spectrum that the

laser emits at is measured in terms of wavelength (λ). The relationship between

wavenumber of the frequency shift and wavelength is

∆ν ∝ 1

λRaleigh
− 1

λRaman
. (2.1.1)

Figure 2.2 shows an example Raman spectrum of carbon disulphide around

the excitation frequency of the laser light taken at different temperatures. It is



2.1. Raman spectroscopy 39

clear that the intensities of the peaks are different for all three frequencies. The

Figure 2.2: Raman spectrum of carbon disulphide taken at (a) -12◦C and (b) 45◦C.

Figure is adapted from [2]

Rayleigh line is the most intense, followed by the the Stokes, with the Anti-Stokes

Raman line the least intense. To fully explain these differences in intensity a

quantum mechanical (QM) treatment of the interaction between the incident EM

radiation and the atoms/molecules in a sample needs to be considered. Briefly,

in QM the probability of a transition from one vibrational state to another (n →

m) is given by the integral,

~Pnm = 〈ψ∗m|Ω̂|ψm〉, (2.1.2)

where |ψm〉 and |ψn〉 are wavefunctions of the vibrational states and n and m and

Ω̂ is the operator that describes the perturbation or distortion of the electron

cloud of the molecule by EM radiation. This operator has different properties

depending on the type of perturbation and, therefore, can describe many differ-

ent vibrational phenomena including Raman scattering and infrared absorption



intensities. For a full QM treatment of both Raman scattering and infrared ab-

sorption the reader is directed to [3], [4].

Some intuition about the cause of the difference between Stokes and anti-

Stokes intensities without the full QM treatment can be gained. Consider Figure

2.1, for there to be an anti-Stokes transition the atoms in a sample must be in the

first excited state rather than the ground state. The probability of an electron

being in the first excited state in a molecule is given by the Maxwell-Boltzmann

distribution

Nm(ε, ν, J) =

∑
mNm

Z
gm exp

−Em
KT

, (2.1.3)

where Nm is the number of electrons (population density) according to the elec-

tronic (ε), vibrational (ν)and rotational (J) states of the molecule. Z is the atomic

number, K is the Boltzmann constant and T is the temperature. The sum over

gm is a statistical weight factor and Em is the first excited state of an atom

assuming the transition between vibrational modes would go (n→m). At room

temperature the probability of electrons being in the first excited state is lower

than the probability of them being in the ground state which is the condition

for Stokes scattering. Therefore the probability of there being a higher rate of

Stokes scattering at room temperature is higher by a factor of exp −Em

KT
. There-

fore it makes sense that a spectrum taken at room temperature would have higher

Stokes-Raman scattering. This is also demonstrated in Figure 2.2, the ratio be-

tween Stokes and anti-Stokes lines changes according to temperature. Despite

this, the Stokes Raman line always has a higher intensity at room temperature.

Therefore, the Raman system used in this work only considers the Stokes-Raman

scattering.

2.2 Classical Theory of Raman Scattering

The position of the shifted lines on a Raman spectrum can be explained using a

classical description of Raman scattering. When radiation from an EM source is

incident on a sample consisting of atoms, the EM radiation causes a distortion
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of the electron cloud surrounding the atoms. This distortion creates oscillating

dipoles which can themselves emit EM radiation. The incident EM radiation can

be described via a harmonic oscillator

~E = ~E0 cos(2πν0t), (2.2.4)

where ~E is the electric field vector, and ν0 is the initial frequency of the electric

field1. The induced dipole oscillation in the atoms can then be described by

µ̃induced = α̃(ν) · ~E, (2.2.5)

where α̃(ν) is the polarizability tensor for the atoms. This is a measure of how

easily an atom/molecule can be polarized along any direction. The polarizabil-

ity tensor is time dependent as the distorted electron cloud varies with time in

response to the nuclei of the atoms oscillating at a normal frequency νk
2. By

substituting 2.2.4 into 2.2.5 we obtain

µ̃induced = α̃(ν) · ~E0 cos(2πν0t). (2.2.6)

The oscillating nuclei vibrate around a coordinate system Q, where Qk is the

normal coordinate for the vibration. As we are assuming that the whole system

of the interaction is acting as a harmonic oscillator so it is possible to do a Taylor

Series expansion on the polarizability tensor

α̃(ν) = α̃0 +
∑
k

( δα̃
δQk

)
0
Qk + . . . . (2.2.7)

Focusing on the normal mode on one vibration (Qk), equation 2.2.7 can be written

in the form

α̃k = α̃0 + α̃′kQk, (2.2.8)

1It is also common to express this in terms of angular frequency, (ω) where ω = 2πν.
2This classical treatment assumes that the particle scattered or re-emitted is allowed to

vibrate but not rotate freely in space so is therefore a ‘fixed’ vibration around some coordinate

axis.



where α̃′k is the derived polarizability tensor which has coordinates w.r.t. Qk.

Assuming that the vibration Qk acts as a harmonic oscillator, the displacement

of the atoms under the normal vibration can be described by

Qk = Qk0 cos(2πνkt). (2.2.9)

A combination of equation 2.2.9 and 2.2.7 substituted into 2.2.8 yields that

the induced oscillating dipole is given by

µ̃induced = α̃k ~E0 cos(2πν0t) +
α̃′k
2

[
~E0Qk0 cos[(2πt(ν0 − νk)] + ~E0Qk0 cos[2πt(ν0 + νk)]

]
.

(2.2.10)

Evaluating equation 2.2.10 it is clear that the induced polarizability depends

on three frequencies ν0, (ν0 − νk) and (ν0 + νk) where ν0 is the frequency of

the incident EM radiation. Therefore, it corresponds to Raleigh scattering. The

frequencies (ν0 − νk) and (ν0 + νk) correspond to Stokes Raman and Anti-Stokes

Raman, respectively. In terms of a spectrum the lines on either side of the Raleigh

line are then the Stokes and Anti-Stokes shifted light. The position of the lines

is then governed by the size of the shift (∆ν) which is specific to the bond being

interrogated. Therefore Raman spectroscopy can be used to study the structure

of molecular bonds. It is also clear from equation 2.2.10 that Stokes Raman and

Anti-Stokes Raman scattering are only possible when α̃′ 6= 0. This leads to the

gross Raman selection rule that Raman scattering is only possible when there is

a change in polarizability of the molecule.

2.2.1 Enhanced Raman Spectroscopy

Raman spectroscopy is an inherently weak technique with only 1 in 107 photons

being scattered when incident on a single molecule in normal Raman scatter-

ing. However, methods have been developed which amplify the Raman intensity

recorded by a spectrometer. One of the simplest ways to achieve enhancement is

to use the electronic molecular structure of molecules.
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Resonance Raman

When the incident EM radiation on a sample is close to or equal to the electronic

transition energy of a molecule it is possible to achieve resonant Raman (RR)

effects. There are three categories of RR; near, resonant and continuum. These

three are achieved when the excitation radiation is near but slightly less than

the electronic transition energy, equal to the transition energy or higher than the

transition energy (Figure 2.3), respectively. The recorded spectrum can achieve

Figure 2.3: Resonance Raman Scattering occurs when the incoming EM radiation is

near to or equal to the electronic energy states of an atom.

up to a 102 − 106 rise in intensity compared to normal Raman [5]. To achieve

this enhancement the laser wavelength being used to excite the molecules must

be closely tuned to the energy of the electronic transition energy of the molecule.

This has two consequences, firstly it can increase the likelihood of getting a fluo-

rescence transition instead of a Raman transition, and secondly it means that the

effect is highly wavelength and therefore laser dependant. This can be problem-

atic: if the analyte is a mixture of molecules then you can only have an excitation

wavelength that is resonant to one of the molecules. This means that spectral

information molecules that are not resonant at the exciting wavelength can be

masked.



SERS

A less wavelength dependent method of enhancing Raman signal is surface en-

hanced Raman spectroscopy (SERS). The basic principle of SERS is to amplify

the Raman response of a given analyte. The SERS effect was first discovered in

1974, and understood to be an enhancement of Raman scattering in 1977 [6, 7].

This is generally achieved by having an analyte attached or close to the surface

of a nanoscale metal substrate causing an enhancement factor of up to 1011 [8,9].

The exact mechanism of SERS enhancement is still an area of active research,

however it is generally accepted that two mechanisms contribute to the enhance-

ment [10]. One is based on electromagnetic field enhancement due to excitation

of EM resonances in the SERS active nanoscale metal substrate. The other is

known as chemical enhancement which is a result of the metal electrons causing

a charge transfer between the metal substrates and the adsorbates. The result

of the combined enhancement is an extremely powerful technique that combines

ultra sensitive detection limits with the molecular structure information from

Raman spectroscopy giving the possibility of single molecule detection [11].

2.3 Infrared Absorption and Fourier transform

infrared spectroscopy

If incident EM radiation on a sample is in the infrared (IR) region of the EM

spectrum then the IR radiation normally interacts with the vibrational modes of

molecules. This is because IR radiation has a relatively lower energy than UV or

visible light which tend to interact more with the electronic states of molecules.

If the molecules have a change in polarizability under the IR radiation then IR

Raman scattering is possible, however absorption of IR radiation is also possible.

The gross selection rule for IR absorption to occur within a molecule being

irradiated by IR light is that the molecule must undergo a change in dipole

moment. The selection rule can be described by considering equation 2.1.2. In

IR the transition from one vibrational state to another (n→ m) within a molecule

is caused by the absorption of a photon in the IR region of the EM spectrum.
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Assuming that the EM radiation distorts the electron cloud around the molecule,

as in Raman, the radiation will cause a perturbation of the electron cloud and

therefore oscillating dipoles. In the QM description, the absorption process is

controlled by the dipole moment operator µ̂q where

µ̂q =
∑
i

ei · q̂i, (2.3.11)

with ei being the effective charge at some atom i and qk being the distance to

the center of the molecule in terms of cartesian coodiates (x,y,z). In QM the

interaction between the incident IR radiation and the molecule can be written as

a dot product between the two systems, therefore similar to the induced dipole

oscillation in Raman we can write

~P = µ̂q · ~E, (2.3.12)

where ~P is the perturbation caused by the IR radiation. By averaging over all

of the directions in the Cartesian coordinate system the overall intensity of a

transition can be written,

In→m ∝ ([µx]
2
nm + [µy]

2
nm + [µz]

2
nm) (2.3.13)

where

[µq]nm = 〈ψ∗m|µ̂q|ψn〉. (2.3.14)

Therefore, a transition will only occur from n→ m if µ̂q is non-zero. As with the

polarizability tensor discussed previously, if we assume that the system is acting

as a harmonic oscillator we can expand µ̂q with respect to the normal coordinates

of the molecular vibration Qk. This gives

µ̂q = µ0
q +

3n−6∑
k=1

µ̂kq Qk + . . . (2.3.15)



with

µ̂kq =
( δµk
δQk

)
0
. (2.3.16)

The sum in the expansion differs to that of the induced dipole oscillations in

Raman scattering as the sum term in equation 2.3.15. This is because the sum

is dependent on the number of degrees of freedom in the molecule being interro-

gated3. The probability of an IR transition to occur and therefore IR radiation

to be absorbed can be written using equation 2.1.2,

[µ̂q] = 〈ψ∗m|µ̂q|ψn〉 (2.3.17)

= µ0
q〈ψ∗m|ψn〉+

3n−6∑
k=1

µ̂kq〈ψ∗m|Qk|ψn〉. (2.3.18)

Therefore, from 2.3.17 for a transition to occur then µ̂kq 6= 0 and the induced

dipole moment must change in time with respect to the normal coordinates of

the vibration. This leads to the gross selection rule for IR absorption to occur

being that there must be a change in dipole moment for a transition between

vibrational states to occur.

2.3.1 FTIR spectroscopy

IR light that has been absorbed by a molecule also can be recorded in terms of

a spectrum, usually in the form of absorbance vs wavenumber. When a molecule

absorbs in the IR region the frequency of the absorbed radiation matches the

frequency of the molecular vibration. Therefore different molecules and different

bond types absorb at different parts of the IR spectrum. In order to produce

a spectrum across the IR region an Michelson interferometer is commonly used.

The output from this is known as an interferogram. A Fourier transform of the

signal from the interferometer is required to obtain a spectrum with clear peaks.

Figure 2.4 shows a typical FTIR spectrum of dried human serum.

3The DOF in this example sum (3N-6) is the number of degrees of freedom for a non-linear

molecule. In the molecule was linear then the degrees of freedom would be (3N-5) [12].
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Figure 2.4: A typical FTIR spectrum of dried human serum.

The frequency of the absorption bands is proportional to the energy of the

molecular transition so higher energy transitions are on the left hand side of the

spectrum. To explain the proportion of light absorbed by a molecule then one

must again consider an EM wave propagating through a medium,

A(ψ) = A0 (ψ) ei(ωt−δ) (2.3.19)

where A is the amplitude of the propagating wave, ψ is the polarization angle,

ω is the angular frequency, δ is the phase angle and t is time [13]. This equation

only holds when the medium that the light is passing through is non-absorbing;

if the IR radiation passes through a molecule that absorbs some of the energy of

the radiation then this equation is modified to include a complex term. When

the molecule is absorbing the intensity of the EM radiation it can be written

I = I0e
−al, (2.3.20)

where I is the transmitted light intensity, I0 is the incident light intensity, a is the

absorption coefficient (where a = 2πk
λ

)and l is the path length that the radiation

passes through [14]. The Beer-Lambert law then follows directly from equation

2.3.20. According to the Beer-Lambert law the transmitted intensity from the

molecule varies with the concentration of the molecules and the sample length as

I = I0 e
−σNl, (2.3.21)



where σ is the absorption cross section or emissivity of the molecules and N is the

number of molecules per unit volume (concentration of a sample). The amount of

light absorbed by a molecule then has a linear relationship with the concentration

of the molecules in the sample

Absorbance = log
( I
I0

)
σ N l. (2.3.22)

This means that IR absorbance can be used to determine the concentration of

a molecule within a sample as well as its molecular bond information. It should

be noted that the intensity of a Raman(Stokes) line on a spectrum can also be

calculated in a similar manner using the Raman scattering cross-section of a

molecule, the intensity is given by

I = I0 σ
free
RamanN. (2.3.23)

In the case of Raman intensities, the Raman cross section is inversely proportional

to the wavelength of the incident light

σRaman ∝
1

λ4
, (2.3.24)

therefore the intensity of the Raman scattered light,

I ∝ I0
λ4
. (2.3.25)

Both Raman and FTIR spectroscopy techniques can provide the user with a wide

range of information about the molecule being interrogated. Both techniques

therefore lend themselves for use in characterising materials. However, correct

spectral interpretation is very important, especially when considering complex

biological samples.

2.4 Interpreting vibrational spectra

In general, vibrational spectra can be thought of as a ‘molecular fingerprint’

of the sample that is being interrogated. The spectral bands have three main

properties: band shape, band intensity and the band position (frequency). Figure

2.5 summarises the spectral band features for both Raman and IR spectra.
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Figure 2.5: Summary of spectral band features for both Raman and FTIR.

The intensity of spectral bands for both IR and Raman can be used in order to

determine the molar concentration of an analyte using the Beer-Lambert law and

equation (2.3.23). The band shape is essentially a measure of the amount that

the molecular vibrations within the sample are in phase with each other [15]. Vi-

brationally excited molecules in IR and Raman interactions relax to their ground

state within a picosecond scale. This is known as the ‘lifetime’ of molecules. Ini-

tially the excited molecules will vibrate coherently, however differences in vibra-

tional frequencies randomise the oscillations (dephasing), also within a picosec-

ond scale. This is known as the ‘coherence lifetime’. A spectrometer measures

molecules while they are excited and coherently vibrating. The combination of

the relaxing and dephasing effects is known as the effective lifetime τ . The effec-

tive lifetime is proportional to the band width and is related to the band shape

parameter, the full width half maximum (FWHM), by

∆x =
1

τ
. (2.4.26)

The effective lifetime (τ) of the molecular vibration is highly environmentally

dependant so changes in temperature, stress and the state (liquid,solid or gas) all

affect the spectral band shape.



The position along the x axis that spectral bands appear are molecule depen-

dent, the selection rules described previously govern if a molecule is IR or Raman

active. As an example, consider a molecule of carbon dioxide. The molecule is

linear and therefore has 4 vibrational modes. Two stretching modes and two

bending modes (Figure 2.6).

Figure 2.6: Vibrational modes of CO2 molecule.

The symmetric stretching mode causes a change in polarizability in the molecule

and is therefore Raman active, the asymmetric stretch would not cause a change

in overall polarizability, but would cause a change in dipole moment. Therefore

the asymmetric stretch is active in the IR. The bending modes are also active in

the IR, however, despite there being three vibrational modes that are active in

the IR these modes only cause two bands on the IR absorption spectrum (peaks

around 666cm−1 and 2350cm−1). This is due to degeneracy effects, where the

two bending modes are exactly opposite and therefore have the ‘same’ change in

dipole moment.

2.4.1 Choosing the right spectroscopic method

When considering which spectroscopic technique is best for a particular sample

type it is vital to consider the vibrational selection rules, environment of the sam-

ple and concentration of the analyte. Many molecules are active in both Raman

and IR. Figure 2.7 shows representative Raman spectrum and a representative

FTIR spectrum of polystyrene.

It is clear that although many of the vibrational modes are strong in both the
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(a) Raman spectrum of polystyrene (b) FTIR spectrum of polystyrene

Figure 2.7: Representative Raman spectrum of polystyrene (a) and FTIR spectrum of

the same piece of polystyrene (b). Wavenumbers that are very strong in the Raman

Spectrum at 1600cm−1 are also present in the FTIR spectrum, however the strongest

band at 100cm−1 is barely visible in the FTIR spectrum and the strong band at 700cm−1

is the FTIR spectrum is not visible in the Raman spectrum.

IR and the Raman spectra the peaks don’t completely coincide with each other.

Some peaks that are strong in Raman are weak in IR and vice versa depending on

molecular structure. Generally, Raman is more sensitive to heteronuclear bonds

whereas FTIR is more sensitive to homonuclear bonds and is very sensitive to

OH bonds in water. Furthermore, Raman is more sensitive to how amorphous

the crystal structure of the analyte is and less sensitive to IR overtones which

leads to Raman peaks being generally sharper and more easily resolved than

FTIR bands [13]. For a full treatment of the theoretical and experimental dif-

ferences between Raman and FTIR spectra the reader is directed to [14]. When

considering biological samples, both Raman and FTIR spectroscopy have been

used previously to characterise protein structure [16–18]. Both techniques have

also been used for disease classification in biological samples [19–22]. However,

Raman holds many desirable properties for the application to a biofluid based

method of disease detection. One of the biggest advantages of using Raman spec-

troscopy is that samples can be in aqueous solutions as water has a small Raman

cross-section at near-infrared wavelengths. For this reason the following section

will cover the current role of vibrational spectroscopy in detecting CRC with a

focus on Raman spectroscopy.



2.5 Current role of Vibrational spectroscopy in

detecting colorectal cancer

Current methods for detecting colorectal cancer are through screening and sec-

ondary care testing. In general these are invasive, expensive and cause high

patient anxiety. There are currently no blood based tests in use in the UK for de-

tecting CRC; histopathology of resected tissue specimens remains the ’gold stan-

dard’ technique for diagnosis and staging. Raman and FTIR have been explored

for diagnosis of CRC independently and also coupled with immunohistochemical

staining [23,24]. Table 2.1 provides an overview of the strengths and weaknesses

of FTIR, Raman and traditional hematoxylin and eosin staining (H&E) [25–27]

when used for clinical applications .

Table 2.1: Comparison of detection techniques

Raman FTIR H&E staining

Method of Detection Inelastic scattering

of monochromatic

(laser) light

Absorbance

(polychromatic

light source)

Combination of

basic and acidic

dyes

Real Time Yes Yes No

Wavenumber range (cm−1) 50-4000 400-4000 N/A

Spatial Resolution < 1 µm 5 µm cellular

Enhancement Techniques SERS, TERS,

CARS, SORS, SRS

ATR “Special” staining

Effect of water Minimal Large absorbance

in NIR region

No

Destructive to Sample No No Yes

SERS: Surface enhanced Raman spectroscopy; TERS: Tip enhanced Raman spectroscopy;

CARS: Coherent anti-Stokes Raman spectroscopy; SORS: Spatially offset Raman spectroscopy;

SRS: Stimulated Raman spectroscopy; ATR: Attenuated total reflection; FTIR: Fourier trans-

form infrared spectroscopy; NIR: Near-infrared; N/A: Not available.

It suggests that for application to biological samples such as tissues and bioflu-

ids Raman could be the most favourable option. When used appropriately, Ra-

man, like FTIR is non destructive and can be performed in real time compared to
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H and E staining. The advantage of Raman over FTIR is the larger wavenumber

range than FTIR and with better spatial resolution than both FTIR and H&E.

Furthermore, Raman is a technique that relies on scattering so measurements

can be taken with a wide range of instrumentation including microscopes and en-

doscopic probes. This is advantageous for in-vivo applications because it makes

it possible to study samples that are optically too thick for transmission tech-

niques which is traditionally the method for FTIR data collection in biological

samples [28]. This, along with the need for a less invasive diagnostic tool that

can analyse liquid biofluids leads to the remainder of this review focusing on the

application of Raman technology to detecting CRC.

2.6 Clinical applications of Raman spectroscopy

in colorectal cancer

Histopathological analysis of tissue biopsies is still considered the gold standard

for the diagnosis of malignant tissues that have been surgically resected. Typi-

cally, after tissure fixation, sections of tissue are cut and mounted onto glass slides

then stained using various methods to determine TNM stage, tumour type, histo-

logic grade and the level of vascular invasion. However, histopathology is a slow

process that requires a trained pathologist, it is also inherently subjective [29].

Raman spectroscopy offers the possibility of determining the presence of malig-

nancy by detecting differences in Raman spectral features between normal and

malignant tissue. Previously, Raman spectroscopy has been applied to in vivo

probes that have the ability to discriminate multiple tissue types [30,31], biofluid

analysis [32] and also analysis of cancerous cell lines for both discrimination and

characterization [33]. The motivation behind using Raman used in vivo is to aid

rapid diagnosis and help to identify possible areas of tissue for biopsy that might

otherwise be missed. A summary of the literature and different applications of

Raman towards clinical applications for CRC can be found in Table 2.2.



Method Sampling

Type

Patient

Num-

ber

Author/sYear Spectral

Re-

gion

(cm−1)

Laser

exci-

tation

(nm)

Data

analy-

sis

Probe In vivo

(tissue)

20 Shim et

al.

2000 450-

1800

785 PCA,

PLS,

ANN

Probe In vivo

& ex

vivo

(tissue)

9 Molckovsky

et al.

2003 900-

1800

785 PCA,

LDA,

LOOCV

Micro-spectrometer In vitro

(pri-

mary

culture)

10 Chen et

al

2006 500-

1900

782.5 PCA

Probe Ex vivo

(tissue)

59 Widjaja

et al.

2008 800-

1800

785 PCA,

SVM,

LOOCV

Micro-spectrometer Ex vivo

(tissue)

54 Beljebbar

et al.

2009 600-

1800

785 SVM,

PCA

Micro-spectrometer In vitro

(serum)

120 Li et al. 2012 800-

1800

785 PCR,

PLSR,

LDA

Micro-spectrometer In vitro

(Cell

lines)

N/A Ranc et

al.

2013 400-

1800

532 PCA

Probe In vitro

(tissue)

177 Wood

et al.

2014 800-

1800

830 PCA,

LDA,

LOOCV

Micro-spectrometer In vivo

(tissue)

50 Bergholt

et al.

2014 (800-

1800) &

(2800-

3600)

785 PLS,

LDA

Table 2.2: Table summarising the clinical applications of Raman spectroscopy to Col-

orectal Cancer. Where principal component analysis (PCA), linear differential analysis

(LDA), principal least squares regression analysis (PLS/PLSR), leave one out cross val-

idation (LOOCV), artificial neural network (ANN) and support vector machine (SVM).
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Table 2.2 shows that most clinical applications of Raman have been in the

near-infrared (NIR) region using 785 nm laser excitation for analysing tissue

samples. This is likely due to reduced fluorescence of biological samples in the

NIR region, furthermore photons from the 785 nm laser have lower energy than

those in the visible region so are often less likely to damage a biological sample.

The work is generally done in the “fingerprint region” of the Raman spectrum,

i.e., 400-1800 cm−1 due to molecular bonds present in biological samples being

Raman active in this region. All of the studies use chemometric data analysis so

it seems for NR this is essential to differentiate the small differences in the Raman

spectra when using biological samples. It is also clear that work in the field has

been dominated by work towards the development of in vivo Raman probes for

use during endoscopy but more recent work has used both Raman probes and

micro-spectrometers.

2.6.1 Tissue analysis

Reviews dedicated to Raman spectroscopy for clinically useful in vivo probes for

many types of tissue including tissues of the gastrointestinal (GI) tract are already

available [25, 34, 35]. These in vivo probes were first introduced by Shim et al

(2000) [36]. In general, the in vivo probes use a laser excitation source in the NIR

wavelength range (light is non-mutagenic in this region) coupled to an optical

fibre probe. The probe acts as both a source of light and a detector relaying

a signal back to a charged coupled device detector (CCD) and computer for

analysis. The development of probes is not a simple process, some materials that

the probes are manufactured from have a large Raman cross section leading to

design challenges regarding signal to noise ratio (gaining unwanted noise from the

material). Other issues can be caused by tissue fluorescence signals being larger

than the Raman signal making data acquisition difficult and spectral acquisition

times impractical for clinical applications (more than 10 min). Nevertheless, some

research groups have been successful in designing probes with short acquisition

times, for specific use with gastrointestinal tissue for use in routine endoscopy

that have short acquisition times [30,37].



Shim et al (2000) successfully applied an in vivo probe to gain Raman spec-

tra of colonic and oesophageal tissues from 20 patients [30]. The pressure spec-

tral acquisitions were made with 5 s exposure time and repeated at normal and

malignant sites. In the colonic tissue subtle differences between spectral area

1100-1800cm−1 were identified in normal versus malignant sites. PCA and LDA

analysis was then used to determine accuracy for application to GI diagnostics

however no specific results relating to diagnostics were published.

Molckovsky et al (2003) were the first to assess the diagnostic potential of near

infrared Raman spectroscopy on colonic tissue by using adenomatous polyps as

a model for dysplasia. The group used a custom-made fibre-optic Raman probe

and used PCA-LDA analysis and LOOCV to analyse a total of 33 polyps from

8 patients [38]. After an initial ex vivo study of polypectomy specimens that

involved a total of 54 spectra the analysis algorithm identified a sensitivity of 91%

and a specificity of 95%. An in vivo study was then conducted with a total of 19

spectra form 9 polyps, after spectral analysis the algorithm identified adenomas

with a sensitivity of 100% and specificity of 89%. A similar study involving a more

ex vivo specimens was conducted by Widjaja et al (2008), the group were able to

differentiate cancerous tissue with 100% sensitivity and 98.1%-99.7% specificity

using a diagnostic algorithm using PCA and LDA [39].

Raman spectroscopy also has been investigated as a complementary technique

to histopathology. The first application of Raman spectroscopy to discriminate

between cancerous vs normal colonic tissue (among others) was by Feld et al

(1995) [40]. The group looked at the difference spectra between normal and

cancerous tissue. Results showed potential with spectral differences in the tissue

that could be due to higher nucleic acid levels in the cancerous samples.

Beljebbar et al (2009) used a Raman micro spectrometer on 27 normal and 27

cancerous ex vivo frozen tissue samples. Unsupervised hierarchal cluster analysis

to differentiate between normal and adeno-carcinomatous human colonic tissues

was discussed [41]. The technique was based on the spatial distribution of molec-

ular changes in colon constituents such as proteins, lipids and nucleic acids. The

spectroscopic data were then used to create pseudo-colour Raman images of tis-

sues for comparison with histopathological slides. Databases were created for the
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purpose of comparing unknown specimens. Six extra frozen unknown samples

were fed into the database and were correctly identified as either cancerous or

normal [41]. This study showed the potential for Raman spectroscopy to aid

histopathology by adding structural molecular information to the visible infor-

mation gained from H and E staining. This study used frozen tissue samples

but there are different fixation methods available. There have been studies on

the effect that different fixation methods of both cell lines and tissue samples

taken from resection has on the Raman spectral signature but these will not be

discussed further in this review [42–44].

It should be noted that Raman spectroscopy used as an adjunct to histopathol-

ogy has not just been applied to CRC. Some groups have investigated the use

of stimulated Raman spectroscopy (SRS) to create spectral histopathological im-

ages for breast, brain and skin tissue among others [45–47]. For example, Satoh

et al (2014) used SRS and PCA multivariate analysis to produce Raman map

images of damaged liver tissue in mice [48]. The images could then be compared

to different staining methods used in histopathology.

2.7 Detection of colorectal cancer in blood sam-

ples

The small Raman cross section of water is advantageous for the study of biofluid

samples such as urine and blood as they can be analysed whilst still liquid. Berger

et al (1999) introduced the idea that Raman had potential for the analysis of

biofluids, in particular human blood [49]. Premasiri et al (2012) found that

the Raman spectra of whole human blood are dominated by the normal modes

of either oxygenated or deoxygenated haemoglobin porphyrin macrocycle and

haemoglobin [50]. To combat this some studies were performed on blood deriva-

tives. Harris et al (2009) discussed the potential of peripheral blood samples

analysed by NR to provide cancer screening in head and neck cancer [51]. Using

Raman spectroscopy and LDA analysis alone the study found this technique to

have approximately 65% specificity and sensitivity for the discrimination of can-



cer in peripheral blood samples. The use of non-enhanced Raman spectroscopy

for the discrimination of blood serum between normal and CRC was first reported

by Li et al (2012) [52]. Li et al used clinical samples from 44 colon, 46 rectum

and 30 healthy controls. Raman peak parameters and fluorescence background

were used along with multivariate analysis techniques such as PCR and PLSR

for the dimension deduction of spectral data. LDA on PCs was used to assess

diagnostic performance. Three distinct Raman peaks were found to have signif-

icance: 1029cm−1, 1538cm−1 and 1170cm−1. The 1538cm−1 peak was assigned

to beta-carotene and 1170cm−1 to tryptophan and phenylalanine. On comparing

the average spectra from the three sample groups the latter two peaks were shown

to decrease in the cancer compared to the control group. This was explained as a

decrease in anti-cancer related molecules. This study showed that it is possible to

discriminate between serum samples of patients with and without CRC. The re-

sult of the PCR-LDA analysis was promising as it identified normal samples with

87.5% accuracy and 96.7% specificity and colon cancer samples with a sensitivity

of 84.8%.

2.7.1 Surface enhanced Raman scattering detection meth-

ods

Some Raman techniques are subject to interference from samples that exhibit

fluorescence; a fluorescence signal is far greater than the Raman response so can

mask Raman signals. Fluorescence is fairly common when using wavelengths

less than 785 nm that are used commonly in biological studies. SERS offers a

resolution to some of these issues as it reduces the effects of inherent fluorescence

while increasing the intensity of the Raman response of the sample. Premasiri et

al (2001) demonstrated the need for an enhancement mechanism to detect some

low concentration analytes in urine using Raman spectroscopy [53]. Urea had a

sufficiently high concentration to be analysed by NR in liquid form however, lower-

level nitrogen compounds needed enhanced Raman spectroscopy for detection.

Therefore, SERS was used as an enhancement mechanism in to enable detection

of the compounds that were in concentrations too low to detect with Raman.
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2.7.2 Clinical applications of Surface enhanced Raman

spectroscopy for colorectal cancer

The main use of SERS in clinical applications for CRC has been as a detection

method. Lin et al (2011) were the first to report SERS serum analysis for the

detection of CRC [54]. In their study 43 nm spherical colloidal gold nanoparticles

were simply mixed with serum samples from 38 patients and 45 control samples

and dropped onto an aluminium substrate. This technique is known as label-free

SERS. It generally relies on blood constituents being adsorbed onto the surface

of metallic nanoparticles causing an enhanced Raman response. In the Lin et al

study a Raman micro-spectrometer (Renishaw, Great Britain) fitted with a 785

nm diode laser was used to gain spectra in the 300-1800 cm−1 range. Spectra from

the two groups were normalised to the integrated area under the curve in the 350-

1750 cm−1 wavenumber range. The mean spectrum for the normal serum and the

cancer serum were then compared to isolate wavenumbers that showed the most

variation between the two groups. An empirical diagnostic algorithm based on

peak intensities at 725 cm−1 and 638 cm−1 was then used to classify the normal

and the cancer samples. These were chosen based on previous studies by Han et al

(2008) that showed the ratio to be an important disease marker. The empirical

algorithm technique was compared PCA-LDA multivariate analysis [55]. The

PCA analysis then used whole spectra to discern the spectral components that

had the largest variation. After comparison the group found PCA-LDA to be

more effective at detecting CRC. Specificities for detecting cancer to be 68.4%

and 97.4% for the empirical approach and the multivariate approach, respectively.

This study showed that through simply mixing gold nanoparticles with serum that

it is possible to discriminate between normal and cancer samples using SERS

along with both empirical and multivariate analysis techniques. The potential

for using whole spectra coupled with PCA-LDA as a screening technique for

CRC was then discussed using the PCA-LDA methods in a second publication

from the same group [56]. The two publications also included tentative peak

assignments and major vibrational bands that have been observed previously in

serum samples. The peak assignments are vital for an accurate description of



what is happening at the molecular level when a patient has a disease. However,

due to the additive nature and complex compounds found in serum samples label-

free SERS techniques are subject to huge amounts of variation. The field therefore

developed into a specific molecule detection method.

The need for specific detection has motivated the development of labelled

SERS probes. These probes have previously been used for detecting disease spe-

cific proteins in both tissue and serum samples [56–60]. They have also been used

for the detection of circulating tumour cells [61]. However little is reported on

the specific application of targeted SERS probes for use in detecting CRC [62].

In general, targeted SERS techniques rely on either aggregation of antibody-

functionalised nanoparticles after exposure to a protein or they are used to form

of sandwich immunoassay similar to that of an enzyme-linked immunosorbent as-

say (ELISA) setup but using SERS active probes rather than fluorescent-tagged

antibodies. Chen et al (2013) developed a SERS based immunoassay for the de-

tection of carcinoembryonic antigen (CEA) in serum of patients with CRCs. CEA

antibody functionalised glass slides were used in conjunction with SERS active

probes that were also functionalised with anti-CEA [63]. A range of concentra-

tions from 5 10-3-5 105 ng/mL CEA were prepared and the SERS response

monitored. The SERS intensity was correlated linearly with the concentration of

CEA in the characteristic peak of the Raman reporter molecule at 1077 cm−1 and

hence a calibration curve was established. CEA concentrations in serum samples

form 26 patients with CRC were then analysed with both SERS immunoassay and

electrochemical luminescence. The results were then compared and the two tech-

niques had similar agreement. Using the calibration curve for the patient samples

a detection limit of 5 pg/ mL was achieved. This is the only study specifically

using CEA for the detection of CRC, however there is other work in the literature

using CEA conjugated antibodies but in other disease settings [58], [59]. Another

slightly different approach to use SERS as a characterisation/ validation tool

when developing other nanoscale devices for clinical use such as the work done by

da Paz et al (2012) [64]. In this study SERS was used as a characterisation tool

in the development of maghemite nanoparticles as a theragnostic device for CRC.

The SERS active nano- particles used in this study were functionalised with Anti-
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CEA antigen in the hope that they can be used to detect primary and metastatic

CRC, the authors hoped that these nanoparticles could then be developed for a

variety of applications including magnetic resonance imaging (MRI) enhancement

and targeted drug delivery although nothing further has been published.

2.7.3 The limitations of Raman and surface enhanced Ra-

man spectroscopy in clinical applications

Raman and SERS based tools have shown potential that they will have a place

as either an alternative or an adjunct to current diagnostic methods. The devel-

opment of SERS biomarker detection could also lead to its use in personalized

medicine. However, there are still some limitations of Raman and SERS tech-

niques that will need to be overcome before they are used routinely in a clinical

setting. These include:

• Many Raman studies involve costly equipment and expensive substrates,

there will need to be investigations into cost reduction for large scale appli-

cations;

• Raman and SERS studies that are carried out in a laboratory will require

sample handling and storage, the effect of handling samples and storage

techniques on the performance of Raman based tools will need to be quan-

tified;

• Thermal damage thresholds of in vivo tissue and ex vivo tissue samples

from the colon and rectum will need to be established;

• Many clinical studies use different analytical techniques, and require the

skill of the user to interpret the results. User-friendly software for diagnostic

analysis of the spectra will need to be developed and tested for multi-user

reliability;

• Inter-equipment and inter-user variability studies will need to be carried

out, Raman equipment can often be susceptible to variability from external

factors such as room temp, laser stability, etc.;



• SERS based techniques have been subject to reproducibility issues, CRC is

a heterogeneous disease so if immunoassay style tools are to be used then

large scale studies with clinical samples will need to be carried out.

• SERS based methods still rely on named biomarkers so will always cost

more than normal Raman and other label-free techniques.

2.8 Conclusions from review of the literature

In the field of cancer detection in general Raman spectroscopy and SERS have

gone through a period of rapid progress in the last decade. The use of Raman

in clinical applications for CRC has been dominated previously by the discrim-

ination of cancerous vs non-cancerous tissue with only a few studies on the use

of Raman with biofluids for CRC detection. Currently, there are successful in

vivo Raman tools for real-time use during endoscopy. These tools can be used to

gain molecular information through Raman imaging and traditional spectroscopy.

Therefore, they aid current endoscopic techniques by providing molecular infor-

mation that could be missed using traditional methods. However, endoscopic

Raman tools remain expensive to produce and require specialist knowledge to

operate the machinery. This does not improve the referral process as a patient

still undergoes an invasive procedure. Furthermore, thermal thresholds for the

damage of GI tissue need to be properly established before these tools can used in

a routine clinical setting. Future research into the large-scale manufacture (and

miniaturisation) of endoscopic Raman tools needs to be carried out to investigate

variability between sites and the cost effectiveness of Raman tools compared to

current technology.

SERS has emerged as an alternative method to Raman for detection of low

concentration analytes as it enhances signals and reduces fluorescence compared

to Raman. Currently, research uses different techniques are used to gain a SERS

response from samples. One of the limitations of SERS based techniques has been

variation in the plasmon resonance of nano-structures which are subject to large

variability. Therefore, in SERS methods, research into reducing the variability in
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SERS response even across a single sample will need to be investigated. Another

method of gaining a SERS response is through a SERS based immunoassay; this

has been used successfully to detect the current accepted biomarker for CRC

CEA. However, SERS based immunoassay to detect CRC are still reliant on

having a named biomarker to detect. Reviews questioned the effectiveness of

CEA as a screening tool [65]. This along with the variability of SERS and the

reliance of protein or metabolite based biomarkers means it would potentially be

difficult to translate especially into a primary care setting.

The least studied application for Raman in detecting CRC is the potential of

using normal Raman for biofluid analysis. Label free analysis holds the greatest

potential for clinical translation as a primary care referral tool. This is due to the

fact that blood tests have the potential to be less invasive, quicker and cheaper

than the current diagnostic tests [66]. There is also a clinical need in the UK for

tests that aid the referral process by providing GPs more information, that have

a quick turnaround, and are simple to interpret result. There are currently other

CRC detection tests in development that are more advanced than Raman based

blood tests such as mSept9 blood based testing. However, the cost of these tests

their availability in the UK are yet to be confirmed [66].

There are no current studies that use non-enhanced Raman spectroscopy for

CRC detection on liquid serum samples. Resonance Raman has been used pre-

viously with fluorescence to detect CRC but for the technique to be translated a

larger cohort of samples is needed. Studies using other vibrational spectroscopy

techniques such as FTIR have suggested that biofluid spectroscopy holds huge

promise in being translated to a clinical setting [1]. Therefore the work in this

thesis will concentrate on the development of serum Raman spectroscopy for the

detection of CRC. Specifically the potential of serum Raman spectroscopy to be

used as a diagnostic aid to primary care clinicians as a referral triage tool.
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Chapter 3

Experimental principles, materials

and methods

This chapter will include a description of the general materials and methods used

throughout this work. Sample handling and storage will be considered the general

experimental principles behind Raman and FTIR spectroscopy will be covered.

Any parameters that were kept consistent during the work will be presented, with

any parameters that required optimisation are detailed in the relevant chapters.

3.1 General Considerations

Personal protective equipment including safety glasses, laser safety goggles, lab-

oratory coats and disposable gloves were utilised as appropriate. Laser safety

training and hepatitis B immunisation were carried out prior to work commenc-

ing. All reagents and other waste products were disposed of in accordance with

Swansea University’s health and safety protocols.

Ethical approval

Ethical approval for sample collection during this study was granted by Health

and Care Research Wales Research Ethics Service (REC reference 14/WA/0028).

Patients were prospectively recruited from a university teaching hospital after

written informed consent. Blood samples were collected from each patient by

a trained phlebotomy. On sample collection patient data were anonymised and

stored with a reference number.
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Patient inclusion criteria

Patients were recruited prospectively into seven research groups as detailed in

the Appendix A. All patients in the colorectal cancer cohort had their tumour

status pathologically verified by a consultant histopathologist. All patients in the

control group had a normal colonoscopy with exclusion of adenomatous polyps

and malignancy. Smoking status, co-morbidities and current medications were

also recorded.

Sample handling/storage

Five millilitres of blood was collected by venous blood collection using serum

separator gel tubes (BD Vacutainer, USA) unless otherwise stated. All blood

samples were left to clot for 30mins before being spun at 1300g for 10 minutes

in a swing head centrifuge. Fresh samples (250 µl aliquots) were then kept on

ice until data collection within 24 hours of blood collection as to prevent sample

degradation. The remainder of the samples were aliquotted again at 250 µl and

stored at -80◦C until thawed for data collection. Frozen samples were thawed on

ice and data were collected within 24h of thawing.

3.2 Raman Microspectroscopy

3.2.1 Raman spectrometer overview

The Renishaw InVia Raman spectrometer (Reflex) was used to obtain all Raman

data. The system consists of two laser sources that are coupled to an upright

microscope in a backscatter collection configuration. The microscope is within

a sealed pod that includes a motorised stage that allows the user to focus laser

light onto a sample for investigation with out being exposed to laser light. The

system is controlled by the Renishaw Wire software which automatically controls

laser beam path alignment into the microscope and allows the user to control the

alignment, focusing and data acquisition. Figure 3.1 shows an overview of the

beam path set up in the Renishaw system. Briefly, the two laser light sources
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are a visible 532 nm (Nd:YAG) and a near infra-red 785 nm (diode). Both light

sources have separate beam paths which are aligned automatically when a source

is selected using the Wire software. Once a light source has been selected and

the corresponding optical mirrors aligned the laser beam enters the system. On

entry, the beam encounters a set of neutral density (ND) filters. These allow

for a selection of the percentage attenuation of the laser beam into the system

which can be selected using the Wire interface. The percentage attenuation has

16 possible options ranging from 0.00000005% to 100%. This is an especially

important feature when using the system to acquire data on soft matter materials

such as blood products which can be photosensitive or damaged by too much light

exposure. Once the beam has passed through the ND filters it is redirected using

a motorised mirror into the system.

Figure 3.1: Renishaw InVia Raman Microscope beam path.

In the system, the beam passes through a beam expander and an optional pin

hole. The pin hole does not affect the beam path of the 532 nm laser. However,

it can be used with the 785 nm laser in order to create an attenuated point laser

spot rather than the line beam created by the laser. The maximum output from

the 785 nm laser at the source is 300 mW, the maximum output at the source



for the 532 nm laser is 150 mW.

(a) Pin hole out (b) Pin hole in

Figure 3.2: Beamline shape for the 785nm laser line with pinhole in (a) and pinhole

out(b).

After the beam has passed the pin hole the beam is re-directed by another

motorised mirror onto another series of mirrors to focus the beam onto a sample

through the microscope objective. At the sample the laser power for the 785 nm

laser and the 532 nm lasers were in the range between 165-185 mW and 45-55

mW, respectively without the pinhole and at 100% laser power.

The choice of objective is important as the objective is responsible for focusing

the laser beam onto a sample as well as collecting the backscattered Rayleigh and

Raman light. The beam of light then gets directed through a Raman edge filter.

The edge filter is a type of long pass filter that absorbs all light up to a certain

wavelength e.g. for a 785 nm laser will absorb up to 787 nm. It then transmits

all light above that wavelength allowing only the Raman shifted light to pass.

Therefore the beam of reflected light from the sample has all Rayleigh scattered

light filtered off allowing detection of only the Raman scattered light. The InVia

system is equipped with an edge filter for both 785 nm and 532 nm light.

Following the edge filter, the beam then passes through a pre-slit lens which

focuses the light into a slit. The light is then re-dispersed via a post-slit lens and

is then collimated before passing into a triangular mirror where it is then directed

onto a diffraction grating. The diffraction grating then disperses the collimated

light according to wavelength. The Renishaw InVia system is equipped with two

diffraction gratings. The choice of grating is important as it affects the spectral

resolution that can be achieved with the instrument. As the Renishaw is an ‘off
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the shelf’ system the entrance slit aperture, focal length, laser wavelength and

CCD pixels per nm are fixed meaning that the only ‘variable’ element that affects

the spectral resolution is the diffraction grating. The system has 2 grating options

of 1200 g/mm and 2400 g/mm which the system is optimised for use with the

785 nm and 532 nm lasers respectively. The Wire software automatically selects

the most appropriate grating for the chosen wavelength. Once the light has been

dispersed in the spectrometer by the diffraction grating it is then directed onto

the CCD array via the second face of the triangular mirror. The CCD detector

is cooled by a Peltier cooling system with a small fan to assist with airflow.

The individual measurement parameters including the grating choice, laser line,

acquisition times and laser power will be detailed in the relevant results chapters.

3.2.2 Taking a Raman Spectrum

The Raman system is controlled entirely by the Renishaw Wire software. There-

fore all measurement parameters are selected from within the software. The

software has a simple measurement setup window in which all of the spectral

parameters for the measurement are selected. Figure 3.3 is a screenshot of the

spectra measurement set-up window for a basic spectral acquisition. The spectral

setup is split into seven tabs regions which have settings in each. The Raman sys-

tem used in this work did not have a temperature cell therefore the temperature

setting were set as default as were the Focus-Track settings.

When setting up a spectral acquisition, there are different scan types that

can be performed from the Wire software, extended scans span across the entire

wavelength range of a spectrum (100-3200 cm−1) but require a longer laser light

exposure time (≥ 10 s). They are performed by moving the diffraction grating and

the charge across the CCD detector simultaneously. The other type of scan that

is possible in the Renishaw system is a ‘static’ scan where the grating remains in

a fixed position and the scan interrogates a smaller spectral range. The work in

this thesis used static scans throughout. This is partly due to the majority of the

spectral information from biological samples being in the fingerprint region of the

spectrum (610-1720 cm−1). It was also in part due to wanting to minimise laser



(a) Spectral range setup. (b) Spectral aquisition options.

(c) Timing settings. (d) Advanced measurement settings.

Figure 3.3: Screenshots of each stage of a spectral measurement setup.

exposure time on the samples and the fact that static scans can be performed a

lot more quickly than extended scans. The other parameters in each tab were

optimised for each type of spectral measurement and substrate used in this work

and the details of the measurement conditions are detailed in each chapter that

Raman spectral measurements were used. Setting that are not mentioned in the

optimisation of each chapter were kept as the default settings in figure 3.3.

Microscope Objectives

The system used in this work includes 5x, 10x, 20x, 50x and 100x dry objectives

and one 20x water immersion lens. The choice of lens in this work was dependant

on the maximisation of light collection rather than spatial resolution in most cases

as this work did not generally involve imaging. Dry spectra in this thesis were

taken using a 50x objective unless otherwise stated. Liquid spectra were taken

with 10x objective unless otherwise stated.

All of the objectives within the system were Leica objectives, however, they

differed in their lens coating. Some objectives were N Plan objectives and one

was a Hi Plan objectives (10x objective). In general the N plan objectives have a
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lower spectral contribution than Hi Plan objectives due to the differences in their

coatings causing a lower internal contribution to spectra from the lens. Despite

this, the 10x objective was selected for liquid measurements due to its longer

working distance. This allowed higher throughput of measurements which are

essential for translation. An example of the objective contribution from the 10x

Hi Plan objective can be seen in Figure 3.4.

Figure 3.4: HiPlan objective (10x) spectral contribution.

Internal Calibration

The Renishaw system includes an internal silicon reference sample which can

be used to calibrate the beam path and CCD area along with a daily check of

relative laser power. The sample is located in a sealed part of the pod above

the microscope. The position of the sample is therefore only adjustable via au-

tomated calibration. An internal silicon reference scan was taken daily before

measurements for each laser line. The system can also be calibrated with a Neon

calibration source (NeAr) which was conducted at the commencement of the work

to calibrate the system (x axis) to Neon spectral lines.

Internal reference parameters

An internal reference spectrum was taken each day for each laser before measure-

ment. After each reference spectrum a curve was fitted to obtain the intensity

and position of the reference peak. The spectrum was calibrated daily to produce

spectra with an intensity of higher than 18,000 and 15,000 counts for the 785 nm



and the 532 nm laser lines respectively. The position of the peak was calibrated

to 520 cm−1 ± 0.5 cm−1 daily.

Data handling

All Raman spectral data were collected using the Renishaw Wire software. Spec-

tra were automatically saved into .wdf format. Spectra were then converted to

.txt files before exporting into MATLAB for spectral pre-processing and analysis

(detailed in Chapter 4).

3.3 Cleaning methods (substrates)

A stainless steel multi-well plate has been developed in this work (detailed in

Chapter 5). Post spectral measurements the plate was washed with washing up

liquid (Fairy, UK) and each well scrubbed. It was then rinsed with deionised

water, ultrasonicated for 5 mins in ethanol, then ultrasonicated for 5 mins in

deionised water. The well plate was then dried with pressured air.

3.4 Attenuated total reflectance spectroscopy

The PerkinElmer spectrum two attenuated total reflectance (ATR-FTIR) spec-

trometer was used for all ATR-FTIR data acquisition during this work. The

system is closed and completely controlled via the PerkinElmer Spectrum soft-

ware. The spectrometer system comprises an infra-red light source (GLOWBAR)

that emits an effervescent wave through the system as in Figure 3.4. The IR light

is then directed via a mirror to a Michelson interferometer, after this the beam

is directed further around the system via a series of mirrors. The beam then

passes through a Jacquinot stop (aperture) to limit the size of the spot size on

the detector. The beam then goes past another mirror into the removable ele-

ment of the spectrometer. For this work a diamond ATR element configuration

(PerkinElmer,USA) was used. The ATR acts as a substrate for the sample as

well as an element of the beampath. The beam passes through the ATR element

(single bounce through the diamond crystal) with path length of 3 µm above the
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Figure 3.5: PerkinElmer Spectrum Two Beampath.

crystal. If the sample is IR active it will absorb IR radiation, the remaining trans-

mitted light is then passed back onto another mirror and onto the detector. The

detected interferogram then gets transformed into a spectrum via a fast Fourier

transform (FFT) algorithm that is in-built into the SpectrumTMsoftware. For a

full treatment of Fourier Transforms of an interferogram the reader is directed

to [1].

3.4.1 Environmental contributions

The beam that enters the detector (the interferogram) contains contributions

from the instrument, ATR element and also any air coming into contact with

the beam (CO2 molecules are highly IR active see Chapter 2). As a result, the

spectrum produced by the spectrometer will contain all of this information which

has the potential to mask the contribution from the sample of interest. As a

result a background reference spectrum must be taken before placing a sample

onto the ATR element. This background is then subtracted from subsequent

measurements to negate the environmental contribution effects to the spectrum.



Background scan parameters

Background spectra were taken between each patient sample via the automated

background collection within the Spectrum TMsoftware. Background spectra were

in the full spectral range 400-4000 cm−1 and each scan consisted of 24 accumulated

scans. The background was automatically subtracted from the data for each

sample. Figure 3.5 shows an example of the background spectrum from the

Spectrum Two that was used for the work during this project. The spectrum

is a transmission energy spectrum. The spectrum is dominated by the spectral

bands (c-c) from the diamond ATR-emelment with peaks in the region from 1900-

2400 cm−1 as well as a broad peak in the 2400-2800 cm−1 region of the spectrum.

However, this spectrum also includes a spectrum of the environment surrounding

the surface of the ATR crystal i.e air. There are therefore also some bands in this

spectrum that can be attributed to CO2 at 2350 cm−1 and 667 cm−1 [2].

Figure 3.6: Energy Spectrum of the background components of the FTIR spectrum.

3.4.2 Measurement conditions

All spectra were acquired in the Spectrum software package using the full wavenum-

ber range of 400-400 cm−1. Each spectrum consisted of 24 accumulations and

was exported as a .csv file after each measurement acquisition for analysis in

the MATLAB environment. For each serum sample 2 µl was pipetted onto the

measurement substrate before data acquisition. For liquid FTIR measurements

serum samples were pipetted directly onto the ATR crystal and spectra were

taken to avoid immediately to avoid evaporation effects.
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Chapter 4

Spectral processing and analysis

4.1 Introduction

Raman and FTIR spectral signal processing is often divided into two main as-

pects: pre-processing and analysis. Pre-processing is the process of removing

unwanted features from the spectral dataset and preparing it for analysis. The

need for pre-processing arises from the dependence of vibrational spectroscopy on

light scattering or absorbance effects that can have small variations between mea-

surements causing small spectral differences even if the test sample is identical.

Pre-processing spectra involves a range of steps including basic quality control,

calibration, normalisation and background subtraction of the data.

Once a dataset is pre-processed it can then be analysed by means of univariate

or multivariate chemometric analysis to investigate spectral differences between

different cohorts of interest. The pre-processed data can also then be used to

develop machine learning based models such as random forest, support vector

machines or artificial neural networks. The goal of the model building is to

utilise a large library of previously acquired spectra from samples within known

target groups (e.g. cancer, control) to form a model ‘training dataset’. This then

allows for spectra from an unknown group as a part of a ‘testing dataset’ to be

fed into the model and compared to the training dataset in order to produce a

comparative diagnostic result (Figure 4.1).

Figure 4.1: Flow chart showing the different components of spectral analysis needed in

order to interpret spectra for diagnostic purposes.
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This chapter will firstly describe principles and methods of spectral pre-

processing techniques used during this work. Secondly, it will describe the main

principles of the chemometric analysis techniques used for unsupervised classifi-

cation of spectral data. Thirdly, the chapter will briefly describe the two main

supervised classification techniques for model building and analysis and the meth-

ods for measuring diagnostic accuracy and results and how this data is usually

visualised. Finally, this chapter will address the issue of automated processing.

Automated processing is crucial for the translation of spectroscopic techniques;

the automated spectral pre-processing and analysis application that has been de-

veloped for use in MATLAB will be described. This application allows a general

user to pre-process raw data, perform univariate and chemometric analysis and

finally compare processed spectra to a diagnostic model that has been built using

a training dataset from this work.

4.1.1 Software considerations

All Raman spectra were collected using an InVia Raman spectrometer with the

Wire 4.1 software as detailed in Chapter 3. Spectra were individually saved in the

default format (.wdx) in order to maintain full spectral information. The spectra

were then exported as .txt files for all analysis outside of the Wire environment.

All FTIR spectra were collected using the Spectrum software (PerkinElmer, USA)

and saved in the default format (.spc). Spectra were also exported as .csv files

for all pre-processing and analysis. The spectral processing and analysis from

both the Raman spectrometer and the attenuated total reflectance (ATR)-FTIR

spectrometer were performed in the MATLAB environment. To perform oper-

ations on the data, individual codes (a mixture of scripts and functions) were

developed to perform each of the steps required in the data analysis. The codes

were then packaged into a MATLAB App for automated spectral processing using

the application developer in the MATLAB software. All codes that have been

developed can be seen in Appendix C. Code that has been used from open source

software and edited or code developed by outside agencies will have the authors

name in the title of the attached code.
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4.2 Data preprocessing

Diagnostic models must be able to be expanded to multiple instruments and

potentially multiple sites in order to become valid. Data pre-processing is an

essential step in this process as it helps to minimise the variation in spectra

caused by external sources such as laser power, cosmic rays, etc. and allows for

maximising variation caused by changes in the sample.

4.2.1 Quality Control

The first step in preprocessing is ensuring that spectral data is above some min-

imum quality threshold. Therefore, quality control procedures must be imple-

mented to ensure model performance is high. This is true for any type of medical

test. As an example, a blood pressure monitor that has taken data from an adult

using a cuff meant for a child will give invalid results, therefore the blood pressure

monitor has in-built systems to detect if this is the case and instruct a user to

re-take data using the correct methods. To ensure the quality of any spectral

analysis a basic spectral quality control procedure was implemented. The qual-

ity control procedure required spectra to meet two basic requirements- minimum

intensity and the absence of cosmic rays.

Minimum Intensity

The measurement parameters for each measurement vary depending on the sam-

ple wavelength and if the sample has been analysed in dry or liquid form. Details

of the optimised measurement parameters for serum samples are detailed in chap-

ter 5. Table 4.1 gives the summary of the minimum intensities required to pass

the quality control for each sampling modality used in this work. The intensity

of the 532 nm excited sample is considerably higher than the other sample modes

as the 532 nm spectrum is a resonance spectra naturally causing much higher

intensities. Any spectra that did not meet these minimum requirements were re-

peated wherever possible and excluded from analysis if repeat measurement was

not possible.



Table 4.1: Summary of minimum intensities for different sampling modalities

785nm Laser 532nm Laser

Liquid Dry Liquid Dry

Minimum intensities (counts) 5,000 10,000 500,000 N/A

Cosmic ray removal

Cosmic radiation can hit a CCD detector causing spectral interference. Cosmic

rays cause large peaks in spectral datasets not due to the molecular properties

of the sample. A crucial part of the quality control for spectra during this work

was ensuring that all spectral data were free of cosmic rays before undergoing

spectral analysis. This was achieved via manual detection and also software

based cosmic ray removal. Manual cosmic ray removal was used when a cosmic

ray was detected during the spectral acquisition of data, in this case acquisition

was repeated immediately until spectra without cosmic rays were acquired. In

the case where datasets were acquired over longer periods of time such as during

mapping measurements the Wire 4.1 automated cosmic ray removal software was

used. The removal of cosmic rays within the software depends on the software

detecting the cosmic rays based on user defined width and intensity of the cosmic

ray feature (Figure 4.2).

Figure 4.2: Selection parameters for cosmic ray removal within the Wire 4.1 software.

The software scans the spectrum for spectral features that fit into selected
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cosmic ray parameters and highlights the features it suspects to be cosmic rays

(figure 4.3a). The peaks that the software then suspects to be cosmic rays are

highlighted and if the peak is indeed a cosmic ray the suspect peaks are accepted

as cosmic rays and removed automatically within the software as in figure 4.3.

Cosmic ray corrected spectra were then saved as .txt files for further analysis

provided that they also met the other quality control criteria.

(a) (b)

Figure 4.3: Example of the cosmic ray detection and removal; spectrum with cosmic

ray detected (red) with remaining spectral features (green)(a) and the resulting cosmic

ray corrected spectrum (b) from the Wire 4.1 software.

4.2.2 Wavenumber standardisation

A single Raman or FTIR spectrum is a two dimensional object consisting of n

pairs of (x,y) coordinates where x = wavenumber cm−1 and y = Intensity/Ab-

sorbance. A dataset of multiple spectra will then be a m by n array of data with

m being the number of spectra. When comparing large datasets of spectra it is

important that the positions of the x coordinates along a spectrum are consistent

so that peak positions and intensities can be interpreted correctly. FTIR spectra

are collected using a lithium tantalate mid infrared detector and therefore the x

coordinates across a dataset will always be constant. However, there may be dif-

ferences between instruments. When using dispersive Raman spectrometers that

rely on diffraction gratings and CCD cameras for photon detection, the overall

dimensions of the spectral dataset can change (table 4.2). The overall number

of data points is constant, e.g. 1015 coordinate points between 610 cm−1 and

1720 cm−1 spectrum, but the spacing of the data points can be irregular depend-



ing on the diffraction grating, laser wavelength and ‘binning’ of the CCD array [1].

Unlike the FTIR spectrum the wavenumber coordinates on the spectrum are not

always constant for one instrument. Therefore FTIR data taken from different

instruments and all Raman spectra must be wavenumber standardised to allow

spectral comparisons of peak intensities.

Table 4.2: Example of spectral dimensions and coordinate positions for FTIR and

Raman spectra for different spectra (S).

FTIR Raman

S {(x1, y1), (x2, y2), . . . , (xn, yn)} {(x1, y1), (x2, y2), . . . , (xn, yn)}

S(1) {(400, y1), (401, y2), . . . , (4000, yn)} {(610.00, y1), (611.22, y2), . . . , (1719.21, yn)}

S(2) {(400, y1)2, (401, y2)2, . . . , (4000, yn)2} {(610.07, y1)2, (611.29, y2)2, . . . , (1719.26, yn)2}
...

...
...

S(m) {(400, y1)m, (401, y2)m, . . . , (4000, yn)m} {(610.01, y1)m, (611.24, y2)m, . . . , (1719.11, yn)}m

Typically there are two methods for shifting spectra; the wavelength axis can

be shifted by a set distance to align to a reference peak or the the wavelength

axis can be interpolated to a brand new wavenumber axis. The first method is

straightforward and does not affect the intensities of the spectra, however de-

pending on the size of the shift this can lead to needing a cutoff at either end of

the spectrum which has the potential to loose some spectral data at either end

of the spectral window (Figure 4.4). Furthermore, this method doesn’t correct

unequal spacing along the wavenumber axis of the spectra so is unsuitable for a

group of spectra that has different amounts that need to be shifted [2]. Interpo-

lating the wavenumbers directly onto a wavenumber axis gives the advantage of

having evenly spaced wavenumbers making spectral comparison easier. However

depending on the position in the new wavenumber axis the maximum peak of the

spectrum can shift position [2]. A hybrid method of first finding the maximum

in a peak and then aligning and interpolating the spectra was developed for the

processing of data presented in this thesis. The hybrid method of shifting spectra

first finds the position of the maximum peak in the region of 990-1050 cm−1, then

the spectra are shifted and interpolated to standardise the wavenumber. It was
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Figure 4.4: Summary of the different methods of shifting wavenumbers with straight

shifting(top) interpolation(middle) and the hybrid shift and interpolation (bottom).

found that the actual maximum of the peak was too coarse a measurement so

a 4th order polynomial was fitted to the absolute maximum of the data points

and its two nearest neighbours above and below the maximum point. Figure 4.5

shows the effect of the hybrid correction method on the peak of the phenylalanine

peak compared with the standard interpolation method. This method achieves

spectra that have standardised wavenumber axes and spectra with a peak maxi-

mum for phenylalanine in the same position. All spectra that were imported into

MATLAB underwent this wavenumber standardisation method.



(a) (b)

Figure 4.5: Comparison between original, coarsely interpolated and interpolated-shifted

spectra (a) and an example of normalised, shifted data using the hybrid method de-

veloped for this thesis (b). Example data were taken from dry serum spectra with the

785 nm laser.

4.2.3 Baseline subtraction

Baseline subtraction is the process of removing slow varying background signals

that are present in both Raman and IR spectra. The ideal removal of a back-

ground contribution should leave as much spectral information in the spectrum as

possible whilst removing unwanted features. Therefore, the ideal method does not

remove any small Raman features that could contribute to classification. There

are many different options available for baseline subtraction within the literature

such as polynomial fitting [3–5], Savitzky-Golay derivatives (S-G derivatives) [6],

rolling circle filters [7], wavelet transformations [8], asymmetric least squares fit-

ting [9], Fourier transforms and multiplicative scatter correction methods [10].

One of the main issues regarding the success of background subtraction methods

is that generally most techniques rely on input parameters that are fed into an

algorithm and visually or computationally inspected afterwards. This means that

there is an element of subjectivity within most background subtraction methods.

The performance of these techniques has been reviewed in terms of creating model

datasets [11, 12]. The results show that different methods work well for spectra

of different types and to choose the best performing method it is essential to

understand the origin of backgrounds within spectra.

The IR background is generally a slowly oscillating background caused by Mie
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scattering, however this effect is amplified when using sample specimens such as

cells and cellular components that are of similar magnitude to the wavelengths

of IR light being investigated [13,14]. Serum samples do not contain any cellular

components and therefore appear to an IR substrate as a much flatter more

uniform sample than cells so the background effects are reduced. Nevertheless, the

spectra in this work were background subtracted using derivative and polynomial

baseline subtraction methods to account for any potential contributions from

scattering effects.

The Raman background can originate from a variety of sources such as the

internal fluorescence of a sample, the experimental substrate and/or other sources

such as thermal fluctuations in the CCD detector; these factors have an effect

on the shape of a spectral baseline [3]. Figure 4.6 shows typical raw spectrum

from dry serum using ATR-FTIR and Raman spectroscopy that exhibit typical

backgrounds seen during this work. The IR spectrum has a fairly flat baseline

shape with the baseline close to zero whereas the Raman spectrum exhibits a

baseline shape (due to sample autofluorescence) that slopes from left to right

making comparisons of intensity across the spectrum difficult. To process the

spectral data within this thesis, it was decided iterative polynomial background

subtraction, derivative spectra and a rolling circle filter would be tested and

optimised for the dataset background subtraction.

(a) Typical raw FTIR serum spectrum (b) Typical raw Raman spectrum

Figure 4.6: Typical raw FTIR spectrum of dried serum with the ATR-FTIR with a

small background contribution (a). Example of a Raman spectrum of dried serum

exhibiting background fluorescence (b).



Iterative polynomial baseline subtraction

One of the most common methods of background subtraction of both Raman and

FTIR data is a polynomial background subtraction. The method fits an nth order

polynomial beneath the spectra to estimate the shape of the background [5]. This

method is often used to batch process spectra so that the baseline shape can be

fitted using an iterative method to gain the best estimation of the baseline shape.

Figure 4.7 gives examples of raw spectra and baseline estimations of different

polynomial orders to the spectra. It is clear that the order of the polynomial

chosen for the spectra is crucial to gaining a good baseline estimation as a change

between a 4th order and 7th order polynomial has an enormous difference and

can lead to badly fitted baselines.

(a) 4th order polynomial fit. (b) 7th order polynomial fit.

Figure 4.7: Example of a baseline fitted from a fourth order polynomial (a) and a

seventh order polynomial (b). Polynomial fitting was based on five spectra; one is

shown for clarity.

Furthermore, as the iterative polynomial subtraction method fit estimates a

baseline for the particular batch of spectra that are being analysed, the method is

subject to different polynomials being fitted for each batch of spectra that could

lead to model over-fitting. Derivative spectra and rolling circle filters are not

susceptible to these issues so these were chosen for the work within this thesis.
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Derivative spectra

First and second order spectral derivatives are commonly used as a background

subtraction method for both IR and Raman datasets. The first derivative of a

spectrum calculates the rate of change of spectral intensity with respect to (w.r.t.)

the wavenumber axis, therefore it is given by

I ′ =
δI

δx
, (4.2.1)

where I ′ is the first derivative of the spectral intensity with respect to x, therefore

is the gradient of the tangential line at each point in the spectrum, I is the

original intensity vector and x is the wavenumber vector. The resultant derivative

spectrum gives the global maxima and minima of spectral peaks so can be used

to successfully resolve sharp narrow spectral features1. Similarly, the second

derivative of the intensities is then given by

I ′′ =
δ2I

δx2
. (4.2.2)

The second derivative gives the local maxima and minima features along the

spectrum so can therefore be used for deconvolution of spectral peaks. This

method is mainly used in FTIR spectra as the bands tend to be broader and

more convoluted than sharper Raman features. Figure 4.8 shows the first and

second derivatives on the Raman and IR spectra in Figure 4.6. It is clear that

the second derivative in the case of the Raman spectra introduces lots of spectral

noise only making deconvolution of the largest and broadest spectral bands.

1This is due to the amplitude of the derivative of a peak being inversely proportional to the

width of a peak [15].



(a) First derivative FTIR serum spectrum. (b) First derivative Raman spectrum.

(c) Second Derivative FTIR Spectrum. (d) Second Derivative Raman spectrum.

Figure 4.8: Example first and second derivative FTIR and Raman spectra of dried

serum.

The most commonly used method of spectral differentiation is the Savitzky-

Golay(S-G) algorithm [6]. The technique estimates a polynomial through the

intensity points on a spectrum based on a window of wavenumber points then es-

timates the derivative from the polynomial fit. This technique has the advantage

that as the derivative is calculated from a window of data points so the spectral

noise introduced by performing the derivative is lowered [16]. However, the noise

introduced is not eradicated. The method also carries the disadvantage of having

more input parameters than polynomial fitting as the user must optimise the

window length, the derivative order and also the polynomial order to produce

effective results. Furthermore, it brings the disadvantage of loosing spectral in-

formation at either end of the spectrum. As an example, if an SG derivative is

calculated using a window length of 7 points, then the spectra will ‘loose’ 7 data

points at either end of the spectrum. A code was developed for calculating first

and second order spectral derivatives. To allow for the loss of data at either side

of the spectrum, zeros are added along the data points lost to keep the spectral

dimensions consistent.
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Rolling circle filter subtraction

A rolling circle filter based background subtraction method had previously been

developed within the University for application to precision Raman measurements

for the Katrin experiment in Germany and also in application to SERS pH sensor

development [17, 18]. The technique has proven successful for batch processing

of biological Raman spectra especially those with many peaks and generally non-

uniform curved background shapes. The technique relies on a rolling ‘circle’ that

rolls along the base of the spectrum. The algorithm then selects the minimum

distance between the circle and the data along the radius of the circle. Figure

4.9 shows examples of the RCF background subtraction method using different

radius sizes, the larger the radius the less the circle penetrates into the spectral

features. The radius is the only parameter that is selected within this algorithm;

for all spectra processed during this work the default radius was set to 150.

(a) Radius = 75. (b) Radius = 150.

(c) Radius = 225. (d) Radius = 300.

Figure 4.9: Examples of the rolling circle filter background with a radius of 75 (a), 150

(b), 225 (c) and 300(d).

This then effectively determines the contact points from which to calculate the

baseline, which was then calculated using a piecewise cubic hermite interpolating



polynomial (pchip) from the contact points. The main advantage of the rolling

circle based method is that the radius of the circle remains constant for all data

put into the algorithm regardless of whether it has been batch processed or not.

This allows consistent contact point selection and baseline removal across different

batches of datasets.

4.2.4 Normalisation

Once spectra have been quality tested, wavenumber standardised and background

corrected, the final step in pre-processing is usually to normalise the dataset. This

is the process of removing differences in scattering intensity and absorbance due to

sample thickness, laser power, etc. There are many methods of spectral normali-

sation for use when building machine learning algorithms such as area under the

curve normalisation, vector normalisation and min/max normalisation [16]. For

this work vector normalisation and min-max normalisation methods were chosen

and codes that include the equations describing the both methods can be found in

Appendix B. Briefly, the vector normalisation transforms the spectrum such that

the length of the spectrum is equal to a unit vector of length 1 and the min/max

normalisation transforms the data by subtracting the minimum spectral intensity

of each spectrum from all of the spectral intensities then dividing by the difference

between the maximum and minimum value in each spectrum thus giving the new

data a range between 0 and 1 where the maximum point in the spectrum is at 1.

The min/max normalisation method used in this work was modified for Raman

datasets so that the spectral intensities were always normalised to the intensity of

the phenylalanine (Phe) peak (1003-1004 cm−1). Figure 4.10 shows an example of

average datasets that have been vector normalised and a dataset which has been

normalised to the maximum intensity of the Phe peak. The spectra that were

vector normalised are subject to some parts of the spectrum becoming negative.

Therefore for Raman spectra in this work the Phe normalisation was used for

Raman spectra, min/max normalisation was used for FTIR spectra and vector

normalisation was only used when derivative background subtraction had been

used as the baseline correction method.
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(a) Vector normalised spectra (b) Phe peak normalisation.

Figure 4.10: The effects of vector normalisation on representative Raman spectra (a)

and normalisation to the Phe peak (b).

4.3 Chemometric spectral analysis and machine

learning

The datasets collected for the work within this thesis are large multidimensional

arrays of data. In the case of Raman data the typical spectral dimensions were [n

x 1015 x 2] and the FTIR datasets had dimensions [n x 3000 x 2]. To efficiently

analyse the relationships between all of the variables it was appropriate to use

multivariate chemometric data analysis techniques to reduce the dimensionality

of the data and allow for better visualisation and analysis. This work used a

combination of univariate, multivariate and classification algorithms to analyse

the spectral data and build diagnostic models.

4.3.1 Unsupervised vs supervised techniques

Classification and clustering are two important concepts in analysing spectral

data. Classification generally relies on giving a learning algorithm the classes

that samples belong to to optimise modelling of already known classes and then

predict the result of unknown samples. Clustering methods rely on ‘unsupervised’

learning and therefore do not take into account which class a sample belongs

to (i.e. cancer or control).This is useful when results need to be unbiased for

optimisation or quality control measurements. It is also a useful method for the

discovery of new groups or clusters within a dataset. Both types have been used



within the data analysis for this thesis. Firstly, unsupervised methods such as

PCA will be described followed by supervised learning techniques such as partial

least squares discriminant analysis and random forest learners.

Univariate analysis

Basic spectral analysis can be performed via univariate methods. These take into

account one aspect of the spectra such as looking at mean spectra with spectral

standard deviation or peak positions/shifts. For this type of analysis during

this work the inbuilt MATLAB mean, standard deviation and variance functions

were used. However, it is useful to define the properties of these functions as

the principles are used in many of the multivariate analysis techniques. For a

one-dimensional set of data the mean (X̄) is given by;

X̄ =

∑n
i=1Xi

n
, (4.3.3)

where n is the number of samples. The standard deviation from the mean of the

dataset (spread of the dataset) is given by;

SD =

√∑n
1 (Xi − X̄)

(n− 1)
. (4.3.4)

Finally, the variance of a dataset is given by the standard deviation squared;

V ar(X) =

∑n
1 (Xi − X̄)

(n− 1)
. (4.3.5)

Principal component analysis

Principal component analysis (PCA) is a robust method of reducing dimension-

ality from within a dataset. The technique does this by performing a matrix

transformation on a multidimensional data set (X) with dimensions (d) onto a

new basis (Y) with reduced dimensions (m). The transformation vector (P) of

the data matrix is such that the variance within the dataset is maximised and the

correlation between attributes (or wavenumbers) is minimised [19]. In terms of a
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spectrum, maximises the wavenumbers in the spectrum which cause the largest

amount of variance within the dataset. Once the new reduced basis has been

found, the original data matrix can be projected onto the new basis with reduced

dimensions (Figure 4.11). The projection of the data onto the new basis set can

Figure 4.11: PCA takes the original d-dimensional basis set for the data and projects

it onto a new orthogonal bases with reduced dimensions such that the variance in the

data is maximised.

be written as a dot product between the unknown transformation vector P and

the data matrix X 2.

Y = P ·X, (4.3.6)

where the coordinates of the transformed data onto the new basis set Y are

known as the PC scores, and the rows of the transformation matrix P are known

as the loading vectors for each principle component. To compute the matrix P

such that the variance is maximised in the dataset, the covariance matrix of the

new basis set must be considered. The covariance is the correlation between the

different attributes of the data matrix, in terms of a spectrum this is a measure of

the correlation between the intensities at each wavenumber within each spectrum

for all spectra in the dataset. The covariance matrix of the data matrix may be

defined as;

2The data matrix X is mean centered for all data within the PCA algorithm i.e X−µ, where

µ is the mean of each attribute in the data matrix. If the data matrix is not mean centered

before entering into PCA then the first computed principal component will be approximately

equal to the mean of the dataset.



Cov(X) = ΣX =
1

n− 1
X ·XT =



V ar(x1,1) Cov(x1,2) . . . Cov(x1,d)

Cov(x2,1) V ar(x2,2) . . .
...

...
...

. . .
...

Cov(xn,1) Cov(xn,2) . . . V ar(xn,d)

.


(4.3.7)

Therefore, the diagonal elements (n=d) of the matrix are equal to the variances

of X and the off-diagonal elements are equal to the covariance of X. For the trans-

formation of the data to be in the form that maximises variance and minimises

correlation ΣX must be a diagonal matrix with Cov(xn,d) = 0. ΣX can be diag-

onal if acted upon by the eigenvectors of ΣX [19]3. The eigenvectors satisfy the

eigen-equation,

ΣX ê = λ ê, (4.3.8)

where ê are the eigenvectors of ΣX and λ are the corresponding eigenvalues. The

eigenvalues with the largest value will correspond to the eigenvectors that explain

the largest variance within the dataset. Furthermore, ΣX is a symmetric matrix

so the eigenvectors can be chosen to be unit length and in an orthonormal basis

(i.e. ê−1 = êT).

The covariance matrix of the new dataset must also satisfy the same properties

as the covariance matrix of X. Therefore, it also needs to be a diagonal matrix.

This suggests that the unknown transformation vector P must be a rotation of

Y such that ΣY is diagonal. The covariance of the new matrix basis (Y) can

therefore be written in terms of the original data matrix covariance X;

ΣY = P ΣX PT. (4.3.9)

3The equation for the diagonal matrix D, is given by; D = êTΣXê, the eigenvectors are also

often found using a singular value decomposition (SVD) this treatment can be found here [20].
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Equation (1.3.3) and (1.3.6) suggest that

P = êT. (4.3.10)

So the unknown transformation vector is equal to the eigenvectors of the covari-

ance matrix of the original data ΣX transposed. Substituting this into equation

(1.3.3) we find that the projection onto the new principal component basis;

Y = êT ·X. (4.3.11)

so the PC scores = Loadings · X, where X is the mean centred original data ma-

trix. The order of the principal component scores is then determined by the order

of the eigenvectors which is sorted by the size of the corresponding eigenvalues.

The eigenvector with the largest eigenvalue corresponds to PC1 (largest explained

variance), PC2 the eigenvector with the second largest explained variance and so

on.

The PCA function within MATLAB was used for all PCA in this thesis. The

function returns the PC loadings, scores and the explained variances of each

principal component. This is useful for analysing spectral data as the scores can

be plotted to show the relationships between samples based on spectral variation

on a reduced dimensional plot (Figure 4.12).

Figure 4.12: The PC score projection is a result of the dot product between the loading

vectors for each PC and the mean centred data matrix.



Close PC scores then denote samples that are more similar to one another

and differences in PC scores represent variation between samples. The loading

vectors are useful in determining the source of the spectral variation (Figure 4.12)

as when they are plotted against wavenumber they can show the spectral source

of variation that contributes to that PC. The variances output (eigenvalues) can

be used to compute the amount of overall variance explained by each principal

component. This can be used to create a principal component number cut off

one the cumulative explained variance is e.g. ≥ 98%. This process helps to cut

out unnecessary PCs that describe the minutia of variance within the spectral

dataset and often only contains spectral noise.

Agglomerative hierarchical clustering

Another method of reducing the dimensionality of a dataset is by using clustering

methods. Clustering methods group similar data in clusters with different data

in another cluster. There are many methods available for analysing spectral data

such as k-mean clustering, density based clustering and hierarchical clustering

methods [21,22]. During this work hierarchical clustering (HC analysis) was used

to cluster data.

HC analysis can be split into two methods, divisive and agglomerative hierar-

chical clustering. This work used agglomerative HC in which each sample initially

represents its own cluster, then clusters of similar samples are successively merged

until the overall structure is obtained. The HC analysis is calculated using a three

step algorithm which has in-built functions in the MATLAB environment.

Figure 4.13: Step by step HCA.

Figure 4.13 shows an overview of the HCA algorithm, the first step in the

algorithm calculates the Euclidean distances between each sample, the Euclidean



4.3. Chemometric spectral analysis and machine learning 105

distance between two samples A and B is given by;

||a − b||2 =

√∑
i

(ai − bi)2, (4.3.12)

where ai and bi are the ith attribute (wavenumber) of the spectrum for each

sample. The second step in the algorithm determines the linkage or clustering

between the samples. It starts with pairs of objects that are close together and

pairs them into small clusters, then takes the small clusters and joins them to each

other and larger clusters that are linked more closely together. This is calculated

using the centroid of each smaller cluster and the centroid distances between the

smaller clusters are joined to form larger clusters in the form of a hierarchical

tree.

Figure 4.14: Example HC dendrogram.

The final step involves ‘pruning’ this tree to determine a cutoff and then

plotting the results in the form of a dendrogram (Figure 4.14). The ‘pruning’ step

involves specifying the maximum number of clusters allowed within the dataset.

For example, in Figure 4.13 the amount of clusters could be cut to two, then the

two most similar clusters out of the three would then be grouped into one large

cluster. HC analysis was used during this work for external verification of PCA,

to give an alternative clustering method to show the underlying relationships

between the samples.



4.3.2 Supervised classification algorithms and machine learn-

ing techniques

Although unsupervised methods are very useful for determining large causes of

variance between groups, they are not as useful for predicting the outcome of sam-

ples of unknown origin. To classify samples, supervised classification algorithms

or machine learning algorithms are needed. However, these are not stand alone

techniques; the data inserted into the model building techniques must go through

the same treatment as the data for discriminant analysis. Therefore the overall

methodology for creating diagnostic models should be considered as the overall

process in Figure 4.1. The basic premise of these techniques is similar for all; a

model is built on parameters from a library or ‘training set’ of data, the model

aims to find a discriminator, separator or decision function to discriminate be-

tween the classes, the model performance is then cross-validated using a ‘testing

dataset’ which is a set of samples with known results that are fed into the model

and the model predicts which classification group a sample belongs to. Finally a

cross-validated dataset can be used to predict the outcome of samples belonging

to unknown groups. There are many different methods of building classification

models. Within the literature for vibrational spectroscopy alone there are many

such as PCA-linear discriminant analysis (PCA-LDA) [23], Euclidean centroid

distances (EDC) [24], support vector machines (SVM) [25], artificial neural net-

works (ANN) [26] and random forest (RF) classifiers [27]. During this work two

main classification algorithms were used, partial least squares discriminant anal-

ysis (PLS-DA) and random forest techniques (RF). The following section will

briefly describe the algorithms used to build the models and it will also cover the

rationale for the use of the two different methods for different applications within

this work.



4.3. Chemometric spectral analysis and machine learning 107

PLS-DA

PLS-DA is a multivariate analysis technique that can be used to investigate causes

of variances within datasets4. It is based on partial least squares regression

(PLSR) and can be used on datasets that have binary groups (e.g. cancer vs

control) [29]. PLS regression can be used to form a linear multivariate model

between two matrices (X and C), where in our case X is the spectral dataset

and C is a set of classification labels. The discriminant analysis or PLS-DA is

used where C is known and a PLS regression model is built between a dataset

matrix (X) and a label matrix (C) where the label matrix contains numbers that

correspond to groups within the dataset e.g. (-1 = Cancer, +1 = Control) and

its length is equal to the number of samples in X. The goal of the algorithm is to

Figure 4.15: PLS-DA variables, adapted from [30].

draw a straight line (in the case of two variables) or a flat hyperplane (in the case

of more than two variable) in space to separate two regions. In terms of spectral

processing the algorithm aims to draw a hyperplane to distinguish a line between

spectra of samples from control patients and spectra from cancer patients. The

4It should be noted that there are two types of PLS-DA algorithm (PLS1 and PLS2), all

references to PLS-DA within this thesis refers to the PLS-1 method, for more information on

the differences please see [28].



equations that describe the data and label matrix can be defined as;

X = TP + E, (4.3.13)

C = Tq + f, (4.3.14)

where X is the mean centered data matrix as in the PCA algorithm described

previously, C is the label matrix, T is a common score matrix (PLS components),

E and f are residual matrices and similar to PCA P and q are loading vectors.

PLS-DA, in the algorithm described here differs from PCA as the components

of T are orthogonal but the rows of the loadings matrix P are not and the

eigenvectors do not necessarily reduce in succession in PLS-DA. The PLS-DA

components are computed using the following algorithm;

1. Calculate the PLS weight factor;

w = X′C. (4.3.15)

2. Calculate the PLS score matrix components;

Ti = t =
Xw√∑

w2
. (4.3.16)

3. Calculate the x loadings via;

Pi = p =
t′X∑
t2
. (4.3.17)

4. Calculate the c loadings;

q =
C′t∑
t2
. (4.3.18)

5. Rearranging eq(4.3.13) and (4.3.14) the residual data matrices are then;

Xresid = X− tp, (4.3.19)

cresid = C− tq. (4.3.20)

6. If more components are required, replace X and c by their residuals and

return to step 1.
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In the case where there is more than one PLS component the weight factor vector

can be built into a weight matrix (W). The number of components required in

step 6 can be computed by calculating the number of components that minimises

the cross validation error for that particular model. For all data within this thesis

this was the method employed and the number of components (latent variables)

used will be stated for each model. The terms PLS-1 and LV1 will be used

interchangeably to mean the latent variable on PLS 1.

Once the model has been built it can be used to predict a value for the label

matrix c for unknown samples. To do this the predicted value of c is calculated

using

c = Xb + f = Tq + f , (4.3.21)

where b is the regression coefficient given by,

b = W(PW)−1q. (4.3.22)

The unknown sample’s value of ĉ can then be estimated by

ĉ = xb. (4.3.23)

Once a value for ĉ has been predicted then a decision rule must be put in place to

determine the threshold between the two classes. The class labels are usually in

the form of (+1,-1) or (0,+1) therefore for the first example, the easiest decision

rule would be to assign all values < 0 to the cancer class (group B) and all samples

with a ĉ value above 0 to be assigned to group A (control). For more information

on the positioning of the decision rule for datasets in the case where sample sizes

are not equal or there are more than one class please see [31].

It should be noted that in many cases the results of PLS-DA can be equivalent

to that of other arguably more simple techniques such as PCA-LDA and EDC [31].

Furthermore, the other techniques can indeed be more effective and better suited

to building classification models for spectral datasets such as when the number

of samples << number of variables (wavenumbers), where there is more than a

binary classification system or where one classification group is larger than the

other such as when a disease is only 10% likely within a population. However, the



output of PLS-DA provides similar information to that of PCA wherein latent

variables are computed within the model and can be used in an analogous way to

PCA loading to determine the regions of the spectrum that are causing separation

between subject groups. So PLS-DA is a good method of relating the variables

within a plot to the actual classifier. Other methods such as PCA-LDA and EC

do not allow this information to be easily accessed despite producing equivalent or

sometimes better suited classification models [30]. Therefore, PLS-DA was used

half-way linking method between clustering methods such as PCA and classifica-

tion algorithms because it is good for the discovery of ‘spectral biomarkers’ using

the loading-type plots and the spectral biomarkers (variables) are related to the

underlying classification groups. Therefore, PLS-DA has been used in this the-

sis to link underlying variables to classification performance and to compare the

underlying contributing variables after different sample or data processing tech-

niques e.g.(before and after freezing (Chapter 6)) for equal sized datasets with

binary classification systems. For building a classification algorithm for disease

characterisation with more than two classes with unequal sample sizes Random

forest classification was used.

Random forest classification

A random forest is a classifier based on a collection of decision tree classifiers5

to make an ensemble of decision trees. Therefore trees which are weak learners

can be combined to create a strong learning algorithm. There are many differ-

ent types of ensemble learning methods for tree classifiers such as boosting and

bagging methods, generally RF is considered an enhanced version of the bag-

ging method (sometimes known as bootstrap aggregation). Briefly, the bagging

method involves averaging the resultant decision over a number of trees so the

decision function for the learner becomes better than for a single tree. The collec-

tion of trees that make up the bagged ensemble are constructed with a random

subset of the variables in a data matrix X. The random subset of variables is

5For brevity the details of tree learners will not be discussed in this thesis, for more infor-

mation the reader is directed to [32].
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constructed for each tree using bootstrap samples (random sample from the n

variables with replacement) is taken and the trees are grown. Therefore at each

tree branch (node) a bagged tree ensemble randomly searches over all of the avail-

able variables to create a new node that best splits the data, it then repeats this

process until the final node is reached for the decision.

The enhancement of RF over bagging is that RF does not randomly search

all variables at each branch of the tree, for a classification RF a random subset

of the variables is chosen at each node and only those features are considered for

best splitting the data. The number of random variables to choose from at each

branch is dependent on the number of variables in the data matrix X, the number

is by default
√
N where N is the number of variables (or wavenumbers) in the

dataset. Figure 4.16 shows an example of a single tree constructed as a part of a

larger forest.

Figure 4.16: Example tree learner, with some of the nodes labelled along a ‘branch’ for

clarity.

As with bagging, in RF each tree that makes up the forest then casts a vote on

the classification of a certain sample xi, so if a forest is made up of 30 tree learners

and 10 of the learners vote for a sample to be classed as group 1 (cancer) and

the others vote for a sample to be classed as group 2 (control) the classification

outcome would be a control. The advantage of this method over bagging methods

is that for a multiclass system with a large number of variables the random

ensemble of tree learners protects the model from becoming over-fitted as more

trees are added [33]. It does this by de-correlating the trees that make up the

forest by introducing the random subset of the total number of variables to search



over at each node of the decision tree. The out of bag (OOB) error rate or the

error rate of the samples not included in the random subset at each node is

monitored during the algorithm and the OOB error of the model will converge

as the number of trees grows in the forest 6. The convergence of the OOB error

for the model can be plotted easily for each RF model. Figure 4.17 shows an

example of the OOB error rate converging between 300 to 500 trees. Therefore

the number of trees used in the models in this work was optimised to the point

where the OOB error converges for each model (between 300-500 trees). The

exact number of trees for each RF model in this work is stated in the methods

for each chapter/result that the model has been used in.

Figure 4.17: RF out of bag (OOB) classification error convergance as number of tree

learners grows. The number converges at around 450 learners for the methods used in

this thesis.

The RF algorithm can also be set to monitor the variables (wavenumbers)

that most often contribute to the correct classification when training a model.

The ‘popularity’ of these wavenumbers in the RF ensemble for classifying samples

correctly can be plotted in the form of a gini importance plot (Figure 4.18). This is

useful for finding ‘spectral biomarkers’ and investigating the underlying biological

differences between the samples as with the PLS-DA methods. RF methods

therefore are well suited to multiclass problems, for datasets with large numbers

of variables and it can be used to monitor spectral biomarkers. Therefore RF

6This is due to the strong law of large numbers and the tree structure which are beyond the

scope of this thesis but can again be found here [32].
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has been used as the main form of machine learning model used for classification

during this thesis.

Figure 4.18: Gini importance against average spectrum, the higher the importance

peak the more useful the wavenumber in classification.

4.3.3 Cross validation and diagnostic performance

Once a classification model has been constructed it is important to calculate the

performance of the model using cross-validation methods. To validate a model

the dataset for the model needs to be split to create three overall categories of

data for the machine learning process:

• Training set: A subset of the total dataset used to train the model and fit

parameters to the model e.g. in Random forest the number of trees.

• Validation set: A set of data that is partitioned out of the training set and

used to cross-validate the model and fine-tune parameters e.g. in PLS-DA

the number of loadings/latent variables used.

• Testing set: An independent set of data that is not used in the model

building that is used to assess the diagnostic performance of the dataset.

Cross-validation is the process building a model, then leaving out a proportion

of the training data matrix (validation set) and then testing the performance of

the model against the validation set. The results of the cross-validated dataset

can then be compared against different model parameters to fine tune the model

building process or to fine tune the preprocessing methods used for the data

(Figure 4.19). Once the model has been optimised the testing dataset can be

used to test the overall performance of the classifier by re-calculating the confusion

matrix and other performance indicators.



Figure 4.19: Data splitting for spectral model building and optimisation.

Cross validation methods

As with the other methods in analysis of vibrational spectroscopic data there are

many different cross validation methods available for use including leave-one-out

(LOOCV) [34] and k-fold cross validation [35,36]. K-fold cross validation involves

an iterative process of splitting the training data into training sets and validation

sets. The training data matrix is partitioned into k folds and the iteration done

k times (Figure 4.20). The performance of each model iteration with different

validation sets of data from the ‘fold’ is then combined to produce an overall

performance for the model including the error in each iteration.

Figure 4.20: K-fold cross validation; partitioning of the training set to select the vali-

dation set. The error from each fold is then combined.

The sum of the errors (E) is then calculated and the overall classification error
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and the cross validation error of the model can be computed. The error in the

cross validation will depend on the number of fold in the model and the model

parameters. For all of the models in this thesis k-fold cross validation was used

with 5 folds.

Diagnostic performance: Sensitivities, Specificities and ROC curves

The result of the cross validation is normally given in terms of a confusion matrix

which displays the correctly and incorrectly predicted spectra from the validation

(Table 4.3). The confusion matrix can then be used to calculate certain diagnos-

tic performance measures such as sensitivity, specificity and receiver operating

characteristic analysis (ROC analysis).

Table 4.3: Confusion matrix example, with diagonal elements being the correctly pre-

dicted spectra and the off-diagonal elements being incorrectly identified spectra.

Diagnosis

n = 49 Cancer Control

P
re

d
ic

te
d

Cancer 15 16 NPV 94.44%

Control 1 17 PPV 48.39%

Sensitivity Specificity

93.75% 51.52%

The sensitivity of the model is calculated from the confusion matrix and is

defined as the true positive rate (number of cancer spectra identified by the model

as cancer). Mathematically it is defined by:

Sensitivity =
TP

TP + FN
, (4.3.24)

where TP is the number of true positives and FN is the number of false negatives

for that particular class. The specificity is defined as the measure of the true

negative rate, mathematically defined as:

Specificity =
TN

TN + FP
, (4.3.25)



where TN are the true negative values and the FP are the false positives (negative

spectra incorrectly identified as positives). The ROC analysis is a measure of the

distributions of the TN and TP populations of the results for a given model.

The ROC analysis produces a curve that is a plot between the sensitivity as a

function of the false positive rate (1-specificity). Therefore, each point along the

curve corresponds to a specific sensitivity and specificity pair for each decision

threshold for a particular model. Figure 4.21 shows an example of a ROC curve

generated during this work, the area under the ROC curve (AUC) denotes the

performance of the discrimination ability of the model. A model with perfect

discrimination between two populations will have an AUC of 1 and will pass

through the upper left corner of the ROC curve.

Figure 4.21: ROC curve for an example model, AUC indicates the overall learning

performance of the classifier (0.91 classes as very good) and the orange spot denotes

the position along the curve of the cross-validated results of the model.

An area of 0.5 or less denotes a diagnostic test that has no better ability

to produce a result than flipping a coin or just a chance result. The position

along the ROC curve that a diagnostic model lies is given by the cross validated

performance of the model (i.e. the position of the sensitivity and specificity of

the CV model).
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Sample sizes for classification

Spectra throughout this thesis were analysed via a spectrum-wise basis. It has

been previously shown that an independent sample size of 75-100 cases is needed

as an independent blind testing set [36]. Due to the nature of the patient data

in this thesis there was not enough patients for this size of independent testing

set. Therefore, rather than spectra being sampled on a patient-wise basis each

individual spectrum was analysed in both the PLS-DA and RF methods and the

individual spectra were used as ‘independent’ test sets to reduce the classification

error and improve the learners due to lack of independent classifiers. To get

results on a patient-wise basis the results of the outputs were averaged across

the individual spectra for each patient to gain an overall decision. The decision

functions for each model will be stated within each models methods.

4.4 Automated spectral analysis Matlab app

Automated processing and analysis of large spectral datasets is crucial when con-

sidering translation into a clinical environment. The overall spectral analysis

routine including the quality checking, pre-processing and comparison to an al-

ready established model would ideally be completely automated into a ‘black box’

configuration that simply imports data and produces a diagnostic result ready

for clinical interpretation. As a first step in this process a MATLAB spectral pro-

cessing and analysis app has been developed. The app allows the user to import,

pre-process and do some basic analysis on spectral data. It also allows the user

to predict the result of optimised processing measures against RF and PLS-DA

diagnostic models that are built-in to the app.

Figure 4.22 shows the opening tab within the graphical user interface (GUI)

for importing raw Raman data that has been saved in .txt format. The GUI

accepts data that has already been quality checked within the Wire software.

The user simply inputs the number of spectra or number of patients and the

number of repeat spectra per patient, then can select multiple files. If the option

to average the data is selected the app will automatically average the spectra per



patient. The imported data from the selected files is then automatically saved as

a .mat file for leaving the app and returning to data analysis later. The app also

has in-built success and error messages to warn the user of the progress of the

operation they are trying to perform.

(a) GUI interface with import file selection

(b) Screenshot of data saving function within the import tab.

(c) GUI successful import message to alert

user that process is completed.

Figure 4.22: GUI interface tab number 1, with file select (a), raw data saving (b) and

import confirmation (c). Not shown in this image is an error message that displays if

the number of spectra entered does not match the number of files selected.
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Once spectra have been exported and saved they can then be pre-processed

via the second tab in the app (Figure 4.23). The tab contains options to import

previously saved data, plot raw data and perform background subtraction and

normalisation. The application includes options to select different combinations

of pre-processing and normalisation options, depending on the options e.g. RCF.

The user is then presented with user input options such as radius size, polynomial

order, and window length (derivatives). The pre-processed data are then easily

visually examined via the plot processed data button (Figure 4.24). Pre-processed

data can then be saved for later use as a .mat file including a wavenumber vector

and processed spectra (in rows).

(a) Pre-processing. (b) Background subtraction options menu.

(c) Normalisation dropdown menu. (d) Extra input option prompts.

Figure 4.23: GUI interface pre-processing tab overview (a), with dropdown options for

inbuilt background subtraction (b) and normalisation (c) and the user input option for

the selected methods (d). The interface also offers a user to import previously saved

data (.mat format) imported and saved from the import data tab.



(a) Example of raw data plotting.

(b) Example of pre-processed data plotting.

Figure 4.24: Example outputs from the raw data plotting (a) and the pre-processed data

plotting (b). The plot functions are dynamic so that users can change pre-processed

data then get immediate feedback on the results. Figures are also automatically saved

as .fig files to allow later editing and change of proportions, colours etc.

The application can also perform both basic univariate and multivariate data

analysis including plotting the mean and SD of the spectra. The application

allows for the importation or creation of label vectors to perform HCA and PCA

analysis. Figure 4.25 shows an example output of PCA and HCA analysis of

a dummy dataset. In the PCA analysis the application gives the options for

viewing the explained variances, PC loadings and PC scores plots. For the HCA

analysis the app gives the user the ability to perform HCA and then view the

samples belonging to each end node in the dendrogram output. As with the pre-

processing options the analysis options within the GUI are dynamic to allow the

user to change group labels, figures are again automatically saved for later use.
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(a) Analysis options. (b) Import/create group labels for analysis.

(c) PCA analysis output and plotting.

(d) HCA analysis and plotting.

Figure 4.25: Overview of the analysis options (a). Creation or import labels for sam-

ples ready for analysis (b). Example outputs of the PCA analysis showing explained

variance, scores plots including groupings and loading plots (c). Example output from

the HCA analysis (d), the HCA analysis also gives the user the option to see which

labelled spectrum corresponds to each leaf node on the dendrogram plot (not shown

here).

If spectra have been imported and pre-processed using the default parameters

RCF background subtraction (radius = 150) and normalised to the phenylalanine

peak at approx 1004 cm−1 the spectra can be classified using the predict tab of the

application. Figure 4.26 shows the details of the prediction tab, it allows either



use of spectra that have been processed within the application or previously saved

pre-processed data. The application includes an option to either compare against

a model created using PLS-DA or using a random forest model algorithm (details

in Chapter 6). The output can then be exported with the patient file name or

imported identifier and a disease group classification per spectra as a csv file.

(a) Diagnosis prediction options. (b) Prediction warning message.

(c) Example of the prediction output includ-

ing patient identifier/original file name and

prediction result with legend.

Figure 4.26: Example outputs from the raw data plotting (a) and the pre-processed data

plotting (b). The plot functions are dynamic so that users can change pre-processed

data then get immediate feedback on the results. Figures are also automatically saved

as .fig files to allow later editing and change of proportions, colours etc.
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4.5 Conclusion

The processing and analysis of vibrational spectroscopic data are crucial to gain-

ing well built diagnostic models. There are many options for both pre-processing

and analysis methods and before building a diagnostic model different iterations

must be tried on the data to maximise the diagnostic capability of a model (Chap-

ter 6). Both unsupervised and supervised classification methods were used during

the work within this thesis, in particular PCA, HCA and PLS-DA were utilised

during optimisation of spectral pre-processing, analysis and sample handling. To

build a diagnostic model RF classification was used as it offers protection from

over-fitting by using an ensemble of classification trees and it also allows the

identification of spectral biomarkers using gini importance plots.

The development of an automated spectral processing and analysis application

for Raman processing of data for diagnostic purposes speeds up the process and

allows for rapid optimisation of different pre-processing and analysis techniques.

It is also the first stage towards a ‘black box’ system of spectral processing that

will lead towards translation of the technology [37]. The app also allowed for a

robust standardised workflow for spectral analysis as follows;

1. Spectra are quality tested for minimum intensity, SNR and cosmic rays

visually.

2. Spectra are then wavenumber standardised.

3. Spectra are then imported into the processing application for wavenumber

standardisation.

4. Within the application spectra are background subtracted with the rolling

circle filter (R=150) and normalised to Phe;

5. If needed, spectra are analysed using unsupervised classification methods.

6. If needed, the group that spectra belong to is predicted using either the

PLS-DA or RF models.



7. Processed spectra and prediction results were saved into a MATLAB workspace

and for future use.

Having a standard method of processing data allows for easy training of new

users and reduces the risks associated with inter-user variability. However, the

data put into the spectral analysis routine must have robust methods associated

to it to ensure model quality. The next chapter will discuss the development of

robust protocols for the data collection for liquid and dry blood product samples

to allow for diagnostic model building from spectroscopic data.
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Chapter 5

Baseline studies

5.1 Introduction

If a Raman spectroscopy based technique for detecting colorectal cancer in bioflu-

ids is to be translated into a clinical setting, the measurement parameters for

spectral data collection must be optimised. This includes but is not limited to

the choice of biofluid, the experimental substrates, sample handling protocols,

measurement conditions and the sampling modality. The methods for spectral

collection must be robust and wherever possible the processing of the samples

should be as closely matched to what would be used in a clinical setting rather

than in a controlled laboratory environment. For adoption into a clinical setting

the protocols must also allow for data to be taken quickly, accurately and cheaply.

This chapter will show the development of the robust experimental protocols for

spectral data acquisition from both liquid and dry serum samples. The proto-

cols were developed considering the potential sources of variation that could be

introduced into a protocol when translating to a clinical setting.

5.1.1 Variability

Spectral variability can originate from a variety of sources within an experiment.

The three main types of variation that have had an impact on the work carried

out in this thesis are instrumental, environmental and biological. An example of

instrumental variation was discussed previously in Chapter 4.5. Raman spectral

collection in the Renishaw system relies on a CCD array to collect photons. The

‘binning’ of pixels on the CCD can vary depending on the system. One way this

source of variability can be minimised is through daily calibration of the CCD

area. As discussed previously methods of software analysis can also be used to
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counteract some of the introduced variability. However, spectral processing meth-

ods are not able to correct for all sources of variation. When considering a system

that relies on a machine learning algorithm it is important to minimise the contri-

butions to a spectrum arising from the experimental set up and sample handling.

This allows the algorithm to maximise the discrimination between biological dif-

ferences between samples to give the best chance of detecting cancer from control

samples. Another source of variation can come from environmental factors such

as the temperature of a sample and if the sample is in a liquid or dry state. It

can be difficult to isolate the factors of variation for biological samples because

these have an intrinsic variation from person to person and in some cases from

the same person at different times of day. These variations can mask the varia-

tion between different classes of patient to be compared i.e disease classification.

Therefore, when developing a spectral measurement protocol it is important that

the experimental conditions minimise experimental and environmental variation

and capitalise on variation between the samples.

5.1.2 Aims and objectives

This chapter aims to show the development of measurement protocols for blood

samples to minimise experimental variability and maximise biological variation

between samples from different patients. The chapter will begin with a compar-

ison of different blood sample types as candidates for use in spectral analysis.

Raman and FTIR characterisation of serum including spectral band assignments

for Raman and FTIR serum spectra will also be discussed. This chapter will

then show the development of high throughput protocols for acquiring data from

dry and liquid serum samples. The effect that sample preparation can have on

spectral variability will be discussed and this chapter will demonstrate the robust

nature of the protocols by investigating the effect of different operators acquiring

data for the same samples. Finally this chapter will explore the effects of patient

demographics such as age, sex, comorbidities, fasting status and medication on

serum Raman spectra.
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5.2 Materials and Methods

5.2.1 Sample collection

Serum samples used in this chapter were processed as outlined in Chapter 3.1.

Plasma samples were obtained using the same protocol but instead of using serum

separator collection tubes (SST, BD Vacutainer, USA), plasma separator tubes

(PST, BD Vacutainer, USA) were used that contain an anticoagulant (EDTA).

Whole blood samples were also taken using the PST tubes.

5.2.2 FTIR spectroscopy

Spectral data were acquired using the protocol described previously in Chapter

3.4.

Spectral analysis The wavenumber range of the spectral peaks was found us-

ing the peak-pick function in the Spectrum software before exportation to MAT-

LAB. Peaks and peak ranges were then attributed to the corresponding vibra-

tional bond and where possible the biological compound that bond is attributed

using a literature search.

5.2.3 Raman Spectroscopy

The Renishaw InVia Raman spectrometer was used for all Raman data collection

in this chapter. Three different types of scan were used: single point scanning,

depth profile scans and mapping measurements. The methods and parameters

for each type of measurement are outlined within the methods for this chapter.

Point spectra

Point spectra were taken by aligning the microscope within the system to a single

point and taking a spectral measurement from that single position. The optimised

spectral parameters for liquid and dry measurements for each laser are outlined

in Table 5.1. Parameters were selected in order to gain the highest signal to noise



ratio within a reasonable acquisition time. The positioning and substrate of the

measurements is optimised later in this chapter. All spectra from dry samples

in this chapter were obtained with the 50x objective. All liquid point spectra

were obtained with the 10x objective. The measurement parameters used meant

samples were interrogated with 165-170 mW of power with the 785 nm laser and

45-55 mW with the 532 nm laser. This ensured that the sample was not damaged

during data acquisition.

Table 5.1: Data acquisition parameters for different sampling modes.

785 nm Laser 532 nm Laser

Liquid Dry Liquid Dry

Wavenumber range (cm−1) 610-1720 610-1720 610-1720 610-1720

Grating (l/mm) 1200 1200 2400 2400

Exposure time (s) 5 1 0.6 1

Accumulations 30 30 120 10

Laser Power (%) 100 100 100 100

Pinhole in (Y/N) N N N N

Depth profile

Depth profile measurements were taken using the 10x objective. The microscope

was focused onto the base of a substrate then, using the automated microscope

stage the distance of the sample from the microscope was increased incrementally

after each spectral acquisition. Depth measurements were taken using 1 µm

increments from the base up through the sample. Depth profile measurements

were performed using the parameters for liquid measurements as in Table 5.1.

The optimisation of the substrate for the liquid measurements will be outlined

within this chapter.

Mapping measurements

Serum samples (3 µl) were pipetted onto an aluminium foil substrate in triplicate

as seen in Figure 5.6. The Wire software includes a feature called surface that
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allows the capture of a montage of images across a droplet including adjusting the

z axis using the motorised stage for focus. A surface over each droplet was created,

then map scan operation was conducted in the software over the montaged image.

Point spectra were acquired across each droplet at 50 µm intervals across a grid

to cover the droplet area. The measurement parameters were the same for dry

measurements apart from mapping measurements which were acquired with the

10x objective .

5.2.4 Spectral Analysis

The spectral analysis for each measurement type varies slightly as the structure

of the data acquired is different. Point spectra are saved in terms of a list of

wavenumbers and corresponding intensities for 1015 data points across the spec-

trum. Mapping measurements and depth profiles have spectral information that

is saved in a similar way with xyz coordinate positions of the sample added to

the file name in order to construct a map. Therefore, some of the spectral data

in this chapter was analysed in the Wire software and some was exported to the

MATLAB workspace.

Point spectra

All point spectra were processed in the MATLAB environment. In order to

investigate spectral reproducibility and variance spectral pre-processing was kept

consistent for all spectra within this chapter. Raw spectra were quality checked

for minimum intensity and cosmic rays before exportation into the MATLAB

Raman data processing app. Data were then wavenumber standardised, a rolling

circle filter background subtraction with a radius of 150 for spectra taken with

the 785 nm laser line and a radius of 250 for 532 nm spectra. Spectral data were

then normalised to the intensity of the phenylalanine peak at (1003 cm−1) and

saved in a large matrix (spectra in rows) before spectral analysis.

Vibrational band assignments Before exportation to the MATLAB soft-

ware, the wavenumber range of the spectral peaks was found using the peak-pick



function in Wire. With reference to the published literature, peaks and peak-

ranges were then attributed to a corresponding vibrational bond and, where pos-

sible, biological compounds.

Mapping measurements

Mapping measurements were processed in the Wire software environment. Wire

has in-built Raman mapping software that allows the superposition of false-colour

Raman maps on top of the white light images of a sample. The software contains

a function that allows PCA-Raman mapping wherein the regions of most spectral

variance are highlighted on the map. PCA-Raman maps were generated across

dry droplets. The PC score variances were superimposed onto white light images

of dry droplets to investigate variability across the mapping measurements to

investigate sample locations where the variances are minimised to mitigate against

sample drying effects.

Depth profiles

Data from depth profile measurements taken to investigate the effects of laser

focus through the sample. Data were exported to Matlab for further analysis.

The intensity and background contributions of each spectra were investigated

using the inbuilt plotting functions in MATLAB.

Spectral variation Spectral variations such as the differences between serum

and plasma were explored using the standard deviation from the mean spectrum

for three different patients. Difference spectra between sample types were also

plotted to highlight spectral differences. When investigating experimental vari-

ation and patient demographic effects, in the case where there were very subtle

changes, PCA score plots were used to investigate the variances and PCA load-

ing plots were used to highlight the regions of spectra causing the variance. The

loading plots from the PCA analysis were used to assign spectral features to the

causes of spectral variance. To verify the PCA analysis for the experimental vari-

ations hierarchical cluster (HC) analysis was conducted using standard MATLAB

parameters to assess which spectra were most similar.
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5.3 Results and discussion

5.3.1 Characterising peripheral blood samples with vibra-

tional spectroscopy

The choice of biofluid for analysis is important when considering the purpose and

end application for a diagnostic tool. Therefore, a preliminary study into which

blood based biofluid was most suited for use with vibrational spectroscopy was un-

dertaken. Whole blood was immediately ruled out of this process as it is difficult

to store for longer periods of time so repeat measurements would not be possible

from the sample. Also, whole blood contains haemoglobin which is a large Raman

scatterer, therefore when analysing whole blood the spectrum is dominated by

the haem signature (Appendix D.1). Good quality spectra are achievable with

the ATR-FTIR however the cellular content of the blood caused some scattering

effects and large variability is introduced into the spectra which are not present

in spectra of biofluids without cells [1]. As a result serum and plasma were tested

for suitability for use with a Raman and FTIR based spectroscopic test.

5.3.2 Plasma vs serum

Biofluids such as plasma and serum previously have shown potential for use in

vibrational spectroscopic methods for disease detection [2–4]. Both serum and

plasma are used regularly in current testing protocols within hospital laboratories,

therefore are both easily accessible. Serum and plasma are both blood derived

products which are obtained from whole blood samples. Figure 5.1 gives a sum-

mary of the breakdown of the chemical composition of plasma/serum. It shows

that the main constituent of plasma is water, with added proteins, inorganic salts

and organic substances including lipids, carbohydrates and amino acids.

The main difference between plasma and serum samples is that serum sam-

ples do not contain any fibrinogen or metabolites from compounds involved in

coagulation [6]. Serum is produced by allowing whole blood samples to clot after

they have been taken, plasma samples are produced by not allowing the blood



Figure 5.1: Example chart of the typical chemical composition of plasma, values taken

from [5]. Serum exhibits similar values minus the clotting factors in protein e.g. fib-

rinogen.

to clot by adding an anti-coagulant agent to the blood sample in the collection

tube. To find the optimum biofluid for use with vibrational spectroscopy it is

important to consider the context that a spectroscopy based test would be used.

The aim of this work is to develop a test which has flexibility to be used both at

point of care in a primary setting but also within a central laboratory. Therefore

the processing and storage of samples and the reproducibility of samples before

and after storage is important. The rest of this section will consider the Raman

spectral response of both serum and plasma and also consider the spectral repro-

ducibility of both fluids. It will also assign biological substances to peaks found

in the spectra where possible.

Assessment of fresh plasma vs serum

Fresh liquid serum and plasma samples taken from three different patients on

the same day were excited with two different laser lines. Figure 5.2 (a) shows a

representative example of the the mean and standard deviation of a fresh liquid

serum sample and a plasma sample excited with a 785 nm laser source. The

spectra are similar, with no clear sample type showing a higher variation than
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the other. Plasma contains some proteins that are not in serum samples such

as clotting factors e.g. fibrinogen (Figure 5.1) and the Raman intensity of blood

plasma is clearly higher in the region from 1220-1400 cm−1, this spectral region

is attributed to protein amide bonds, cholesterol and lipids [7]. It is also higher

at the peak at 1658 cm−1 attributed to Amide I bonds within protein molecules.

This is confirmed when investigating the mean difference spectra between serum

and plasma samples. Figure 5.2 (b) shows the mean and standard deviation

of fresh serum and plasma samples excited with the 532 nm laser line. The

532 nm laser excitation gives a resonance Raman spectrum of the serum and

plasma samples. The variation between the samples is very small and the peaks

attributed to carotenoids (1156 and 1620 cm−1) are indistinguishable between

the two different sample types. To highlight this an average difference spectrum

between the two samples types was plotted, this shows differences of order 0.01.

This is a good indicator that fresh and liquid samples of both serum and plasma

samples would be suitable for use in a Raman spectroscopy based triage tool for

point of care use.



(a) 785 nm

(b) 532 nm

Figure 5.2: Comparison of mean and standard deviation spectra (upper) and difference

spectra (lower) for fresh liquid serum and plasma samples excited with (a) the 785 nm

laser line, (b) the 532 nm laser line. This is a representative spectrum from one patient

of three that were investigated.

This investigation was repeated for dry serum and plasma samples pipetted

in duplicate onto aluminium foil. Figure 5.3 shows that the variation between
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dried serum and plasma samples is very hard to distinguish. In terms of spectral

responsiveness and demonstrably better signal to noise ratio the 785 nm had

a much better response than the 532 nm spectra. Furthermore, some samples

became damaged when interrogated with the 532 nm laser line. In the interest of

translatability and the main aim being for this to be non-destructive to samples

only the 785 nm dry methodology was taken forward for dry spectral acquisition.

After drying, differences in the Amide III region disappear. The standard de-

viation in the plasma samples is higher than that of the serum but only marginally.

Figure 5.3: Comparison between dried fresh serum and plasma samples excited with

the 785 nm laser line. Unfortunately, due to signal saturation issues from fluorescence,

dry sample spectra could not be obtained from excitation with the 532 nm laser.

5.3.3 Assessment of plasma and serum post freeze-thaw

Samples used for medical diagnostics must have the ability to be analysed effec-

tively so must be able to be transported for analysis and stored if repeat analysis

is needed. Considering that this work is aimed at developing a tool that could

be suitable for both fresh (e.g. point of care) and freeze-thawed samples it is

important to investigate the effect that freezing has on the spectral response of

serum vs plasma and also how this affects the spectral reproducibility.

Aliquots of the samples from the patients used in the investigation for fresh

plasma vs serum were frozen at -80◦C on the day of collection and stored for

3 months. These samples were then thawed and the measurements in the above



investigation repeated. Figure 5.4 is an example of one each of thawed serum

and plasma samples. When compared to the serum sample, the plasma sample

appears to be more cloudy. On closer inspection there are cream coloured droplets

within the plasma reaction tube. The droplets are caused by the freezing process

and are known as the cryo-precipitate [8].

(a) (b)

Figure 5.4: Comparison of thawed 785 nm serum and plasma sample from the same

patient (a) and highlighted light cream coloured spots attributed to cryo-precipitate

(b).

The cryo-precipitate contains fibrinogen, Von-Willebrand factor, factor VIII,

factor XIII and fibronectin [9]. Due to it being a concentrated droplet of clotting

factors the cryo-precipitate is often used to treat coagulation-related disorders

[10]. In terms of use for a clinical spectroscopy the cryo-precipitate could cause

unwanted/ spurious diagnostic results when using a a diagnostic system that

relies on testing against a machine learning reference set. This is demonstrated

in Figure 5.5 which shows that the raw spectra of the plasma samples that have

droplets of cry-precipitate are highly variable and the spectrum has features which

are not present in fresh plasma samples. The largest differences were in the

amino acid region of the spectrum at 748 cm−1 and 758 cm−1, the lipoprotein

and triglyceride area between 1080-1096 cm−1. There is also a peak at 1520 cm−1

that is attributed to clotting factors and a region between 1535-1600 cm−1 that

can be attributed to fibrinogen [9].
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Figure 5.5: Average dry plasma spectrum and average dry precipitate spectrum excited

with the 785 nm laser with the spectral standard deviations (upper) and difference

spectra between the two components (lower).

Previous work within the research group has also investigated plasma and

serum samples for use with Raman spectroscopy and has found that as well as

there being issues with the development of cryo-precipitates in plasma samples

due to activation of the fibrin cascade, different anti-coagulants have an effect on

the spectral responses of plasma samples, particularly with samples excited by the

532 nm laser line [9]. It was found that plasma samples taken with citrate dextrose

(ACD) and lithium heparin (LiHep) exhibited a very similar spectral response to

serum (as in Figure 5.2). However, samples that used ethylene-diamine acid

(EDTA) and sodium citrate (SC) caused a reduction in the resonance Raman

response resulting in spectra that are more similar to that of samples excited

with the 785 nm laser line. Furthermore, other studies have found that the

ratio of anticoagulant to blood can also change spectral responses depending on

anticoagulant and cause a detrimental affect when trying to diagnose disease

in both fresh and freeze-thawed samples [11]. Anticoagulants appear to be a

source of spectral variation that could therefore affect diagnostic capability of a

spectroscopy based tool. Serum samples do not require an anticoagulant, have

a similar reproducibility to fresh plasma samples and do not suffer the same



reproducibility as plasma samples post freeze-thaw cycle. Therefore, all further

investigations during this project were carried out using fresh and freeze-thawed

serum samples.

5.3.4 Vibrational band assignments for serum samples

Interpreting spectra correctly is crucial to understanding the underlying biological

processes that are causing changes within the spectra. The wavelength of light

used to excite the sample can lead to very different spectral responses. Table 5.2

gives a summary of the main spectral band assignments for human serum samples

that have been excited with a visible (532 nm) and near infra-red (NIR;785 nm)

laser source constructed from the literature [3, 7, 9, 12–14].

Serum that has been excited with NIR light gives an array of peaks that

can be attributed to many biological components such as proteins, amino acids,

lipids, nucleic acids and glycoproteins. The NIR spectrum of serum is generally

characterised by a large central peak at 1004 cm−1 attributed to the aromatic ring

breathing mode of phenylalanine. This is coupled with strong spectral features at

1447 cm−1 attributed to CH2/CH3 stretching modes and a strong Amide I peak

at 1658 cm−1.

In contrast, the Raman spectrum seen when a serum sample has been excited

with visible light has far fewer spectral features. The main spectral features are

due to molecules resonant at visible wavelengths e.g.carotenoids. It is charac-

terised by the phenylalanine peak at 1004 cm−1 and the (C-H)n and (C=C)n

stretches attributed to the carotenoid family of molecules [15]. It must be noted

that the carotenoid peaks are also visible in the NIR spectra however, one of

the peaks at 1516 cm−1 is shifted to 1520 cm−1 in the spectra from the visible

light excited serum. The α-helix structure of Amide III in proteins can be distin-

guished in the resonance spectrum at 1283 cm−1 and 1298 cm−1, this assignment

cannot be found in the NIR spectrum of serum samples.
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Peak position (cm−1) Molecular

assignment

Biological

Component

785 nm excitation 532 nm excitation

622 N/A Phe

644-645 N/A Phe, Tyr

700 N/A ν(C-S) Lipids

743 N/A PPL; chol

758 N/A (C-S), (CCN) Amino acids

828-829 N/A CH rock in CH2 Phenol ring stretch

(exposed Tyr)

853 N/A (C-C) stretch Tyr

898 N/A δ(CH3) Lipids; glycoproteins;

fatty acid chains

938 N/A (N-C)&(C-C)

stretches

Proteins (α helical

stretch)

958 960 CH3 Def

1003-1004 1004 Aromatic breathing Phe

1032 N/A (C-H) bending,

(C-O) stretch

Phe; glycogen

1082 N/A (C-N), PO2 DNA

1127 N/A (C-N) & (C-C)

stretch

PPL; proteins; LDLs;

HDLs

1157 1156 (C-H)n Carotenoids

1175 N/A Trp, Phe (AAs)

1208-1209 1211 β-sheet Amide III

1266-1271 N/A (C-C),(C-N)

stretching

PPL; Amide III

N/A 1283,1298 α-helix Amide III

1319 N/A (C-H) Def Amide III; Adenine

1342 N/A Amide III

1447 1448 CH2, CH3 stretching Lipids

1520 1516 (C = C)n Carotenoids

1556 1535-1595 (N-H), (N-C) & NH2 Tryp; DNA

1608 N/A (C=C) stretch Phe, Tryp

1658 1659 (C=O), (C-N), NH2 Amide I

Table 5.2: Raman spectral band assignments (from centre of the feature). Where Tyr

- tyrosine, Phe - phenylalanine, chol - cholesterol, PPL - phospholipids, AA - amino

acids, LDLs and HDLs are high and low density lipoproteins respectively and Def is

deformation. Constructed from [3,7, 9, 12–14].



FTIR serum spectral band assignments

As previously shown in Chapter 2.3 (Figure 2.4), a typical FTIR spectrum of

serum also shows peaks from a range of different types of molecules including;

lipids, carbohydrates, fatty acids, protein conformational bonds and amino acids.

The serum FTIR spectrum is characterised by two large peaks at 1550 cm−1 and

1660 cm−1 attributed to Amide II and Amide I protein bonds.

Band position (cm−1) Molecular assignment Biological component

1170-1120 ν(C-O) and ν(C-O-C) Carbohydrates

1240 νas(P=O) Nucleic acids

1400 ν(COO−) Amino acids

1550 δ(N-H) Protein (Amide II)

1660 ν(C=O) Protein (Amide I)

1730-1760 ν(C=O) Fatty acids

2840-2860 νs(CH2) Lipids

2865-2880 νs(CH3) Lipids

2920-2930 νas(CH2) Lipids

2950-2960 νs(CH3) Lipids

3050-3090 ν(C=H) Lipids

3300 ν(N-H) Protein (Amide A)

Table 5.3: FTIR spectral band assignments for serum, adapted from [3]. Where ν is

stretching, δ is bending, s is symmetric and as is asymmetric stretch.

5.3.5 Optimisation of Dry measurement platform for Ra-

man spectroscopy

Experimental Substrates

One of the main considerations of an experimental substrate is to reduce the

autofluorescence of the sample and to minimise the background contribution from

the substrate. Previously, serum samples have been investigated using a variety

of substrates including glass, CaF slides, aluminium foil, silicon slides and plastic

slides [9]. Table 5.4 outlines the main advantages and disadvantages of some of the

most widely used substrates for serum analysis of dried samples. Spectra for each
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of the considered substrates were taken and compared, the spectral comparison

can be found in Appendix D.2.

Cost (£) Advantages Disadvantages

Aluminium foil 0.01 Cheap; low

background

contribution

Subject to

degradation

over time

Glass slides 0.14 Cheap; already

used regularly

in pathology

Large

florescence

fingerprint

region with NIR

CaF slides 70 Lowest

background

contribution

Highly

expensive; not

feasible for

translation.

Silicon Chip 2.00 Low background

in fingerprint

region; low cost.

Strong peak at

520 cm−1.

Plastic microscope slide 2.70 Cheap;

Re-usable.

Large spectral

contribution

across the whole

spectrum.

Table 5.4: A comparison of the different experimental substrates available for spectro-

scopic analysis of biological samples.

CaF slides have the lowest Raman background contribution but these slides

are expensive at £70 per slide and the slides can degrade over time which does

not lend them to clinical translation. Glass and plastic microscope slides are

less expensive but they both have large background contributions in NIR Raman

spectra, therefore heavy processing is required. Silicon chips are also low cost,

but silicon has a large peak at 520 cm−1 in both visible and NIR excitation that

is very strong and has the potential to mask other spectral features. Aluminium



foil is the most economical substrate with the lowest background contribution.

Previously, studies have found aluminium foil to be a suitable substrate for Raman

studies using biological samples [16]. Therefore, all of the dry data were taken

using aluminium foil in a dimpled well as the substrate (Figure 5.6). Impressing

the aluminium foil into a dimpled well pattern allowed multiple samples to be

dried in a uniform spacing for higher throughput and even drying.

Figure 5.6: Example of the multi-well aluminium plate used for all of the dried spectra

in this work.

5.3.6 The Vroman effect

Serum samples that have been dried onto flat surfaces have a characteristic ‘coffee

ring’ appearance with a dark concentrated edge around the outside of the droplet

with an inner ring and a flat centre. The process of forming this ‘coffee ring’ is

explained by the Vroman effect wherein molecules of different molecular weights

and different hydrophobicities ‘fall out’ of the serum solution at different rates

during the drying process and become absorbed onto the aluminium surface [17].

The rate at which proteins are adsorbed onto a surface depends on the affinity

of the proteins in the serum for that surface. Generally, when liquid serum is

dropped onto a surface and left to dry, water molecules are the first to reach the

surface. The structure of the surface then becomes important to the method in

which proteins are deposited. For example, hydrophobic surfaces tend to deposit

proteins that are denatured. When considering a spectroscopic substrate or dif-

ferent substrates it is therefore important to characterise the drying pattern for
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that particular substrate.

(a) White Light Image (b) Raman intensity map at 1004 cm−1.

(c) Raman intensity map at 1450 cm−1. (d) Raman intensity map at 1658 cm−1.

Figure 5.7: Representative Raman Intensity Map over a dry serum droplet. The regions

of the highest spectral intensity correspond to the brightest coloured regions in the map.

Figure 5.7 shows a Raman intensity map over a representative example of

a dried serum droplet dried onto a flat well as in Figure 5.6. The droplet was

mapped over the phenylalanine peak at 1004 cm−1, the CH2/CH3 stretching peak

at 1450 cm−1 and the Amide I peak at 1657 cm−1. Figure 5.7b-d shows the Raman

maps over these peaks superimposed on top of the white light image of the droplet

(Figure 5.7 a). All of the characteristic peaks were most intense in the inner ring

region of the droplet. This suggests that the optimal position for the dry spectral

measurements is across this region. When considering application to a clinical

setting, the variability of the Raman intensity is also important.



(a) PC 1 (b) PC2

(c) Raman loading for PC1 (blue) and

a spectrum from the droplet(red).

(d) Raman loading for PC2 (blue) and

a spectrum from the droplet(red).

Figure 5.8: PCA map image over the dried droplet showing PC1 (a), PC2 (b) and the

loading vectors from the wire software (c,d).

The variability of intensity over the serum droplets was investigated by gener-

ating a PCA map from the dried drop spectral dataset. The PCA algorithm was

selected to transform the data according to largest spectral variance. A PCA map

was then generated with the most variable areas having brighter mapped colours.

Figure 5.8 provides an example of the map for PC1 and PC2 1 over the dried

droplet. Figure 5.8(a) shows that there is an even variance across the sample in

PC1 which is expected given that a non-mean centred algorithm for PCA was

used. Figure 5.8(b) gives more insight into the optimum position of the droplet

to take a spectrum from. The loading corresponds to the overall PCA spectrum

from the droplet, the regions of highest intensity on the PCA map correspond

with the areas of highest variance across the droplet. Therefore the darkest region

1The algorithm used was not mean-centred within the Wire software, therefore the PCA

loading plot 1 is approximate to the mean of the dataset.
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in the centre of the ring indicated that this would be the optimum position in

which to take spectral measurements. The darkest and therefore least variable

region of the droplet coincides with the regions of largest spectral intensity in

Figure 5.7. This means the optimal region of the droplet in which to take point

spectra across the drop is the region highlighted in Figure 5.9. All dry spectral

datasets within this work were then taken as point spectra along this region of

the dried droplets.

Figure 5.9: Optimal sampling position for dry serum droplets (red).

5.3.7 Development of a measurement platform for liquid

data acquisition

Difficulties regarding the drying process are avoided when samples are investi-

gated whilst liquid. A stainless steel 40-well plate was developed for liquid data

acquisition during this work. A multi-well plate design gives the ability to anal-

yse multiple samples in one sitting. However, as in Table 2.4, plastic well-plates

have a large spectral contribution. An aluminium well plate was developed as

a liquid spectral substrate to combat this problem. The aluminium plate was

designed with the idea that the well plate could be re-used over time making

it more economical. Unfortunately, it was subject to tarnishing and surface ox-

idisation after cleaning. Stainless steel was therefore considered as a re-usable

substrate that has minimal background contribution effects and isn’t subject to

degradation after cleaning for re-use. This also suggests that it would be a more



economical option for translation.Stainless steel offers a re-usable substrate that

has minimal background contribution effects and isn’t subject to degradation af-

ter cleaning for re-use. This also suggests that it would be a more economical

option for translation. Figure 5.10 shows the stainless well plate used in this

work. Each well is machined to hold 200 µl of serum and the base machined to

have a notch at the centre. This aids with focusing the microscope to the base

of the well allowing for measurements to start from the same point in each well.

Figure 5.10 (b) shows the notch design at the base of the well plate when filled

with liquid serum.

(a) Stainless steel well substrate (b) The bottom of a filled well through

the 10x objective.

Figure 5.10: (a) An example of a stainless steel well substrate with a plurality of wells,

each well is designed to hold 200 µl of serum.(b) View of the ‘notch’ at the base of the

stainless steel well plate viewed through the 10x objective.

The working distance required to focus into the well meant that for liquid

samples the 10x objective was required. The microscope was focused to the base

of each well for spectral measurements, the position of the spectral acquisitions

through the well was optimised using a depth profile measurement. The Renishaw

encoded stage in the Renishaw system allows precise movement in the z direction

to ensure that the sample is in the same position each time. Figure 5.11 is a

representative example of a depth profile taken through a sample.
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Figure 5.11: Representative depth profile through the sample, step sizes given in µm.

Note that raw data are shown therefore cosmic rays have not been removed.

The depth was taken from the base of the well to minimise the effect of loss

of focus from the top of the meniscus as some of the sample evaporates. The

optimum position was found to be 1200 µm above the base of the well. This

position repeatedly gave high intensity values with good SNR, the spectra at this

depth were within the grouping of spectra that were most similar.

5.3.8 Cooling the well plate

Generally, when using a multi-well plate system for data collection you would

expect to load the well plate in a single step with all samples then have batch

data collection. With an open well plate this could be problematic as liquid

serum at room temperature will evaporate. To minimise this affect the well plate

during this work was temperature stabilised to (18-20◦C) using a Peltier cooling

system. The cooling of the plate allows the samples to be in the Raman system

for longer so will allow batch processing without the sample evaporating before

measurement. Figure 5.12 is a schematic of the Peltier cooling system. It consists

of a simple USB based Peltier plate that is attached to a customised heat sink

and base plate for the Renishaw system. The dimensions of the Peltier cooling

system are such that the plate covers the whole base of the well plate. Figure



Figure 5.12: USB powered Peltier cooling system for the stainless steel well plate. The

base plate schematic can be found in Appendix D.3.

5.13 shows the mean and standard deviation for 5 repeat spectra from the same

patient in the same well with the 785 nm laser. During the first measurement

set the well plate was used alone, for the second set of measurements the well

plate was cooled using the Peltier system. Overall the spectral response from the

room temperature data had a larger standard deviation from the mean spectrum,

the background fluorescence shape of the spectra taken at room temperature was

generally higher and had a steeper sloping baseline from the lower to the higher

wavenumbers on the spectrum. The data from the cooled well plate showed

that the cooling process helps minimise the fluorescence background contribution

from the sample and also allows for more reproducible data collection. The overall

spectral intensity was lower for the samples that had been cooled. This can be

attributed to there being a lower fluorescence response in the cooled samples and

there being a slightly larger volume of serum within the cooled wells due to the

slowed rate of evaporation. The focus of the light will therefore be ‘deeper’ into

the sample. This could cause a drop in the number of scattered photons reaching

the collection optics. The overall decrease in spectral response is also not so large
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that spectra cannot be obtained. Therefore the cooling system was adopted for

all liquid spectral collection.

Figure 5.13: Representative example of raw spectral data from the same patient under

cooled and room temperature conditions. Spectral data collection was repeated for 5

different wells using control patient samples.

5.3.9 Choosing spectroscopic method

ATR-FTIR was also considered during this work as a potential method of vibra-

tional spectroscopy for the detection of CRC in serum samples. Due to the strong

absorbance of O-H bond in water molecules in the infra-red, liquid serum spectra

were unable to be used as the spectra were dominated by the water signature

within the sample as demonstrated in Figure 5.14 (a).

(a) (b)

Figure 5.14: Example serum FTIR spectra for a liquid sample (a) and a dried sample

(b).



To solve this issue samples can be left to dry. Figure 5.14 (b) shows a represen-

tative dry serum FTIR spectrum. The dry serum spectra has identifiable peaks

that can be attributed to proteins, lipids, carbohydrates etc that are not seen in

the liquid spectrum. The dry spectrum was of good SNR and required minimal

sample preparation i.e. pipetting onto the diamond ATR substrate. However,

one disadvantage to this method is that for each measurement the sample has to

be pipetted onto the crystal and when drying samples each sample has to be dried

for approx. 20 mins before spectral acquisition can take place. This is very detri-

mental for any technique that is looking towards translation as the throughput

potential is low. Due to the slow spectral acquisition time for the FTIR methods

the rest of the work in this thesis was focused upon Raman spectral applications.

5.3.10 Pre-analytical considerations

Serum and plasma samples are commonly used for may different applications

in clinical investigations. In some patients with CRC, CEA protein levels are

measured in serum samples to monitor progression of the disease [18]. The target

analyte within the blood sample usually dictates the pre-analytical treatment of

blood samples (i.e. serum or plasma, fresh samples or stored, which collection

tubes needed, etc). An example of this is heparin which can bind to ionized

calcium in plasma and serum samples causing interference with any tests that

measure calcium levels so heparin as an anticoagulant is avoided if calcium levels

need to be measured [19]. To ensure that the relevant biological information for

the Raman spectroscopy based test is maximised, pre-analytical treatment and

other factors that might affect the spectral results need to be considered. The

sources of biological variation within the sample set in this work can be split into

two groups - sample handling and patient demographics - and will be discussed

further in this section.

5.3.11 Sample handling

It was shown above that serum holds the advantage over plasma for vibrational

spectroscopy thus eliminating many factors that can contribute to a different
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spectrum from different anticoagulants. Local hospitals in which serum samples

were collected used only one type of tube for serum collection (Vacutainer SST,

BD USA). All samples were collected and processed according to manufacturer

gold standards, this eliminated the potential for variations in serum from the

collection tubes. Furthermore, any samples that haemolysed during processing

were re-collected wherever possible, where repeat collection was not possible the

sample was discarded.

In routine biochemical testing, serum samples can often be used for more

than one test analyte, so samples are often stored and frozen at -80◦C. Therefore

an investigation into the stability of serum samples for Raman spectroscopy was

carried out. Furthermore, in a clinical setting there is often more than one mem-

ber of staff to conduct the same tests so the inter-user robustness of the Raman

protocols developed in this chapter was studied.

5.3.12 Freeze-Thaw stability of serum

To investigate if serum samples that have been frozen could be used in a Raman

based test, five repeat spectra were taken from a liquid serum sample when fresh

and then from the same thawed sample that had been frozen at -80◦C in three

250 µl aliquots. For three consecutive days after the initial measurement of

fresh serum, aliquots were thawed and a measurement was taken from one of the

aliquots, the other aliquots were re-frozen for use on other days. Spectra were

collected using both the liquid and dry methods developed above. Figure 5.15

shows freeze-thaw analysis for the liquid serum data. PCA analysis confirmed

that there was no distinct difference between the fresh sample and samples that

had been through freeze-thaw cycles. However, the fresh sample and a sample

having gone through a single freeze-thaw cycle were separated across PC1. The

loadings for PC1 and PC2 show that the main cause of spectral variation across

PC1 can be attributed to a shift of the phenylalanine peak at 1004 cm−1. There

were also spectral variations in the peaks at 1032 cm−1, 1082 cm−1 and 1127

cm−1 attributed to glycogen, DNA and phospholipids, and proteins.

It is expected that during freeze-thaw, water molecules form ice crystals within



the proteins and when those crystals melt they affect the overall structure of the

protein samples. These results are in agreement with previous studies investigat-

ing protein and metabolite levels in serum and plasma samples that have been

stored at -80◦C and then freeze-thawed [20, 21]. The PCA results for the liquid

analysis are confirmed by hierarchical cluster analysis of the spectra. The fresh

sample and a sample that had been through one freeze-thaw cycle grouped more

similarly than the samples that had been through more freeze-thaw cycles.

(a) PC1 vs PC2 (b) Loadings

(c) Dendrogram from hierarchical clustering analysis

Figure 5.15: PC score, PC loading and hierarchical cluster analysis plots for liquid

serum samples that are fresh and those that have undergone freeze-thaw cycles. Sam-

ples that were fresh or had gone through fewer freeze-thaw cycles were grouped most

similarly. In this case FT-n is the number of freeze-thaw cycles that a sample had been

through.

Figure 5.16 shows the PCA score plot, PCA loadings for the first three PCs

and also a HC analysis dendrogram for the dry dataset. Unfortunately, within
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this dataset there was one spectrum that seemed to be an outlier from the main

dataset. This was attributed to a large background contribution and low SNR for

this data point which can be seen in the loading plot on PC1. The score plot in

Figure 5.16 (a) shows separation between the main dataset and the outlier. The

scale of the score plot shows a larger general variance in the dry dataset than

the liquid dataset. Loadings for PC2 and PC3 show that the causes of variations

from the same regions of the spectrum in PC2 to the PC1 on the liquid dataset,

and PC3 was similar to PC2, however the magnitude of the variation is higher in

the dry samples. This is expected as a dry dataset is taking point spectra from a

specific region of the dried droplet whereas the liquid data can be thought of as

an overall ensemble average for the sample.

(a) PC1 vs PC2 (b) Loadings

(c) Dendrogram from hierarchical clustering analysis

Figure 5.16: PC score plot for dry samples that are fresh and those that have undergone

freeze-thaw cycles.



The PC score plot for PC1 vs PC2 also reveals that in the dry dataset the

more freeze-thaw cycles that a sample had been through the wider range their

PC scores were. Therefore in the dry samples the reproducibility of the data

decreases with increasing freeze-thaw cycles.

As with the liquid spectra the fresh samples and the samples that had only

been through one freeze thaw cycle (FT-1) grouped more closely than the samples

that had been through repeated freeze-thaw cycles. These results were again

confirmed by HC analysis. The dendrogram in (c) showed that apart from the

rank outlier, the fresh and FT-1 samples grouped together and the FT-2 and

FT-3 group were most similar. This suggests that repeated freeze-thaw cycles

cause a gradual degradation of the serum samples.

5.3.13 Investigating inter-operator variability

An investigation into inter-operator variability was conducted to test the robust-

ness of the protocols developed for liquid and dry data acquisition. To investigate

the robustness of the liquid protocol, spectra were taken by two different users

from the same sample. Spectra were taken on the same day from the same well,

the well plate was cooled during all spectral data acquisitions and the well used

was cleaned between users using the protocol outlined in Chapter 3.3.

Figure 5.17 (a-b) shows the scatter plots for PC1 vs PC2 and PC2 vs PC3 for

the liquid datasets. Figure 5.17 (c) gives the loading plots for the first three PC

scores. The PC scores show no correlation between the user that took the spectra

and the PC scores. This is confirmed when loadings on the PCs are investigated;

the loadings show that the variance across the first three PCs has a very small

magnitude and the loadings mostly just show noise. The HC dendrogram as

seen in Figure 5.17 (d) also shows that the cluster analysis did not group spectra

for liquid samples by the operator. This confirms that there is no correlation

between the operator of the equipment and the spectral data acquired for the

liquid protocol.
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(a) PC1 vs PC2 (b) PC2 vs PC3

(c) PC score loadings for scores 1-3.

(d) Cluster analysis

Figure 5.17: PCA scores (a-b) and PC loadings (c) for inter-operator investigation on

the liquid dataset. The results were confirmed using HC analysis and plotting a HC

dendrogram (d).

The experiment was also repeated for the dry protocol. For this both users

took five point spectra across the same dry droplet from the same patient on the

same day from the region in Figure 5.9. Figure gives the PC score plots for PC 1-3

and also the PC loadings across these scores as well as a HC analysis dendrogram.



The dry score plot showed a larger PC score variance between the samples with a

range of 1 to 0.5 compared to that of the liquid samples. There was some correla-

tion between samples from user 1 and user 2. This is to be expected as the liquid

data are an ensemble average of the sample taken from exactly the same point

in the well whereas the dry data are taken randomly from the optimum ring on

the dry droplet. The loadings show varying contributions in the 1200-1400 cm−1

spectral region where the aluminium background has varying contributions. The

loading on PC2 which separates the three user 1 data points shows that there

are spectral differences in the phenylalanine, Amide I ,CH2/3 stretch and in the

Amide III/aluminium background regions. The loading shape suggests that the

background for the three separated spectra were slightly different in shape to the

other samples and due to the RCF background subtraction this is highlighted by

sudden drops in the loading at around 1150 cm−1 and 1475 cm−1. Between the

other data points there is less variation, this is confirmed with the HC analysis

which shows that the three spectra separated by PCA were also separated by

HC analysis. However, there is no correlation with the other datapoints. This

shows that there is generally more variation between datapoints in the spectra

from the dry protocol compared with that from the liquid. Some spectra showed

no correlation between which user took the spectra therefore, the region that dry

spectra are taken from needs to be chosen very carefully to ensure reproducibility.
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(a) PC1 vs PC2 (b) PC2 vs PC3

(c) PC score loadings for scores 1-3.

(d) Cluster analysis

Figure 5.18: PCA scores (a-b) and PC loadings (c) for inter-operator investigation on

the dry dataset. The results were confirmed using HC analysis and plotting a HC

dendrogram (d).



5.3.14 Investigating patient demographic effects on Ra-

man spectra

When considering potential sources of variation to spectral data it is important to

consider potentially unwanted biological variations that are not indicators of dis-

ease. Recent metabolomics studies have shown that patient demographic factors

such as age, fasting status and sex can affect levels of these blood components

and has lead to models that discriminate between patient sex and age rather than

disease state [22]. The Raman spectrum of serum contains spectral information

from a variety of components within the blood such as proteins, metabolites,

lipids and DNA therefore the effects of patient fasting status, medication and sex

on the variation of spectra were investigated.

To study the affects of patient fasting status and sex on Raman spectra data

collected from a cancer cohort and a control cohort were compared. Data were

compared using the dry protocol (785 nm) and the liquid protocol (785 nm and

532 nm). Participants involved in the studies for this thesis were also asked

about their smoking status. It is expected that the smoking status may change

a Raman spectrum but it would be inappropriate to discriminate towards a test

for non-smokers and it would not be possible to control this variable. Therefore,

participants who were smokers and non-smokers were included in all of the studies

and are recorded in the relevant cohort information tables for each study.

5.3.15 Fasted vs non fasted samples

Cohort details

The cohort details for investigating the effect of fasting status are in Table 5.5;

including 19 fasted patients vs 19 non-fasted patients with a mixture of control

and cancer cases. Fasting status was determined by the patient upon recruitment

into the study. Table 5.5 also contains any other data that was included in the

patient records received from the patient Case Report Form (CRF).
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Table 5.5: Cohort details for fasting vs non-fasting patients to investigate effects on

Raman spectra. Where Vasc. is vascular and CRT is undergoing chemo-radiotherapy.

Fasted Non-fasted

Group Sex Age Other Group Sex Age Other

Cancer Male 84 none Cancer Female 70 none

Cancer Male 77 none Control Female 66 Ovarian

cyst

Cancer Female 71 CRT Cancer Male 65 none

Cancer Male 83 none Cancer Female 93 none

Cancer Female 80 none Cancer Female 81 none

Cancer Female 60 none Cancer Female 80 Vasc.

Demen-

tia

Cancer Male 68 none Cancer Female 73 none

Control Female 79 IBS Control Female 71 none

Control Female 63 none Control Male 60 none

Control Female 58 none Control Female 22 none

Control Female 50 Prev

cancer

Cancer Male 66 none

Cancer Male 49 none Control Male 53 none

Cancer Male 46 none Cancer Male 86 none

Cancer Male 71 none Control Male 53 none

Control Male 60 Prev

cancer

Control Male 63 pre

cancer

Control Female 77 none Control Female 75 none

Control Female 42 none Cancer Female 83 none

Control Male 77 none Control Female 73 none

Control Female 82 none Cancer Male 61 none



Average spectral comparison

Figure 5.19 shows a comparison between average spectra for fasted and non-fasted

samples for 19 cancer and 19 control patients with 785 nm (a) and 532 nm (b)

excitation with difference spectra to highlight the regions of spectral differences.

The 785 nm (NIR) spectra show that the fasted samples have a higher standard

deviation in the 1200-1400 cm−1 spectral region but higher variation in the non-

fasted samples in spectral regions attributed to carotenoids, lipids, glycoproteins

and amino acids. This is to be expected as these levels vary with the time a

patient last ate. The difference spectra show that the non-fasted samples have

relatively higher levels of amino acids, lipids, glycoproteins and fatty acid chains

in the 725-760 cm−1 and then 830-904 cm−1 regions. They also show higher

levels of carotenoids at 1157 cm−1 and 1520 cm−1 in the non-fasted spectra and

differences in the shoulder of the phenylalanine peak at 1002 cm−1. Previous

studies have shown that the regions that vary between the fasted and non-fasted

spectra can also be attributed to differences between cancer and controls in serum

samples, therefore it was decided in future studies with 785 nm excitation that

fasted patients should be used [23–25].

The 532 nm (Vis) mean spectra show very few general differences apart from

a higher level of carotenoids in the non-fasted samples and slightly higher pheny-

lalanine levels in the fasted patients. The standard deviation of the fasted samples

is seemingly higher than that of the non-fasted samples. This is contrary to logic

as one would expect samples that have been fasted to have more constant levels of

lipids, lipoproteins, carotenoids and mono-saccharides compared to a non-fasted

cohort which will have variations due to the time differences caused by the last

time a person ate. The main region of spectral difference and variation in both

the 785 nm and the 532 nm spectra are in regions associated to proteins. There-

fore, further to investigating the overall differences between fasted and non-fasted

samples it was considered that the effect of fasting may affect the spectra of pa-

tients with cancer and control patients differently. Therefore PCA was used to

investigate the spectral variance by fasting status within patient groups.



5.3. Results and discussion 165

(a) Mean NIR spectra and difference.

(b) Average 532 nm spectra and difference.

Figure 5.19: Average serum spectra comparing fasted vs non-fasted patients for 785

nm (a) and 532 nm(b).

785 nm PCA analysis

Figure 5.20 (a-b) shows the effect of fasting status on the principal component

scores for patients who have confirmed colorectal cancer. The variance within



the scores on Figure 5.20 (a) shows that in general the variance within the cancer

cohort is large. There is no correlation/grouping between fasted vs non-fasted pa-

tients. When looking at components that contribute to smaller spectral variances

such as PC3 vs PC4 (Figure5.20 (b)) there still does not appear to be a depen-

dence on fasting status. However, the PC scores did reveal outliers; the circular

shape encasing blue triangles are patients that had undergone CRT treatment

prior to sample collection. The red circles that also appear to be outliers and the

spectra are from a patient who also has vascular dementia. The overall variance

in the PC scores for cancer patients and the outliers show that that a cancer

patient’s medication, treatment or other conditions have a greater effect on the

spectral variance than fasting status in the NIR cancer spectra.

(a) PC1 vs PC2 (b) PC3 vs PC4

Figure 5.20: PC Score plots for 785 nm data from fasted vs non-fasted patients with

confirmed CRC.

PCA analysis was repeated for the control patient cohort. Figure 5.21 shows

the PC score plots for the control fasted vs non-fasted samples. It is clear that

the PC scores are more sensitive to fasting status in control patients than in the

confirmed cancer patients. Furthermore, in the control patients the spread of

non-fasted PC scores is higher than that of the fasted patients. This is likely due

to the control patients having smaller variations in medication leading to higher

sensitivity of Raman to the fasting status. The outlier circled in Figure 5.21 (a)

is a patient who had an anal fistula. The loadings on PC1 show that PC1 is

dominated by an increase in the height of the peak at 1440 cm−1 attributed to
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the CH2/CH3 stretching and is present in lipids, fatty acids and carbohydrates

which is attributed to some clustering between the fasted and non-fasted patients

as well as the non-fasted patient with an anal fistula. The loadings on PC2 show

differences similar to that in the difference spectra in Figure 5.19 (a) and also

shown in previous work within the group to be attributed to fasting status of the

patient [9].

(a) PC1 vs PC2 (b) PC2 vs PC4.

Figure 5.21: PC score plots for fasted vs non fasted control patients. With PC1 vs

PC2 (a) and PC2 vs PC4 (b). PC3 was not shown due to its dependence on the same

wavenumbers as PC2.

(a) Loadings on PCs 1-3 (b) Loadings on PCs 4-6

Figure 5.22: Loadings on PC 1-6 for fasted vs non-fasted patients. Loadings on PC 1,2

and 3 (a) and PCs 4,5 and 6 (b). Features associated with separation between fasting

and non-fasting are highlighted (boxes).



The loadings on PCs 4-6 are dominated by a shift at the phenylalanine peak

and also an increase in the lipid (1447 cm−1) Amide I regions of the spectra

(1658 cm−1) for fasted patients. This indicates that the sensitivity of serum

Raman spectroscopy to different analytes within the blood on fasting status.

This, along with both the difference spectra and the loadings highlighting spectral

regions used previously for discrimination, lead to fasted samples being used.

532 nm excitation PCA analysis

Figure 5.23 shows PC scores and loadings for fasted vs non-fasted patients for

the cancer cohort for Vis spectra. There is no correlation between clustering and

fasting status for the cancer patients in the PC score plots. The score plot for

PC1 vs PC2 show two clear outliers from the rest of the patient dataset. On

further investigation of the patient demographics it was found that the fasted

outlier had late stage cancer in the rectosigmoid area and the non-fasted outlier

had finished CRT for rectal cancer three months previously and was now clear

of CRC. The loadings on PC1 show a mixture of features characteristic of NIR

and Vis spectra including shifts of the carotenoid peaks as well as peaks in the

Amide I region not normally seen in Vis spectra. This shows that for the outlying

patients along PC1 there is a loss of resonance in the 532 nm spectra. This is

possibly due to the site of the cancer and also the medication/treatment that the

patients are undergoing. Figure 5.23 (b) shows the PC score plot of PC1 vs PC3.

This plot shows a further two patients that are separated from the main group of

spectra. These patients were also rectal cancer patients where the main group of

patients were colon cancers. The loading on PC3 shows a shift in the carotenoid

peak position at 1156 cm−1 and a decrease in the lipids and carotenoids in the

rectal cancer outliers; the features are also shared in the PC1 and PC2 loadings.

This indicates a sensitivity of serum excited at 532 nm to cancer site and patient

medication. The effect of the outliers is not seen in the 785 nm spectra which

indicated that 785 nm and 532 nm could potentially be used as complimentary

wavelengths to gain different information about cancer patients, such as cancer

site within a model.
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(a) PC1 vs PC2 (b) PC1 vs PC3

(c) Loadings

Figure 5.23: PC scores and loadings plots for 532 nm spectra of fasted vs non-fasted

cancer patients.

The effect of medication and site of cancers is also visible within the control

cohort that included patients with previous rectal cancer. Figure 5.24 shows the

PC scores and loadings for the fasted vs non-fasted control patients using 532 nm

excitation. Again, there is no correlation between fasting status and the PC

clustering in the PC1 vs PC2 plot (Figure 5.24) but there are two outlying patients

within the dataset. The outlying patients were both patients with previous rectal



cancer who had been treated for the disease within 6 months previous to the blood

samples being taken but were now cancer-free.

(a) PC1 vs PC2 (b) PC2 vs PC3.

(c) Loadings on PCs 1-3

Figure 5.24: PC score plot for fasting status of control patients.

The 532 nm spectra are therefore more susceptible to variance due to the

medication a patient has been given and any previous conditions (cancer) of the

disease. One of the patients was also found to be an outlier in the NIR data but

the loss of resonance in the Vis spectra show that it is more sensitive than 785 nm

to the spectral changes. The loading on PC1 for the control data shows a loading
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that looks almost identical to a typical NIR serum spectrum. This again shows

that the CRT has had an effect of lessening the effects of the resonance of the

532 nm data. This is either due to a change in structure or a decrease of complex

conjugated molecules e.g. carotenoids in the patients with previous or current

rectal cancer and CRT. The score plot for PC2 vs PC3 also show the non-fasted

patients to have a larger overall variance than the fasted patients and separates

out the same two patients. The loadings on PC2 and PC3 also show a shift in

the carotenoid peaks similar to in the cancer case.

Therefore, the 785 nm and 532 nm spectra are susceptible to different aspects

of the participant details. 785 nm spectra are more sensitive to the fasting status

of a patient whereas 532 nm spectra are more sensitive to the treatment a patient

has received or the position of the patients cancer.

5.3.16 Medication

The effects seen in the PCA loadings of the fasting vs non-fasting spectra were

further investigated by looking at representative examples of raw spectral data.

Figure 5.25 shows a comparison between NIR and visible spectra from three

different control patients. Figure 5.25 (a-b) is that of a representative NIR (a)

and Vis (b) spectrum for a control patient. Part (c-d) of the figure show the raw

spectra of a control patient with previous cancer from the previous example and

(e-f) show the raw spectra of a control patient who has diabetes. Effects seen in

the PC loadings in the above section are also seen in the raw spectra. There are

very small differences in the 785 nm spectra between all three control patients,

however, there are large differences in the raw 532 nm spectra. The previous

study showed cancer patient showing different spectral features and a decrease

in the resonance effect in 532 nm spectra. The diabetic patient also showed

a change in fluorescence baseline direction. Therefore, the 532 nm spectra are

clearly more sensitive to medication and disease state than the 785 nm spectra and

show some potential for the monitoring of disease post-treatment. The 532 nm

spectra are more sensitive to fasting status than 532 nm spectra. In terms of a

diagnostic model the decision was made to limit the training of a diagnostic model



(a) (b)

(c) (d)

(e) (f)

Figure 5.25: Spectra of a control patient with no other health issues with the 785 nm

(a) and 532 nm (b); Spectra of control patient who had previous cancer and had CRT

with 785 nm (c) and 532 nm (d); Spectra of a control patient with diabetes with 785 nm

(e) and 532 nm (f) lasers.

to patients who had previously fasted for more than 6 hours to ensure spectral

differences were due to disease. The sensitivity of 532 nm spectra to medication

and potentially position of cancer within the body highlights the potential for a

multi-modal approach to diagnostic encompassing both types of spectral data. A

comparison of 785 nm spectra and 532 nm spectra for diagnostic capability and

also the potential of adding the data together is explored more in Chapter 7.3.7.
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5.3.17 Sex

The sex of a patient can also determine affect the metabolites within serum

and there have been mass spectral and chromatography studies profiling the dif-

ferences between circulating metabolites in serum samples from a UK popula-

tion [26]. Dunn et al reported differences in metabolites that have strong Raman

spectral signatures such as tryptophan and tyrosine, therefore the effect of patient

sex on the Raman spectral signature was investigated. Liquid data from both

785 nm and 532 nm laser lines were collected from a cohort of 10 males and 10

females who were confirmed to not have cancer, the patients demographics are

summarised in Table 5.6.

Table 5.6: Age and study number of the control patients used for investigation to the

effect of sex on spectra.

Female Male

Study number Age Study Number Age

80 78 55 78

102 69 67 65

114 63 88 54

115 58 91 86

128 77 104 60

132 82 139 69

153 67 145 78

154 54 147 56

179 59 159 73

185 73 184 76

Mean Age (yrs) 68 ± 9.5 69.5 ±

10.6



Figure 5.26 shows mean and difference spectra taken with the 785 nm and

532 nm for fasted females and males. The 785 nm difference spectra shows that

female patients have higher levels of lipids (700 cm−1), DNA (≈ 1080 cm−1) and

CH2/CH3 lipids and carotenoid regions.

(a)

(b)

Figure 5.26: Mean and difference spectra for male and female patients (female - male)

from 785 nm (a) and 532 nm lasers (b).
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In both the 785 nm and the 532 nm spectra the Amide I region and phenylala-

nine and tyrosine peaks at 1600-1660 cm−1 have a larger standard deviation as

well relatively higher levels in the male patients compared to the female patients.

Both spectra also show higher levels of phenylalanine in the male patients. As a

control measure to ensure differences in spectra were due to sex of the patient and

not general variance between samples, an extra investigation was conducted. The

spectra from the 10 male and 10 female control patients were randomly mixed

together in even cohorts of 5 male and 5 female and combined to produce ‘com-

bined control spectra’ cohorts. These were then subtracted from each other to

produce difference spectra as in the sex study. Figure 5.27 shows the difference

spectra from the female - male spectra for 785 nm and 532 nm spectra with the

differences in the combined spectra overlaid in each case. It is clear that the

(a)

(b)

Figure 5.27: Difference in spectra for female - male patients overlaid with combined

cohorts from 785 nm (a) and 532 nm lasers (b).

differences when the cohorts are combined are an order of magnitude lower than

in the case where female and male spectra are combined. This shows that the



differences within a general dataset are much smaller than those due to the sex

of the patients. Furthermore these plots double as a ‘control patient - control

patient’ test showing that there are small differences between control - control

spectra. Therefore reinforcing that the differences seen between control and can-

cer patient spectra are real differences.

To highlight differences in the spectra that may affect diagnostic/classification

models, PCA was used to investigate the differences in 785 nm and 532 nm

spectra. Figure 5.28 shows the PC scores and associated loadings for liquid

785 nm spectral data. The PC1 vs PC2 score shows clustering within male and

females. This is also shown in the PC1 vs PC3 plot. The loadings on PC1

show differences in a shift in the phenylalanine and increased levels in the amide

region of the spectra in agreement with the difference spectra for the 785 data.

The loadings on PC2 and PC3 also agree with the difference spectra showing

shifts in the phenylalanine peak between the sexes and in the loadings of the

CH2/CH3 lipid region. As with fasting status, these regions, including shifts in

the phenylalanine peaks and changes in carotenoid levels, have been associated

with spectral changes due to malignant diseases [4]. It is clear that at 785 nm

serum data are sensitive to the sex of the patient, therefore it is possible that

there may be improvements in diagnostic capability if the diagnostic models are

split for 785 nm data by sex of the patient. This will be discussed further in

Chapter 6.4.5.

When considering the 532 nm spectra (Figure 5.29) there is a smaller depen-

dence on male vs female patients. As before, there is a clear outlier in the 532 nm

spectra along PC1 associated with a decrease in the resonance effects. The pa-

tient demographics associated with outlying spectra show that the patient had

diverticular disease. This result again suggests that as this patient was not an

outlier in the 785 nm data, the 532 nm data are more sensitive to co-morbidities,

medication and site and type of disease.
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(a) PC1 vs PC2 (b) PC1 vs PC3

(c) Loadings on PC1 to PC3.

Figure 5.28: Scores plot for PC1 vs PC2 (a) PC1 vs PC3 (b), PC loadings on PC1-3

(c) for sex of patient with 785 nm laser line.



(a) PC1 vs PC2 (b) PC1 vs PC3

(c) Loadings pn PC1 to PC3

Figure 5.29: Scores plot for PC1 vs PC2 (a) PC1 vs PC3 (b) and PC loadings on PC1-3

(c) for sex of patient with 532 nm laser line.

5.3.18 Age and smoking status

The risk of acquiring colorectal cancer increases with age; the cohort of patients

recruited during this work has a mean age of 67 years with a standard deviation

of 13 years, therefore it is difficult to investigate the changes that are associated

with age within the cohort. In future a study of spectral changes would be useful

to determine natural differences in age compared to differences caused by natural
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ageing and those associated with disease risk. Furthermore, the general cohort of

patients who would be within the urgent suspected cancer referral route for CRC

patients are generally within the age range of patients that diagnostic models

have been trained on in this work.

The diagnostic models in this work were trained on samples from a mixture

of patients who were smokers and non-smokers. There have been previous re-

ports showing differences in Raman spectra between smokers and non-smokers

however this factor is not controllable in a patient population (as fasting would

be) therefore all models were trained on a mixture of smokers, non-smokers and

ex-smokers across all of the patient groups to allow for spectral differences caused

by smoking.

5.3.19 Discussion and future considerations

The aims of this chapter were three-fold; firstly the optimum biofluid for Raman

data acquisition was investigated and characterised. Secondly, protocols were

developed and optimised for serum data acquisition using both liquid and dry

samples. Finally, pre-analytical considerations such as sample handling and inter-

operator reproducibility were investigated to test the robustness of the protocols

developed along with potential patient demographic effects on serum spectra.

The results from the first investigation showed that serum was the optimum

biofluid for analysis of CRC samples with Raman spectroscopy; serum showed less

spectral variability than plasma samples after freeze-thaw cycles. Furthermore,

plasma samples are subject to variation from different anticoagulants whereas

serum samples are achieved from allowing a blood sample to clot, therefore this

negates any possible spectral interference from different anticoagulants or different

concentrations of anticoagulants. Serum was then characterised using Raman and

FTIR spectroscopy and a literature search was conducted to (wherever possible)

assign spectral peaks to biologically relevant molecules such as DNA, amino acids,

in the serum.

FTIR spectra had good SNR and required minimal sample preparation i.e.

pipetting onto the diamond ATR substrate. However, for each measurement the



sample has to be pipetted onto the crystal and when drying samples each sample

has to be dried for approx. 20 mins before spectral acquisition can take place.

This is very detrimental for any technique that is looking towards translation as

the throughput potential is low. Due to the slow spectral acquisition time for

the FTIR methods the rest of the work in this thesis was focused upon Raman

spectral applications.

The measurement conditions and protocols for dry and liquid spectral data

collection were developed and optimised. Dry spectra could not be acquired

using the 532 nm laser however good quality spectra were collected from the

785 nm laser line. The use of chemometric analysis allowed the optimisation of

dry sample data acquisition, aluminium foil proved to be a cheap and effective

substrate that was able to be used in a high-throughput configuration. It was

found that spectra can vary across a serum droplet in accordance with the Vroman

drying effect of serum. The optimum region of a dry droplet for Raman spectral

data acquisition was found to be a band around the center. This was determined

using PCA mapping analysis which maximised spectral intensity and minimised

spectral variance.

A stainless steel well plate was designed as a new substrate to allow high

throughput analysis of liquid serum samples. The position for spectral measure-

ments in the wells was optimised and found to be 1200 µm from the focus position

of a notch as the base of each well. The spectral effects of evaporation and fluores-

cence contribution were reduced when the well plate was temperature stabilised

to between 18-20◦C. It was also decided to focus on serum Raman spectroscopy

due to it’s ability to be used in high throughput in both dry and liquid platforms.

For both liquid and dry serum samples that had been subject to multiple

freeze-thaw (FT) cycles, the overall PC score range was small therefore generally

the reproducibility of the spectra was good. Spectra could be acquired after

at least 3 FT cycles. Fresh serum samples and those that had been through

just one FT cycle showed less degradation and PC score variability than those

that had been through more FT cycles. Chemometric analysis showed that fresh

samples and those that had been through one FT cycle were most similar in

both sampling modalities. Therefore, future analysis or any comparisons will



5.3. Results and discussion 181

concentrate on samples that are fresh or have gone through only one freeze-thaw.

Any spectral comparisons of data from more FT cycles is possible however the

analysis must be done with care to ensure that differences due to the degradation

of the sample are taken into account.

There is no correlation in the liquid protocol between operators of the equip-

ment and the spectra acquired proving the robustness of the liquid protocol.

However, the dry dataset showed some inter-user variation. This was only true

for some spectra so to negate this, tighter control and better instructions (includ-

ing PCA picture in the protocol) of the area of the dried droplet in which spectra

should be taken was adopted.

It was found that 785 nm difference spectra of fasted and non-fasted patients

and PCA differences in fasted vs non-fasted control patients have differences.

The spectral regions with increased variance due to the fasting status have been

previously shown in literature to be attributed to the differences between cancer

and control samples. Therefore it was decided that fasted patients would be

optimal for this work. Furthermore, 532 nm fasted and non-fasted spectra show

no correlation based on fasting but in general 532 nm spectra are more sensitive

to medication effects of the patients.

Finally, there is clear separation in male vs female patients in 785 nm spectra

leading to the potential of separated models for each sex. There is no correlation

between sex and 532 nm spectral variation in PCA score plots but again 532 nm

spectra show sensitivity to patient comorbidities. As a result of the 532 nm anal-

ysis the potential of a multi-model approach is explored further in Chapter 7.3.7.

Future considerations

It has been noted that a further method of x axis calibration and a method of

monitoring ‘dark noise’ within spectra is to use an external calibration standard

such as standardised green glass [27]. However, this was discovered after the com-

mencement of recruiting fresh Raman spectra for serum samples. To ensure that

all the data had been treated equally during this project an external standard was

not used. However, the use of an external standard to calibrate the instrument

has been added into subsequent SOPs for Raman data acquisition.



Bibliography

[1] Caryn Sian Hughes. Development of Fourier Transform Infrared Spec-

troscopy for Drug Response Analysis. pages 30–50, 2011.

[2] Kenny Kong, Catherine Kendall, Nicholas Stone, and Ioan Notingher. Ra-

man spectroscopy for medical diagnostics - From in-vitro biofluid assays to

in-vivo cancer detection, 2015.

[3] Matthew J. Baker, Shawn R. Hussain, Lila Lovergne, Valérie Untereiner,

Caryn Hughes, Roman A. Lukaszewski, Gérard Thiéfin, and Ganesh D. Sock-
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Chapter 6

Optimisation of serum Raman spec-

troscopy for colorectal cancer de-

tection

6.1 Introduction

The previous chapter discussed the optimisation of the experimental methodology

for serum Raman spectroscopy (RS). This chapter will investigate the feasibility

of using RS to detect CRC using serum samples in both liquid and dry form.

For RS to be successful at detecting CRC in serum samples it is important to

consider the optimum conditions for laboratory analysis. However, the primary

application of the serum Raman method would be aimed at use as a triage tool

within the urgent suspected cancer referral pathway (discussed in Chapter 1.5).

It is envisaged that serum RS would be translated for this use in a clinical setting

so it should be noted that the ideal laboratory conditions are not always aligned

with what is possible or practical within a clinical setting, largely through inter-

patient variability. Therefore, as well as considering the optimum laboratory

conditions for the technique, the implications of different sampling modalities for

translation will also be discussed throughout the results within this chapter.

6.2 Aims and objectives

The aim of this chapter will be to show that serum RS has potential as a diag-

nostic tool for CRC using a small cohort of patients. It also aims to show the

development of the spectral analysis routine and the effect of different patient

demographics and sampling modes on diagnostic performance.
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The chapter will begin with a feasibility study of an ‘ideal’ cohort of samples

testing dry and liquid methods. It will then go on to optimise the preprocessing

routines for maximum diagnostic output for the 785 nm dry spectral dataset and

the 785 nm and 532 nm liquid datasets. Finally it will investigate the effects of

different sampling modes on the diagnostic capability of the models and discuss

the results of these investigations in terms of translation.

6.3 Materials and Methods

Sample Collection

Serum samples used in this chapter were processed as outlined in Chapter 3.1.

Briefly, samples were drawn from patients and then span following manufacturer

standards to produce serum. Serum samples were then aliquotted. One aliquot

was taken for fresh serum analysis and the rest frozen at -80◦C for future study.

Fresh serum samples were analysed within 12 hours of the sample being drawn

from the patient. Fresh samples were kept at 4◦C until measurement. Freeze-

thawed samples were thawed at room temperature and used immediately after

thawing.

Patient Information: Pilot study

To build the diagnostic models within this chapter, 30 control patients with

confirmed negative colonoscopies were selected for analysis, the samples were

combined with 30 samples from patients with confirmed colorectal malignancies

across all cancer stages. Patients were a mixture of smokers and non-smokers,

age matched (Table 7.2) and a mixture of male and female.

The same patients were used in the pilot study and the effect of freeze-thaw

on diagnostic capability study in this chapter. The spectral data from these

patients were also used for the optimisation of the pre-processing parameters for

diagnostic models.
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Table 6.1: Patient details for pilot study.

Disease

State

No

patients

Mean age

(years)

Smokers Male Female

Cancer 30 67.7 ± 9.7 8 15 15

Control 30 65.0 ± 12.8 3 13 17

Totals 60 66.4±11.33 11 28 32

6.3.1 Raman spectroscopy

Dry serum data collection

Data from dried serum samples were taken using the protocol optimised in Chap-

ter 5.3.6. Briefly, 3 µl samples were pipetted in duplicate onto an aluminium

substrate. Five point spectra were acquired from across the two droplets from

within the optimised sample area (Chapter 5.3.6). Dry spectra were only collected

using the 785 nm laser source using the parameters in Table 7.5.

Table 6.2: Optimised data acquisition conditions for different sampling modes.

785 nm Laser 532 nm Laser

Liquid Dry Liquid

Wavenumber range (cm−1) 610-1720 610-1720 610-1720

Grating (l/mm) 1200 1200 2400

Exposure time (s) 5 1 0.6

Accumulations 30 30 120

Laser Power (%) 100 100 100

Pinhole Y/N N N N



Liquid data collection

Data for liquid samples for 785 nm and 532 nm was collected according to the

protocol developed in Chapter 5.3.7. Briefly, data from liquid samples were taken

using the stainless steel well plate, 200 µl of serum was pipetted into a cleaned well

before each measurement and the microscope focused to 1200 µm above the focus

point at the base of the well. The well plate was kept between 18-20◦C during

measurements. Wells were cleaned via the method outlined in Chapter 3.3 after

use. The measurement parameters for liquid measurements for both the 785 nm

and 532 nm lasers were as in Table 7.5.

6.3.2 Spectral Analysis

All spectra in this section were point spectra, all data were quality checked for

minimum intensity and cosmic rays before exporting into the MATLAB environ-

ment.

Pilot study

Spectra were pre-processed using a rolling circle filter (RCF) with a radius of 150

for spectra taken with the 785 nm laser line and 300 for the 532 nm spectra and

normalised to the phenylalanine peak at 1003-1004 cm−1. Pre-processed spectra

were then quality tested to ensure there were no clear outliers. If outliers were

detected e.g. spectra that did not fit the general spectral trends the individual

spectra were then removed from the model to avoid a skewed result. The data

were then used to build discriminatory models using PLS-DA for dry and liquid

datasets as described in Chapter 4.3.2. All PLS-DA models were cross validated

using 5-fold k-fold cross validation. The PLS-DA model parameters used for

each model minimised the cross-validation error of the models whilst keeping

true spectral features in the number of loadings. The details of the number of

loadings used will be stated in the corresponding results sections.
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Pre-processing parameters

The parameters used for different background subtraction methods of dry serum

data were as in Table 6.3. The parameters used for liquid data background

subtraction are in Table 6.4.

Table 6.3: Optimised parameters for different pre-processing methods for dry serum

Raman spectral data taken with 50x objective and the 785 nm laser.

Method Parameters

RCF R = 150; IO = 1

Polynomial Order = 9; bin = 1; NI = 100

Derivative Order=1; SP=9;PO=4

Where R is radius, IO is interpolation order, NI is number of iterations (max), PO is

polynomial order, Derivative order = 1 is first derivative and SP is number of smoothing

points.

Table 6.4: Optimised parameters for different pre-processing methods for liquid serum

Raman spectral data taken with 10x objective.

785 nm Laser 532 nm Laser

Method Parameters Method Parameters

RCF R = 200; IO = 1 RCF r = 300; IO = 1

Polynomial Order = 9; bin = 1; NI

= 100

Polynomial Order = 9; bin = 1; NI

= 100

Derivative Order=1; SP=9; PO=4 Derivative Order=1; SP=9; PO=4

Where R is radius, IO is interpolation order, NI is number of iterations(max), PO is

polynomial order, Derivative order = 1 is first derivative and SP is number of smoothing

points.



Optimising pre-processing methodology

To optimise data pre-processing for PLS-DA models different combinations of pre-

processing methods (discussed in detail in Chapter 4.3.2) were tested on 785 nm

liquid and dry datasets and a 532 nm liquid dataset. The different combinations

of pre-processing methods were investigated using cross-validated PLS-DA results

as a measure of performance. Spectral data from participants in the pilot study

data were used in this study.

To avoid carrying through fluorescence background contributions, background

subtraction methods were employed on all datasets before normalisation [1]. Fig-

ure 6.1 shows the methodology for the optimisation of the pre-processing routing

for the serum RS data. Pre-processed spectra from the nine different combinations

Figure 6.1: Summary of the different methods and combinations of background sub-

traction and normalisation for pre-processing spectral data where RCF is rolling circle

filter, Phe is normalisation to the maximum of the Phenylalanine peak (1003 - 1004

cm−1.)

were then used to create nine PLS-DA models. Each model was cross-validated

using 5-fold k-fold cross validation and the optimum method was chosen from

comparing the sensitivity and specificity outputs from the nine models.
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As well as using the diagnostic outputs as a measure of performance, all

spectra were inspected visually after each pre-processing method combination

to ensure that no artefacts were being introduced into the spectra through the

pre-processing steps. Where this was the case that combination or method was

discounted for further use within the diagnostic models.

Investigating effects of different sampling modes and sex of the patient

on diagnostic capability

To measure the effect of different sampling modalities on spectra, PLS-DA was

used. The libPLS freeware software package was used as a basis for the code (link

to material can be found in Appendix C). PLS-DA models were built using data

from patients in the feasibility study. PLS-DA model parameters were optimised

according to minimising the cross validation error within the models. All PLS-DA

models were cross validated using k-fold cross validation with 5 folds. Sensitivities

and specificities were then calculated from the resultant confusion matrix from

each model. Receiver operating curves (ROC) were generated by considering the

training and test results for the diagnostic accuracy for the control and cancer

patient populations. If the results from the populations are plotted as a distribu-

tion based on the test result the distributions overlap. The ROC curve is plotted

by moving the ‘cut off’ value for sensitivity and specificity of the test along this

distribution plot. The curve is then a plotted function of the sensitivity of the

test vs the false positive rate (1-specificity) for different cut-off points. The ROC

curves were plotted for predicted values from the 5-fold k-fold cross validation

and the area under the curve (AUC) plotted for both the training set and the

cross validated models. Please see Chapter 4.3.3 for an in depth explanation of

the interpretation of these methods. PLS-DA models during this chapter were

not tested against a blind testing dataset as PLS-DA was only used as a method

of presenting the feasibility study and optimising the datasets.



6.4 Results and discussion

6.4.1 Investigating feasibility of liquid and dry serum Ra-

man spectroscopy for CRC detection.

To evaluate the feasibility of Raman spectroscopy as a potential triage tool for

CRC a preliminary study was undertaken involving a ‘gold standard’ subset of

60 patients out of the 300 recruited during this work. The study used 30 patients

with confirmed CRC (adenocarcinoma of varying stages) and 30 that were con-

firmed controls through negative finding colonoscopies. Furthermore, the control

patients were not suffering from any other types of inflammatory diseases and all

patients were fasted for at least 6 hours prior to sample collection. The study

groups were age matched, they were also a mixture of male and female patients

and were a mixture of smokers and non-smokers. Patient information is sum-

marised in Table 7.2.

6.4.2 Pilot study for fresh dry serum Raman spectroscopy

To investigate the feasibility of using dried serum for CRC detection, serum Ra-

man spectra were collected from fresh serum samples that had been dried on the

day of collection from the patient. Serum droplets were pipetted onto the high

throughput aluminium substrate in duplicate. Five spectra were then collected

across the droplets. Figure 6.2 shows the mean and difference spectra for 785 nm

data for cancer vs control patients. The difference spectra show that there are

a few key regions showing differences between the two groups. Control spectra

show higher levels of carotenoids, CH2/CH3 stretching (lipids), higher shoulder

of phenylalanine (Phe) and higher peaks attributed to Amide I and III bands.

The cancer spectra show higher levels in bands attributed to tyrosine (Tyr) as

well as phospholipids and lipoproteins. A PLS-DA model was constructed from

a 785 nm dataset taken using the dry protocol developed in Chapter 5.3.6 with

fresh serum samples to investigate if the differences between the spectra could be

used within a discriminatory model.
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Figure 6.2: Mean and standard deviation 785 nm spectra of cancer vs control (upper)

with difference spectra between cancer and control for data from the dry protocol

(lower).

Clear outlying spectra were removed after pre-processing from the dataset

prior to PLS-DA analysis (n=5 spectra). A PLS-DA model was then constructed

with 30 cancer patients and 30 control patients on a spectrum-wise basis. The

PLS-DA model was constructed with cancer as the ‘positive result’. The model

was first optimised to find the optimal number of latent variables. Figure 6.3(a)

shows the cross validation (CV) error versus latent variables (LVs) for the PLS-

DA model. The minimum error uses 16 LVs therefore 16 LVs were used within

the model. The model was then built and cross validated using 5 fold k-fold

cross validation. Figure 6.3 parts (b) and (c) show the ROC curves for the

PLS-DA model training and CV respectively. Despite the area under the curves

(AUC) dropping from 0.99 to 0.88, the AUC in both instances is above 0.75 which

indicated a ’good’ learner. Similar to PCA analysis, PLS scores and loadings

can also be plotted to visualise the causes of discrimination within the dataset.

Figure 6.4 (a) shows the calculated groups vs sample number for cancer vs control

samples. Each circle or diamond represents a single spectrum. The cross validated



(a)

(b) (c)

Figure 6.3: CV error minimisation plot for PLS-DA model (a), ROC curve for model

training (b), and post CV (c)

response shows that the majority of the single spectra were identified correctly

and allows us to see incorrectly identified spectra.

The CV model for the 785 nm dry fresh dataset yielded a sensitivity of 85%

and and specificity of 81%. Comparing these values to the sensitivity and speci-

ficity of using symptoms alone (Chapter 1, Figure 1.10) for colorectal referrals

the serum Raman method is better. The serum Raman result also compares well

to other blood based colorectal diagnostic tests such as mSept9 with sensitivities

ranging from 50-90% and specificities of 88-91% [2].

Figure 6.4 (b) shows the latent variables loadings associated with the dis-

crimination. The PLS loadings on PLS-1 (LV1) show agreement with the dif-

ferent spectra in Figure 6.2. The control spectra show higher intensities in the

carotenoid peak regions as well as differences in the CH2/CH3 stretching spectral

region and the Amide I peak (denoted by negative loadings). The loadings on
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PLS-1 (LV1) and PLS-2 (LV2) show that cancer patients in general have higher

levels of Tyr, lipids and phospholipids. Following analysis and positive results

on the dry protocol, this analysis was repeated for the high throughput liquid

protocol.

(a)

(b)

Figure 6.4: Calculated response for cancer vs control samples for dry fresh PLS-DA

model (a), loadings on LV1 and LV2 (b).



6.4.3 Pilot study of fresh liquid serum Raman spectroscopy

for CRC detection.

To investigate the feasibility of using the liquid serum protocol for CRC detection,

Raman spectra were collected from fresh serum samples on the day of collection

from the patient. As with the dry dataset the mean and standard deviation of

each dataset were plotted with difference spectra to gain some intuition of the

expected differences between the datasets.

Figure 6.5 shows the mean, standard deviation and difference spectra between

785 nm and 532 nm liquid data. The 785 nm difference spectra shows similarities

in the dry and liquid examples. In general, the main peak magnitude differences

follow the same trend as within the dry difference spectra. In contrast to the dry

difference spectra, the magnitude of the peaks in the 1600-1720 cm−1 region are

opposite to the dry spectra with higher peaks in the cancer spectra.

The 532 nm spectra supported the differences in the 785 nm spectra with

higher peaks at 1157 cm−1 and 1513-1520 cm−1 in the control croup. The 532 nm

difference spectrum also shows higher magnitude in cancer spectra in the 1600-

1700 cm−1 spectral region.
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(a)

(b)

Figure 6.5: Mean, standard deviation and difference spectra for cancer vs control pa-

tients for fresh liquid 785 nm excitation (a) and 532 nm excitation (b).

Following univariate analysis PLS-DA models were calculated for samples

excited with both 785 nm and 532 nm laser excitation. Figure 6.6 (a) shows

the CV error minimisation for the fresh liquid 785 nm model. The minimum

CV error was with a model based on 11 LVs. The PLS-DA model was then

trained and cross validated using 11 LVs and 5 fold k-fold CV. Figure 6.6 (b-c)

show the ROC curves for the training and CV model. The AUC for the trained

model was 0.9831 with a sensitivity of 94% and specificity of 91.33%. After CV,



the model had an AUC of 0.8588, a sensitivity of 77.33% and a specificity of

80.67%. Despite having lower values than the dry protocol with 785 nm laser,

the liquid methodology holds the advantage of being less susceptible to inter-user

variability and has the potential for higher-throughput of samples with minimal

sample destruction. Furthermore, the values are still improved compared to those

of symptoms and age as a referral decision tool (Chapter 1.5).

(a)

(b) (c)

Figure 6.6: CV error minimisation plot for PLS-DA model (a), ROC curve for model

training (b), and post CV (c).

The trained model vs samples plot for the fresh liquid model is shown in Figure

6.7 (a) with the loadings on latent variables in Figure 6.7 (b). The CV calculated

response for the liquid mode shows more mis-classified spectra compared to the

dry PLS-DA model. The loadings on the LVs show that again the spectral regions

attributed to carotenoids and the Amide regions are significant for discrimination

between cancer and control samples. The lower sensitivity and specificity of the

dry and liquid cohort is possibly due to the differences in liquid and dry spectra
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in the 1550-1720 cm−1 region of the spectrum.

(a)

(b)

Figure 6.7: Calculated response for cancer vs control samples for liquid fresh 785 nm

PLS-DA model (a) and loadings on LV1 and LV2 (b).

The liquid serum spectra show peaks at 1557 cm−1, 1594 cm−1, 1606 cm−1

and 1622 cm−1 are convoluted within the largest peak in that cluster of Amide

I at 1659 cm−1, this is due to the broad OH Raman active peak at 1650 cm−1

that is present in the liquid samples. Therefore the dry spectra have more de-

fined peaks in that region compared to the liquid spectra as the OH contribution

reduces as the sample dries. This trend translates to the spectral discrimination



and the loadings where the dry spectrum shows the region to be important for

discrimination. The difference between the liquid and dry model performance

could be due to the spectral differences within this region.

532 nm liquid PLS-DA analysis

A PLS-DA model was also produced for the liquid fresh spectra. Figure 6.8

shows the PLS-DA error min and the ROC curves. The error minimisation for

the 532 nm model showed that a model with 15 LVs carried the lowest within

model error. The calculated model for the 532 nm fresh model had an AUC for

both training and CV of over 0.8. The sensitivity and specificity of the CV model

were 76.67% and 78.00%, respectively. This is less than both of the 785 nm based

models, however the 532 nm discrimination would still give an improved sensitiv-

ity and specificity compared to symptoms alone [3]. Furthermore, as introduced

in Chapter 5 (5.3.16), the 532 nm spectra are more sensitive to patient demo-

graphics such as medication so the 532 nm spectra could be used in conjunction to

the 785 nm model to give adjunct spectral information. This is explored further

in Chapter 7 (7.3.8).

The loadings for the 532 nm model for LV1 (Figure 6.9) matches almost

exactly to the 532 nm difference spectra. The loadings on LV2 show that there are

some spectral shifts including the phenylalanine peak showing a higher shoulder

on the peak in the cancer spectra which was not visible in the difference spectra.

There are also peak shifts at 1157 cm−1 and 1520 cm−1 and a difference in the

peak that shoulders the peak at 1157 cm−1 which contribute to the classification

in the 532 nm spectra but are not present in the 785 nm spectra.
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(a) CV error minimisation

(b) Training ROC for fresh liquid 532 nm

data.

(c) Cross validated ROC for fresh liquid

532 nm data.

Figure 6.8: CV error minimisation plot for PLS-DA model (a), ROC curve for model

training (b), and post CV (c).



(a) Samples vs calculated value and loadings

(b) Latent variable loadings 1-2

Figure 6.9: Calculated response for cancer vs control samples for liquid fresh 532 nm

PLS-DA model (a) and loadings on LV1 and LV2 (b).
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6.4.4 Optimisation of pre-processing methods for diagnos-

tics

To ensure maximum diagnostic capability for serum Raman diagnostic tests, dif-

ferent combinations of pre-processing methods were investigated using cross vali-

dated PLS-DA results as a measure of performance. Spectral data from the pilot

study participants were used. For spectral background subtraction the RCF, it-

erative polynomial and first derivative were used; these were combined with no

normalisation, normalisation to the maximum of the Phe peak and vector nor-

malisation. The combinations tested are summarised in Figure 6.1. The nine

possible combinations were tested on liquid data (785 nm and 532 nm excitation)

and dry data (785 nm excitation) and the results are as in Table 6.5.

Table 6.5: Comparison of sensitivities (Sens) and specificities (Spec) for different com-

binations of pre-processing methods for PLS-DA models.

785 nm dry 785 nm Liq 532 nm liq

Background Normalise Sens Spec Sens Spec Sens Spec

RCF

Vector 0.83 0.83 0.78 0.81 0.77 0.77

Phenylalanine 0.85 0.81 0.77 0.81 0.77 0.78

None 0.81 0.83 0.77 0.81 0.84 0.72

Derivative

Vector 0.77 0.77 0.73 0.8 0.72 0.74

Phenylalanine 0.77 0.77 0.72 0.78 0.75 0.73

None 0.75 0.79 0.75 0.79 0.8 0.67

Polynomial

Vector 0.84 0.85 0.88 0.84 0.82 0.91

Phenylalanine 0.83 0.86 0.88 0.87 0.83 0.84

None 0.8 0.88 0.86 0.86 0.85 0.83

The results show that the polynomial background substitution method pro-

duced the highest sensitivities and specificities for all of the data. When visually

inspecting the data during the processing of all three datasets it was found that

the polynomial background subtraction seemed to produce unphysical effects in



the spectra such as negative or zero values for large portions of the spectra (Figure

6.10) which was not improved via normalisation.

(a)

(b)

Figure 6.10: Representative examples of polynomial baseline correction method (upper)

combined with vector normalisation (middle) and normalisation to the phenylalanine

peak (bottom) for 785 nm (a) and 532 nm (b) spectra.

Furthermore, the polynomial baseline code used requires large datasets as the

polynomial baseline is estimated via an iterative approach. This performs well in
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training large datasets, however for individual spectra being tested this approach

would not fit the same baseline for the testing and training sets meaning that

each time any spectra were to be tested the whole dataset would need to be

trained together. This is not a practical translatable approach as it would add

much more analysis time compared to just testing new spectra against a stored

model.

The polynomial background subtraction for future processing of both 785 nm

and 532 nm spectra was therefore disregarded for further analysis. The remaining

combinations of preprocessing methods showed that the rolling circle filter out-

performed the derivative spectra. Within the RCF results for all three datasets

the vector normalisation showed on average very similar to results with the vec-

tor normalisation. Average sensitivity was 79% and specificity was 80% and the

phenylalanine peak average sensitivities and specificities of 80% and 80%, re-

spectively, therefore it was concluded that for future PLS-DA models the RCF

background subtraction with phenylalanine normalisation method would be used

for the purposes of comparing and optimising the diagnostic models. However,

when constructing larger models in future both methods would be considered.

6.4.5 The effects of sample modality and patient demo-

graphics on diagnostic models

Preliminary work shown in the previous chapter (5.3.12) showed that different

sampling methods such as having fresh or freeze-thawed samples can have differ-

ent effects on the variance of spectra within a dataset. The following section will

discuss how this type of variance can affect the capability of a diagnostic model.

It will therefore compare different sampling methods to determine the optimum

for diagnostic capability. The effects of sex of the patient on diagnostic models

will also be discussed.

A comparison between the 785 nm and 532 nm data was conducted for dry

vs liquid and fresh vs frozen samples to find the ideal sampling method. The

samples used in this study were the same as that in the pilot study therefore the

cohort details remain the same. Table 6.6 shows the results from a comparison of



cross validated PLS-DA models constructed for both 785 nm and 532 nm datasets

with fresh serum data compared against data from samples that had undergone

one freeze-thaw cycle (FT) after at least one month of storage (-80◦C).

Table 6.6: Comparison of the sensitivity and specificity values for different sampling

methods and different laser excitations.

785 nm dry 785 nm Liq 532 nm liq

Sample Sens Spec Sens Spec Sens Spec

Fresh 0.83 0.83 0.77 0.81 0.77 0.78

FT = 1 0.72 0.78 0.79 0.77 0.77 0.77

It is clear that fresh dry samples yield the highest sensitivities and specificities

and is therefore the optimum method within the laboratory for discriminating

between cancer and control serum samples. However, when samples had been

through a freeze-thaw cycle before drying the sensitivity and specificity both

dropped by at least 5%. This is possibly due to the freeze-thaw affecting the

proteins within the sample. However, the dramatic drop in the sensitivity and

specificity is not seen within the liquid datasets for either laser wavelength. So it

is likely that the sampling method itself causes this. This agrees with the prelim-

inary work showing that there are some spectral differences as samples undergo

freeze-thaw cycles. To try and understand better what differences were affecting

diagnostic capability between the different sampling methods, the loadings on the

latent variables for the PLS-DA models for each method were investigated.
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Investigating PLS-DA loadings for different sampling modalities

Figure 6.11 shows a comparison between the latent variable loadings for the fresh

vs the frozen dry PLS-DA models. The loadings show similarities in latent LV 1.

However, within LV 2 there are some key differences.

(a) 785 nm fresh dry LV loadings

(b) 785 nm FT dry LV loadings

Figure 6.11: Comparison between PLS-DA latent variable loadings for a 785 nm dataset

with the fresh LV loadings (a) and the loadings from freeze-thawed spectra (b).

The relationships between the loading magnitudes are opposite for the peaks

at 1157 cm−1, 1520 cm−1 as well as for the peaks in the region between 700-



900 cm−1. There is also a marked shift in the phenylalanine peak that appears in

LV2 of the frozen dataset that isn’t in the fresh loading as well as a shift in the

Amide I peak at 1655 cm−1. These differences can potentially be due to the FT

process affecting the conformational changes to the proteins and their subsequent

binding to metabolites as these are where the main spectral differences between

the fresh and frozen dataset lie.

The differences within the loadings tie in with previous findings showing spec-

tral variances in PCA plots between fresh samples and those that had been

through a freeze-thaw cycle (Chapter 5.3.12). The drop in sensitivity and speci-

ficity of the frozen model can therefore be attributed to the overall variances in

the dataset being higher within the frozen dataset and therefore the relationships

between different peaks causes a large difference in the PLS-DA performance.

A comparison of the LV loadings from fresh and freeze-thawed samples using

the liquid protocol with the 785 nm and 532 nm datasets was also conducted.

The sensitivities and specificities of the fresh and freeze-thawed spectral models

in the 785 nm dataset were very similar with the fresh samples having a slightly

higher specificity than frozen samples.

Figure 6.12 shows that in the 785 nm dataset both the fresh and frozen load-

ings on LV1 from the PLS-DA models showed similarities across the spectral

loadings apart from a loss of definition at the peak at 1619 cm−1 and 1675 cm−1.

The 1675 cm−1 peak is attributed to the amide bonds within proteins of the serum.

The loss of definition could be due to a change in the protein conformation in

relation to the water (OH) within the liquid samples through the freeze-thaw pro-

cess. This is supported by the other spectral regions varying such as the protein

regions, whereas constant peaks such as at 1004 cm−1 remain unaffected. The

lack of variation in the principal LV loading agrees with the smaller variation

between the fresh and FT samples seen in the previous chapter (5.3.12). Across

the loadings on LV2 and LV3 the general trend also stays the same. Therefore

despite a lower overall accuracy than the dry protocol the liquid protocol shows

less variation between the fresh and FT spectra and also has faster acquisition

time for repeat measurements with the potential to be optimised further. This

suggests that in a situation where samples would need to be compared between
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fresh and frozen or if serum samples needed to be frozen for storage logistics then

the liquid protocol would be more suitable as a tool for detecting CRC using

serum samples.

(a)

(b)

Figure 6.12: PLS-DA loadings comparison between fresh and FT liquid samples, with

785 nm fresh liquid LV loadings (a) and 785 nm FT liquid LV loadings (b).

The loading analysis was also repeated for the 532 nm dataset (Figure 6.13),

there was very little difference in sensitivity or specificity of the 532 nm dataset

(Table 6.6).



(a) 532 nm fresh liquid spectra

(b) 532 nm FT liquid spectra

Figure 6.13: Comparison between 532 nm loadings on LV1-3 for PLS-DA models con-

structed from fresh and FT datasets with the fresh loadings on LV1-3 (a) and the FT

loadings (b).

The loadings show that as for patients who had undergone CRT treatments

(Chapter 5.3.14) there is a loss of the characteristic 532 nm peaks within the

spectra from the FT samples. However, the loadings on LV2 are very similar and

there are some contributions within LV1 of the fresh spectra. This is a potential

area of further investigation as to why this occurs but the differences in loadings

seem to counteract each other resulting in a similar diagnostic result.
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To conclude, the dry fresh protocol produced the highest sensitivity and speci-

ficity for a ‘gold standard’ dataset and was the optimal process within the lab-

oratory setting for detecting CRC using fresh serum from patients. However,

samples analysed with the dry methodology that had undergone a FT cycle were

susceptible to spectral variation and had much lower diagnostic capability and

less inter-operator variation than the same samples analysed via the liquid proto-

col. The 785 nm liquid protocol showed higher diagnostic capability than 532 nm

protocol and the most consistency within the contributions to spectra that were

attributing to the diagnostic capability. Therefore, the optimal methodology to

maximise performance is using fresh dried spectra whereas the most consistent

method proved to be the 785 nm liquid protocol for either fresh or frozen serum

samples.

In relation to a clinical setting, discussion within the local laboratory medicine

team revealed that logistically transporting fresh serum samples from multiple

sites to one hospital would not be possible. The dry fresh method would there-

fore not be practical for analysis within their laboratory or within that setting.

However, the distribution of frozen samples was possible between at least three

hospital sites within the health board (Abertawe Bro Morgannwg University Local

Health Board - ABMU). The 785 nm liquid protocol with freeze-thawed samples

was therefore decided to be the best route for application to a clinical setting.

Sex of patient

This chapter has shown that for a cohort of patients that are age-matched, but

a mixture of both male and female and smokers and non-smokers, that RS has

the ability to distinguish between serum samples from cancer and control pa-

tients. The preliminary work for this thesis discussed differences in patient de-

mographic information and how this affects the variance of a Raman spectral

dataset (Chapter 5, section 5.3.16). The sex of a patient showed some differ-

ences in spectra between male and female patients for dry 785 nm spectra such

as different carotenoid levels that have been shown above and in literature to also

contribute to the discrimination between cancer and control patients [4–6]. In a

clinical application when a patient is being considered for referral to secondary



care the sex of the patient is known. Therefore it is feasible to consider that for a

785 nm methodology it would be possible to build a diagnostic for both male and

female patients. The dataset used throughout this chapter included an almost

equal number of male and female patients. Therefore, to test the ability of a split

model the dataset was divided into male and female patients. PLS-DA models

were constructed on male only and female only datasets as well as a smaller com-

bined dataset allowing for a direct comparison without number bias issues. Table

6.7 shows the comparison between the combined dataset vs individual PLS-DA

models for a freeze-thawed liquid 785 nm dataset. Splitting the dataset shows

that there is some improvement versus the combined dataset for male patients

with the sensitivity rising from 83% to 89%. However, despite a small rise in the

sensitivity for a female-only model the specificity decreased which is the factor

that would need to be maximised for translation.

The differences within the model performance could be due to a number of

biological factors such as female patients experiencing menopause at different

times [7]. From an analytical point of view there were also only small numbers

of patients within this study with slightly higher number of females. This may

be something to re-consider in future when larger numbers of patients have been

recruited. Lower sensitivity in a female only model compared to a combined model

would not be acceptable. So despite the increase in sensitivity and specificity for

samples from males it was decided to keep the data from the serum Raman CRC

model data combined until greater numbers of patients for both sexes could be

collected to provide a larger training group for a diagnostic model.

Table 6.7: A comparison between liquid models from data from male and females

participants.

785 nm Liq FT=1

Sex Sens Spec

Male 0.89 0.89

Female 0.84 0.76

Combined 0.83 0.83
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6.5 Conclusions and future work

This chapter has shown that for a cohort of 60 patients, 30 cancers vs 30 con-

trols - it is possible to distinguish between CRC and control serum samples with

sensitivity and specificity towards the current available tests to diagnose CRC

(detailed table comparing current tests in development can be seen in Chapter 1,

Figure 1.12 ) [8].

The optimal data pre-processing routine was found as a combination of the

RCF background subtraction with either a vector normalisation or normalisation

to the phenylalanine peak within the spectra.

The optimal pre-processing data method was then applied to datasets from dif-

ferent sampling modes to find that dry fresh 785 nm serum dataset had the highest

diagnostic performance within the laboratory setting. However, on considering

translation to a clinical setting the 785 nm liquid methodology was actually the

best performing for clinical application due to the requirement of clinical samples

being frozen and thawed before transportation to the laboratory for analysis.

It was also found that a patient’s sex will affect diagnostic capability in a

model with small sample numbers. It was decided that to properly assess the

application of two separate models without losing sensitivity or specificity within

one of the sexes, that a further study conducted on a larger cohort of patients

spanning all possible inclusion criteria for the study e.g. early and late stage CRC,

controls and inflammatory non-malignant diseases is needed. It is also noted that

the difference spectra between fasted and non fasted patients and the loadings

from the PCA analysis in Chapter 5.3.15 are similar to regions of the spectra

that loadings within the liquid 785 nm PLS-DA loadings that are important for

discrimination between cancer and control samples. Therefore selecting fasted

patients for cancer vs control studies is essential.

Although PLS-DA based analysis is a useful tool for optimising different pa-

rameters within a discriminatory model, the analysis within this chapter was con-

ducted on a ‘gold standard’ dataset with matched cancer/controls,also matched

for sex ad age of the patient. One disadvantage of PLS-DA is that if training

groups are unequal the models can be subject bias and prediction error can in-



crease [9]. Furthermore, by choosing the number of LVs to minimise the error it

is noted that models requiring large numbers of LVs may use LVs for the model

that are not showing true spectral features. This leads to a possibility of includ-

ing regression lines that potentially find trends within spectral noise rather than

true features.

Finally, it has also been shown previously that for a non-binary model PLS-

DA algorithms can struggle to discriminate between groups of patients. Whilst

the loading plots are good for showing overall peaks used for discrimination within

the PLS-DA models they don’t provide a rank order of the most important peaks.

This makes further investigation into assigning the critical biomolecules for CRC

detection more difficult.

Therefore, PLS-DA models were good for investigating smaller binary models

and are useful in optimising the pre-processing because it is not an ensemble

method so produce comparable results. The PLS-DA method is also good for

smaller groups as ensemble methods such as Random Forest are not recommended

for sample sets where the number of observables i.e. wavenumbers is greater than

the number of samples. However, when moving to larger datasets with potentially

non-binary groups the literature suggests that ensemble methods such as Random

Forest may be better suited algorithm for the spectral data. Random Forest could

potentially protect the models against over fitting and are also able to rank and

isolate the key spectral features for discrimination.
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Chapter 7

Establishing the limits of diagnos-

tic capability for colorectal cancer

with serum Raman spectroscopy

7.1 Introduction

The previous chapters outlined the development of robust protocols required

for clinical translation of serum Raman spectroscopy (RS) for the detection of

CRC. The results from preliminary studies showed that a fresh dry protocol

maximised diagnostic capability but is not readily translatable to a clinical set-

ting when considering logistic effects. Therefore, this chapter focuses on the

high-throughput liquid 785 nm platform for serum Raman analysis. If successful,

the liquid methodology could be implemented as a triage tool for USC referral

pathways that were discussed in Chapter 1 (Section 1.5). This chapter will use

data from cancer patients, control patients, patients with inflammatory diseases

and patient with other cancers from different sources to establish the diagnostic

limits of the platforms developed throughout this thesis.

In addition to samples that were originally recruited for this study, an ad-

ditional recruitment programme was started for testing the diagnostic accuracy

of this work. The aim was to validate the pilot study findings and test GP and

patient acceptance of the technique. Recruitment involved input from the local

laboratory medicine team to Swansea University as a part of a NHS portfolio

study (RAMAN-CRC). The portfolio study was an extension under the original

study ethics (IRAS 146942, REC: 14/WA/0028). The patients from the RAMAN

CRC study would be the envisaged target for a Raman based triage tool for col-

orectal USC pathway patients. Patients were recruited using the same inclusion
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criteria as the original study however, patients were from a primary care popula-

tion. The samples from this line of recruitment would be frozen before analysis

due to the logistics of transporting blood samples from GP surgeries to the labo-

ratory for analysis without degradation. The samples were spun, aliquotted and

frozen via the same methodology as outlined in Chapter 3.1. However, the sam-

ple handling was done entirely by the automated laboratory medicine equipment

rather than by hand as with the previous samples 1.

To maximise the flexibility of the diagnostic models within this chapter and

allow maximum number of spectra to be included into diagnostic model training,

diagnostic models in this chapter were trained on a mixture of data from fresh

samples and those that had been through one freeze-thaw cycle. The diagnostic

models trained during this chapter were then tested using samples recruited from

the original source (secondary care clinician) and the frozen methodology from

the larger scale recruitment.

7.1.1 Aims and objectives

This chapter aims to establish the limits of serum RS for use as a triage tool for

patients who would normally be referred via the urgent CRC referral pathway.

Random forest (RF) based analysis or partial least squares discriminant analysis

(PLS-DA) has been utilised within the chapter to establish the following:

• What is the earliest stage that the liquid RS platform can detect i.e. is

there a difference between control patients and those with precursor lesions

(polyps)?

• What is the effect of a larger patient cohort on the ability of RS to detect

CRC in liquid serum samples from cancer patients and control patients?

• What is the effect of introducing non-cancer patients with inflammatory

conditions to the diagnostic capability of serum RS?

• Is it possible to enhance the ability of liquid serum RS using both 785 nm

and 532 nm data combined.

1Please see Appendix for PCA analysis to show there is no separation between control

patients from the two methods.



7.2. Materials and methods 221

• Is it possible to tell the difference between colorectal cancer and other cancer

types using the liquid serum RS platform?

The chapter will conclude with a discussion of the limits of the methodologies

developed within this thesis. This will include the potential for translation that

this technique could have.

7.2 Materials and methods

7.2.1 Cohort information

The following section describes the summary information for participants during

this chapter. For the purposes of this chapter all patients labelled as control

patients have confirmed negative colonoscopies and no other inflammatory con-

ditions. Patients labelled as polyp patients had at least one colorectal polyp

confirmed by colonoscopy and investigated by histology. Cancer patients have

had cancer confirmed by their clinical care team. Patients referred to as inflam-

matory controls are patients who had colonoscopies negative for colorectal cancer

but may have benign colorectal disease or other co-morbidities e.g. colitis.

Polyp vs control patient study

Table 7.1 is a summary of the patient metadata breakdown for training and testing

spectra for the diagnostic model of polyp vs controls. In general, the number of

male participants was greater than female participants in the polyp population,

therefore this is reflected in the patients included in both the training and testing

datasets. The average polyp size was calculated from the maximum size polyp

in patients with multiple polyps. The majority of the patients with polyps were

found to have tubular adenomas with low grade dysplasia. However, some were

found to be hyper-plastic in post analysis of the training set. The breakdown of

the individual patient polyp sizes for the testing and training sets can be found

in Appendix E.1.



Table 7.1: Patient details for the binary polyp vs control study.

Study

group

No

patients

Mean

Age

(years)

Number

smokers

Number

male

Number

female

Average

polyp

size

(mm)

Polyp

(train)

44 68.7±11.0 6 30 14 15±18.7

Control

(train)

50 64.6±12.1 3 23 27 N/A

Polyp

(test)

11 70.9±10.0 2 8 3 4.7±2.8

Control

(test)

23 66±10.2 4 10 13 N/A

Totals 128 67±11.23 15 61 37 13.2±17.3

Large binary cancer vs control study

Table 7.2 is a summary of the patient demographics used for the binary cancer vs

healthy control cohort model training and testing. As with the previous studies,

cancer patients were confirmed by histology and control patients were confirmed

to have normal colonoscopies. The RAMAN CRC recruited patients were also

confirmed via colonoscopy. A larger number of control patients were included

in the testing set than cancer patients to reflect a theoretical prevalence rate of

roughly 1/3 of patients. Participants were age and gender matched as closely as

possible. The number of smokers were calculated from the patients responses to

questions, therefore there is the potential caveat to the numbers of smokers as to

if patients have been truthful in their smoking declarations. This is true for all

studies within this chapter.
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Table 7.2: Patient details for RF binary patient study with cancer and healthy control

patients

Study

group

No

patients

Mean Age

(years)

Number

smokers

Number

male

Number

female

Cancer

(training)

52 67.3 ± 9.7 7 25 27

Control

(training)

51 64.5 ± 11.4 5 24 27

Cancer

(testing)

16 75.3±11.5 1 8 8

Control

(testing)

33 66.0±10.0 5 16 17

Totals 152 66.9±11.2 18 73 79

Non-binary and inflammatory study

Two models were also constructed during the study to test the detection limits of

the models and to investigate if having non-binary systems affected the diagnostic

capabilities. A model for polyp, cancer and control patients and a model including

non-malignant disease patients (for the purposes of this study these were labelled

Inflam). To investigate the effect of non-malignant gastrointestinal diseases, data

from the polyp-cancer-control dataset were combined with data from the control

patient samples who were cancer-free but had other diseases such as diverticular

disease, colitis etc. The full cohort details for the non-binary models can be found

in Table 7.3.

Multi-modal approach

Preliminary work in Chapter 5.3 showed that there are differences in serum spec-

tra excited with different wavelengths. The 785 nm models built throughout this



Table 7.3: Patient details for the non-binary model including healthy control, cancer,

inflammatory, and polyp patients.

Study group No

patients

Mean Age

(years)

Number

smokers

Number

male

Number

female

Cancer (train) 35 68.8±10.1 6 15 20

Control (train) 38 64.6±12.2 2 18 20

Polyp (train) 44 69.1±10.5 5 29 15

Inflam (train) 47 70.1±12.0 4 20 27

Cancer (test) 16 75.3±11.5 1 8 8

Control (test) 47 66.7±9.3 8 24 23

Polyp (test) 11 70.9±10.0 2 8 3

Inflam (test) 10 66.7±11.8 1 7 3

Totals 248 68.5±11.1 29 129 119

work have consistently shown a higher diagnostic capability than models built on

data from a 532 nm model.

PCA analysis showed the sensitivity of the 532 nm data to other comorbidities

such as medication could be a factor in the diagnostic models. Therefore, in an

attempt to improve the diagnostic capability of a binary model of cancer vs

control patients a multi-modal model was constructed. Data from both laser

sources were collected from a cohort of 145 participants for model training and

testing. A summary of the details for the multi-modal patient cohort model are

in Table 7.4.
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Table 7.4: Patient details for the multi-laser excitation cancer vs control model

Study group No

patients

Mean Age

(years)

Number

smokers

Number

male

Number

female

Cancer (train) 50 67.1±11.0 7 24 26

Control (train) 48 64.5±11.0 4 23 25

Cancer (test) 16 71.6±12.8 1 8 8

Control (test) 31 66.0±10 5 15 16

Totals 145 66.5±11.1 17 70 75

Disease monitoring

To show the potential for serum RS for disease monitoring, samples were col-

lected and spectra were taken from 2 patients throughout their CRT and surgical

treatment. One patient was a 68 year old male with rectal cancer and one patient

who was female, 72 years old and also had rectal cancer.

7.2.2 Raman microspectroscopy

The Renishaw InVia Raman spectrometer was used for all Raman data collection

in this chapter. A liquid serum approach was used for building and testing the

serum Raman CRC methodology in this chapter.

Liquid Spectral collection

The method for sample preparation for both 785 nm and 532 nm lasers was equiv-

alent for liquid samples. Data from liquid samples were taken using the stainless

steel well plate; 200 µl of serum was pipetted into a cleaned well before each mea-

surement and the microscope focused to 1200 µm above the focus point at the

base of the well. The well plate was kept between 18-20◦C during measurements

using the cooling platform developed in Chapter 5.3.7. Wells were cleaned via

the method outlined in Chapter 3.3 between measurements. The measurement



parameters for liquid measurements for both the 785 nm and 532 nm lasers were

as in Table 7.5. Samples were interrogated with approx. 165-185 mW of power

from the 532 nm laser and 45-55 mW from the 785 nm laser. The total time for

data collection was approximately 6 mins and 12.5 mins for the 532 nm and 785

nm laser sources including 3 repeat spectra.

Table 7.5: Optimised data acquisition conditions for 785 nm and 532 nm liquid excita-

tion.

785nm

Laser

532nm

Laser

Liquid Liquid

Wavenumber range (cm−1) 610-1720 610-1720

Grating (l/mm) 1200 2400

Exposure time (s) 5 0.6

Accumulations 30 120

Laser Power (%) 100 100

Pinhole Y/N N N

7.2.3 Data pre-processing

Raman spectral Pre-processing

Raw Raman spectral data were exported into the MATLAB GUI for spectral

pre-processing. The data were pre-processed according to the optimised analysis

routines developed in Chapter 6 (6.4.4). Briefly, both 785 nm and 532 nm data

were imported into the GUI where they are automatically shifted and interpolated

to a singular wavenumber axis. The 785 nm spectra were baseline corrected using

a rolling circle filter (RCF) background subtraction with circles of radius 150,

and 532 nm spectra were corrected with circles of radius 300. Spectra were then

normalised to the phenylalanine peak at 1003-1004 cm−1. Label vectors denoting
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which class each spectra belonged to were also generated within the GUI ready

for either use as training or testing sets for analysis.

7.2.4 Data analysis

Preprocessed data were used for spectral comparisons and for computing the mean

and difference spectra to demonstrate spectral differences and make spectral com-

parisons. To highlight spectral variation due to different diseases, preprocessed

spectra were subject to PCA analysis.

The number of patients recruited during this study across their CRT treat-

ment pathway was small (n=2), therefore it was not possible to create RF or

PLS-DA models. However, preliminary results are shown from average spectra

from 2 patients at different stages; baseline, pre-op and post-op. Spectra were

preprocessed within the GUI outlined in Chapter 4.4. The parameters for pre-

processing equivalent to the preprocessing methods for the RF models above.

Average spectra from the patients at each stage were then plotted to visually

investigate the treatment-related changes within the spectra.

PLS-DA

To measure the potential of serum RS for other disease types PLS-DA was used

due to the number of patients being smaller than needed for RF. PLS-DA mod-

els were built using data from patients in the feasibility study using the lib-PLS

software package. PLS-DA model parameters were optimised according to min-

imising the cross validation error within the models. All PLS-DA models were

cross validated using k-fold cross validation with 5 folds. Sensitivities and speci-

ficities were then calculated from the resultant confusion matrix from each model.

Receiver operating curves (ROC) were also generated from the predicted values

from the 5 fold cross validation and the area under the curve (AUC) plotted for

both the training set and the cross validated models.



Random Forest

The fitensemble function within the MATLAB classification toolbox was used to

fit a RF classifier to data (example of an RF model code can be seen in Appendix

C). All RF models were trained on a spectrum-wise basis on a combination of data

from fresh and freeze-thawed samples to maximise the number of training spectra.

All random forest classifier models were trained with 499 trees to minimise the out

of bag (OOB) error rate (discussed in detail in Chapter 4.3.2). Trees within the

RF model were left ‘unpruned’ therefore the maximum splitting of the branches

was number of spectra - 1, i.e. for a model with 100 training spectra the max

splits were set to 99.

Each training dataset used was run through the fitensemble function 10 times

and the model with the highest cross validated error was selected as the final

classifier model. A ‘predict’ or fit function was included within the code so a

testing set could be evaluated easily. The test datasets were tested on a spectrum-

wise basis. To evaluate sensitivity and specificity for each patient, three spectra2

from each patient were tested, the majority vote for each each patient was then

taken as the final diagnosis (Table 7.6).

Table 7.6: Example model result decision key. The ‘positive’ class for models, i.e.

cancer or polyp is 1 and a negative result is 2.

Raw result Overall decision

0 0 0 Control

0 0 1 Control

1 1 0 Cancer

1 1 1 Cancer

2Three spectra were used for testing instead of five in this case. This was due to the

instrument time for the larger cohort of patients. Also to maximise resources and instrument

time.
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Feature selection

Within the training models for each RF model, a predictor importance was also

calculated using the ‘predictorImportance’ function within MATLAB for the over-

all classification ensemble for each model. This allowed the selection of the

wavenumbers (predictors) that were most important for correctly classifying a

spectrum as cancer if the spectrum was from a cancer patient. The results of the

feature selection function were plotted in the form of a predictor importance bar

chart across each wavenumber. The top 50 wavenumbers were also taken from

the predictor importance to create tables with the most important regions for

correct group classification.



7.3 Results and discussion

Currently, the gold standard test for patients referred under the USC pathway in

the UK is colonoscopy [1]. Colonoscopy currently has a sensitivity and specificity

for detecting colorectal cancer in the range of 95% and 90% [2]. As well as

sensitivities and specificities, negative predictive values (NPV) and the positive

predictive values (PPV) for diagnostic tests are also often used to gauge diagnostic

efficiency. For colorectal cancer, colonoscopy currently has a NPV of 99.4% and

a PPV of 2-11% depending on which symptoms are used to refer the patient for

colonoscopy. The NPV and PPV for a given test are defined as;

PPV =
TP

TP + FP
, (7.3.1)

NPV =
TN

TN + FN
, (7.3.2)

where TP is true positives, FP are false positives, TN are true negatives and

FN are false negatives. Furthermore, the True positive rate (TPR) and the true

negative rate (TNR) which are also commonly referred to are defined as

TPR = sensitivity, (7.3.3)

TNR = 1− specificity = 1− FP. (7.3.4)

The detection limit for precursor lesions (polyps) using colonoscopies is de-

pendant on polyp size. Small adenomas (<10 mm) in size have a significantly

higher miss rate compared to larger adenomas (>10 mm) [3]. Despite improved

detection for polyps of greater than 10 mm in size, endoscopists have been found

to miss up to 6% of adenomas larger than 10 mm in size and 30% of all adeno-

mas [4].

The following results aim to compare the performance of the liquid serum Ra-

man platform to other currently available diagnostic tests to evaluate the limits

of the technique as a translatable tool to triage colorectal referrals. The effects

on diagnostic accuracy including precursor lesions (polyps) and inflammatory
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conditions into the RF model training and testing sets are then evaluated. Fi-

nally, preliminary studies show the potential for RS to detect polyps and also the

potential of RS for application to disease monitoring and other cancer types.

7.3.1 Investigating precursor lesions and the limit of sen-

sitivity

Establishing a limit of detection is important for a diagnostic tool. The precursor

lesions to colorectal adenocarcinoma are colorectal polyps. To investigate spec-

tral differences between polyp and control spectra, mean, standard deviation and

difference spectra were produced for the polyp and control participant cohorts.

Figure 7.1 shows the mean, standard deviation and difference spectra. The differ-

Figure 7.1: Mean and standard deviation for polyp vs control spectra for 785 nm

excitation (upper) and difference spectra for the polyp vs control spectra (lower).

ence spectra shows a large difference in the phenylalanine peak between control

and polyp spectra. There are also differences with polyps showing higher spec-

tral peaks in the Amide III region and controls showing higher peaks attributed

to carotenoids. Differences in carotenoid spectral regions of cancer patients vs

control has been reported previously [5], however the differences in the precursor

lesions and controls had not been studied in the study. These differences shown

between polyp and control spetra are similar to those seen between cancer and



control patients in Chapter 6.4. Moreover, there is less of a difference in the

700-800 cm−1 region than seen in the previous analysis of differences spectra be-

tween cancer and control patients. The 700-800 cm−1 spectral region is attributed

mainly to cholesterol, amino acids (AA) and nucleic acid (NA) differences. Pas-

sarelli et al have discussed previously that the serum lipid levels and cholesterol

levels are elevated from healthy control patients in patients with colorectal polyps

in GCMS studies [6]. It might be expected that during the progression from polyp

to cancer there would be more cell proliferation in the cells within the bowel and

therefore one would expect higher levels of circulating NA and AA to be found

in the serum.

To establish the effect these differences have on a diagnostic model, a RF

model for polyp vs control spectra was constructed with a total of 359 spectra.

The model was trained with 172 spectra from 44 patient samples with colorectal

polyp/s and 187 control spectra from 38 patients with negative colonoscopies (for

breakdown see Appendix E.1). The RF model was calculated and cross validated

via k fold cross validation. The ROC curve for the cross validated (CV) diagnostic

model was plotted with the position of the RF classifier marked as seen in Figure

7.2 (a). The AUC for the ROC was calculated to be 0.8667 which classifies the

model as a ‘good’ learner, however there is a trade off in the position of the

classifier. For example, if the sensitivity was selected for the model in Figure 7.2

(a) to be higher than 90% the position of the classifier would move along the

curve. Therefore, the false positive rate based on this model would be more than

30%. The sensitivity of the test being lower also lowers the false positive rate.

The RF classifier here was chosen to maximise the true positive rate whist

keeping the false positive rate below 20%. The calculated sensitivity and speci-

ficity per spectra for polyps in the CV training model was found to be 74.42%

and 82.89% respectively.
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(a)

(b)

Figure 7.2: ROC and classifier position for polyp vs control samples (a) and Gini

importance for the overall predictor importance for the large RF binary model (b).

The RF model predictor importance values were also calculated for the RF

polyp detection model and plotted against the mean spectra for polyps and con-

trols and the top 50 wavenumber regions most important for discrimination were

calculated from the RF importance (Table 7.7).

For better intuition of the importance plot, the top 50 most important wavenum-

bers were ranked from the importance output and grouped into their spectral

regions as seen in Table 7.7. The spectral regions found to be most important to

correctly classifying between polyp and control samples was around the pheny-

lalanine peak centred around 1004 cm−1 and amide III from 1340-1360 cm−1.



There was an overall dominance of bands associated to protein differences within

the importance table. This, along with the phenylalanine differences correspond

to the difference regions in Figure 7.1.

Table 7.7: Spectral band assignments for regions within the top 50 most important

wavenumbers from the RF predictor importance, [7].

Band position (cm−1) Molecular assignment Biological component

998-1007 Aromatic breathing Phenylalanine

1340-1360 (C=O), (C-N),N −H Amide III

940-950 not assigned Proteins

1327-1333 (C=O), (C-N),N −H Amide III

1214-1215 β sheet Amide III

1507-1516 (C=C)n Carotenoids

848-856 νs(CH2) Lipids

698 ν(C-S) Lipids

The diagnostic ability of the trained model was tested using an independent

test set of 102 spectra from 34 patients who were a mixture of control and patients

with colorectal polyps at a ratio of 2:1. The testing spectra were predicted on a

spectrum wise basis. The result per patient was then calculated using the decision

criteria in Table 7.6. The result per patient showed a sensitivity of 90.91% but

a specificity of 34.78%. So despite the technique missing only one patient with

a polyp there were a large number of false positive results. This is reflected in

the NPV and PPV values of 88.88% and 40% respectively. The average size of

the polyps detected was 4.6±2.8 mm. This is smaller than is currently possible

with methods such as CT colonography with a limit of 10 mm [8]. This however

comes at the cost of a high number of false positive results.

Furthermore, on inspection of histology results post analysis the miss-classified

polyp patient was found to have a terminal ileal polyp. This was the only polyp

of its kind in the study and therefore may have been misclassified due to the lack

of model training on this type of polyp.

Nevertheless, the initial RF results show good promise for clinical translation

as a triage tool for colorectal referral for colorectal polyps in patients with sus-
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Table 7.8: Patient-wise confusion matrix for polyp spectra vs control spectra.

Actual

n=34 polyp control
P

re
d

ic
te

d
polyp 10 15 NPV 88.89%

control 1 8 PPV 40.00%

Sensitivity Specificity

90.91% 34.78%

pected cancer due to its ability to detect polyps at a lower size than currently

possible with CT colonography techniques. It also shows potential as a screen-

ing tool for polyp patients as it had a high NPV of 88.8% for polyp vs control

patients.

7.3.2 Application of liquid serum Raman to a binary can-

cer vs control cohort

For an evaluation of cancer vs control, a cohort of 103 patients was used to train a

diagnostic model. The idea of this cohort being that it would show the maximum

diagnostic capability of the ‘ideal’ cohort to establish the maximum sensitivity

and specificity.

To enable the translation of liquid serum RS as a triage tool for CRC the

diagnostic model must be evaluated using samples from the desired patients. A

RF model based on serum excited with the 785 nm liquid data methodology

was trained on 530 spectra from 52 cancer and 51 control patients. The best

performing training model after 5-fold cross-validation was chosen from 10 repeat

model training processes. Figure 7.3 (a) shows the calculated ROC curve for the

final cross-validated trained dataset along with the position along the ROC for

the diagnostic. It shows that the model has an AUC = 0.8245.



(a)

(b)

Figure 7.3: ROC for larger RF diagnostic model (a) and Gini importance for the overall

predictor importance for the large RF binary model (b).

Figure 7.3 (b) shows the predictor importance for the each predictor (wavenum-

ber) in the model. This is a measure of which wavenumbers are most important

for correct classification. The top 50 most important wavenumber regions were

taken from the importance plot and constructed into Table 7.9.
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Table 7.9: Spectral band assignments for regions within the top 50 most important

wavenumbers from the RF predictor importance, [7].

Band position (cm−1) Molecular assignment Biological component

1667-1678 (C=O), (C-N),NH2 Amide I

1680-1695 (C=O), (C-N),NH2 Amide I

856-874 ν(COO−) Amino acids

998-1006 Aromatic ring breathing Phenylalanine

826-830 ν(C=O) Protein (Amide I)

1664-1668 ν(C=O) Fatty acids

883-898 νs(CH2) Lipids

1552-1556 νs(CH3) Lipids

1055 not assigned not assigned

The Amide I spectral region between 1667-1678 cm−1 are most important

for correct diagnosis in the cancer vs control. This indicates changes in the

protein structures within the serum between cancer and control patients. Another

important region for diagnosis is assigned tentatively to phenylalanine. Finally

there are also regions showing that Tyr levels and fatty acid chain differences

between the spectra are also responsible for diagnostic capability. Watanabe et

al reported significant differences in levels of Tyr between healthy controls and

hepatocellular carcinoma patients with some differences in Phe levels [9]. The

study also showed that there were differences in the levels of Phe and Tyr in

serum profiles of CRC patients versus control patients.

The CV confusion matrix for the diagnostic training model (Table 7.10) yields

a model with 74% sensitivity and 77% specificity on a spectrum-wise basis. The

NPV value and PPV values were calculated for the training set, however, the

NPV and PPV values are also dependent on prevalence of the disease in a given

population. To gain more realistic values for the NPV and PPV for the serum

liquid RS method, data from a 49 patient cohort were used to test the binary RF

model on a spectrum-wise basis. The patients were from a GP patient cohort on

the USC referral pathway and their final diagnosis was confirmed via colonoscopy

and pathology. The testing cohort contained a prevalence of cancer patients



Table 7.10: Large RF model cross-validation result on a spectrum-wise basis.

Actual result

n=530 Cancer Control

P
re

d
ic

te
d

Cancer 196 62 NPV 74.63%

Control 69 203 PPV 75.97%

Sensitivity Specificity

73.96% 76.60%

in roughly 1 in 3 cases with 33 control patients and 16 cancer patients. The

imbalance in the 49 patient cohort between control and cancer patients is to

represent a more realistic prevalence in the clinical population.3 The spectrum-

wise results were then converted to patient wise results using the model decision

key (Table 7.6).

The confusion matrix for the blind testing set shows a sensitivity of 94%

sensitivity and a specificity of 52% for colorectal cancer (Table 7.11). Despite a

high number of false positive results the model missed one cancer patient. Given

the proposed function of liquid serum RS as a triage tool these results show

promise towards translation given the NPV of 94%. Colonoscopy which is the

gold standard test has a NPV of up to 99.4% [2]. Colonoscopy has a relatively

low completion rate at 57% [10], the RS method takes a standard blood test

therefore the completion rate was much higher 99%. Despite the PPV of the

RS method being at just 48% for the method this is still higher than the current

NICE guidelines which are at just 3% [1]. Comparing the Raman diagnostic

model to FIT testing for screening, FIT has a slightly higher NPV at 99.7% but

a lower PPV at just 11.2%. Furthermore, FIT is unable to be performed on

3It is appreciated that in reality the ratio is more like only 8% have CRC vs control patients

in a USC referral cohort in the UK. However, the numbers of control patients collected was not

enough to have this large a ratio. 1 in 3 was therefore used as the maximum ratio possible with

the patient cohort.
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patients with the symptom of rectal bleeding. Whereas, for the RS method this

is not a limitation.

Table 7.11: Patient-wise confusion matrix for the detection of colorectal cancer vs

control patients in a 49 patient blind model testing set.

Actual

n = 49 Cancer Control

P
re

d
ic

te
d

Cancer 15 16 NPV 94.44%

Control 1 17 PPV 48.39%

Sensitivity Specificity

93.75% 51.52%

7.3.3 Feature selection comparisons between polyp and

colorectal cancer RF models

The importance selection from the RF models for both polyp vs control and

cancer vs control are useful to map the spectral changes back to biologically

relevant differences between the serum samples of the patients. Table 7.7 and

Table 7.9 show the top 50 wavenumbers split into spectral regions from the RF

importance plots from the polyp and cancer diagnostic models.

The model for the detection of polyps highlighted 8 main regions from the

top 50 highest ranked wavenumbers. The cancer based model highlighted 8 main

spectral regions. The control vs polyp cohort and the cancer vs control models

only shared two importance regions around the phenylalanine band between 997-

1007 cm−1 and at 856 cm−1 assigned to other amino acids. The protein changes

in the spectra migrate from differences in the Amide III regions to the Amide

I region differences. There are some lipid differences in both spectra but these

are assigned to different spectral regions. The differences in the most important

spectral regions indicate that it potentially would be possible to use the selected

features for a downstream selection in the diagnostic modelling for each stage



of progression. To further this idea a non-binary RF model was constructed

including inflammatory diseases and also polyp patients to test the capabilities

of RF for a non-binary dataset.

7.3.4 Comparison to MS characterisation of CRC from

blood samples

This work originally set out to verify the spectral finding with GCMS, however

the instrument suffered a catastrophic failure of the GC column. Therefore the

peaks attributed to diagnostic capability were compared to literature for serum

samples of colorectal cancer patients versus controls to gain some literature based

verification of the Raman based results. Farshidfar et al recently published a GC-

MS study using orthogonal PLS-DA (OPLS-DA) to establish a serum signature

of colorectal cancer [11]. The study included a cohort of 605 patients in three

study groups of adenoma, CRC and controls. Figure 7.4 shows a summary of

the findings from the study in terms of metabolites with increased and decreased

levels in CRC compared to matched controls.

Figure 7.4: Literature study summary of metabolite changes between CRC and controls,

taken from [12]
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When comparing to the Raman serum results from the importance wavenum-

bers it is interesting to note that both the Raman and the published study found

that levels of Phe and Tyr increase in CRC. Furthermore, one of the contributing

peaks not assigned in Table 7.9 is at 1055 cm−1. When comparing to a lactic acid

spectrum this peak appears in the spectrum and was also found in the literature

values [13]. Furthermore, The Raman importance shows dependence on fatty

acids and proteins. Within the literature based results fatty acids such as stearic

acid and amino acids responsible for protein structure such as glycerol were also

found to be different. In future a GC-MS and LC-MS study would be useful to

validate the spectral findings and potentially discover the metabolites that are

being detected via RS. To link the results, a network based analysis is proposed.

7.3.5 Investigating a non-binary random forest diagnostic

model including polyp, control and cancer patients

The differences in importance distributions between control-polyp models and

control-cancer models indicate that it may be possible to combine the training

data from both models into a non-binary classification model. The number of

polyp spectra collected was smaller than cancer and healthy control spectra due

to the total number of patients recruited. To avoid any RF bias towards any

particular group the number of control and cancer patients was reduced to keep

training groups numbers as even as possible. A training set was constructed

from data from 187 control spectra, 172 polyp spectra and 180 cancer spectra

from a total of 117 participants. The distribution of the patients and the patient

information is summarised in Table 7.3. Spectral data for both training and

testing were pre-processed for the model using the GUI via the process in section

7.2.3 and used to construct a RF based model.

A cross-validated confusion matrix was used to calculate the training sen-

sitivities and specificities as seen in Appendix E.3. The calculated sensitivity

and specificity for control patients was 71% and 81%, respectively. The polyp

sensitivity and specificity were 59% and 85% and the cancer patients 64% and

82%. As with the individual models, the predictor importance for the non-binary



model was also plotted as seen in Figure 7.5.

Figure 7.5: Predictor importance plot for the polyp, control and cancer RF model.

As expected, the regions of highest importance for correct classification that

were shared in the individual models such as the region around 997-1007 cm−1 and

at 856 cm−1 were also large features of importance in the combined model. The

largest region of importance was at 1346 cm−1 which was mostly prominent in the

polyp model. However, there was also contributions in the 1667-1668 cm−1 region

in the combined model. As with previous models within this work the trained RF

model was tested against an independent testing dataset.The testing set consisted

of 225 spectra from 75 patients. The set contained 47 control patients, 11 polyp

patients and 17 cancer patients. Table 7.12 shows the calculated confusion matrix

from the predicted responses for the polyp vs control calculated model. The per-

spectrum sensitivities and specificities for each group were calculated from the

confusion matrix and can be seen in Table 7.13.

Table 7.12: Confusion matrix for spectrum wise-analysis from an independent test set

of 225 spectra.

Actual

n=225 Control Polyp Cancer

P
re

d
ic

te
d Control 56 1 8

Polyp 50 26 12

Cancer 35 6 31
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Table 7.13: Table of sensitivities, specificities, NPV and PPV calculated from the

spectrum-wise independent test set confusion matrix in 7.12

Sensitivity Specificity PPV NPV

Control 0.40 0.89 0.86 0.47

Polyp 0.79 0.68 0.30 0.95

Cancer 0.61 0.76 0.43 0.87

As with the individual models, the NPV for polyps and CRC was high at

95% and 87% respectively. In comparison with the gold standard of colonoscopy

with an NPV of 98% for CRC, this is a good comparative result for a serum

based test. This is potentially at the cost of a large number of false positive re-

sults. However, the cohort of testing patients that came through this study would

all undergo colonoscopies in the current treatment pathway. The Raman based

triage tool could potentially have prevented a number of ‘needless’ colonoscopies.

To quantify the number of patients that would have been referred correctly or

incorrectly with the Raman CRC triage tool the results per patient were calcu-

lated. Table 7.14 shows the confusion matrix for the independent testing set per

patient for the non-binary model. The confusion matrix shows that although

Table 7.14: Per patient results from non-binary model testing polyp, control and cancer

patients.

Predicted

n=75 Control Polyp Cancer equivocal

A
ct

u
a
l Control 15 15 7 10

Polyp 0 9 2 0

Cancer 2 4 11 0

there were mis-classifications between the polyp and cancer spectra there were

only 2 patients that were predicted to be control patients (i.e. would not be

referred) from both the polyp and the cancer patients.



It is clear that despite the high NPV values for cancer and polyp patients

on a spectrum-wise basis when considering the per patient results there was a

higher number of false positive results from the controls than there were true

positive results. Nevertheless in a cohort of 75 patients this could have prevented

20% of the colonoscopies. The per patient sensitivity, specificity, NPV and PPV

values were not calculated from this table due to the presence of equivocal results

wherein there was no majority to decide the class decision. The equivocal results

were caused by each of the three repeat spectra being assigned to different classes.

For example, if the result was 0, 1, 2 this would be equivocal. Whereas a result

that was 0, 1, 0 or 0, 0, 2 would give a definitive answer of control. This was only

the case for control patient spectra and is expected from the high number of false

positive results. This could be changed in future to add equivocal as an extra

class decision or by increasing the number of spectra per test, e.g. 5 instead of 3

or by repeating spectral collection and analysis for these patients.

7.3.6 The effects of inflammatory diseases on diagnostic

capability

Thus far a patient group that has not been considered within this analysis are pa-

tients with non-malignant diseases. Within a GP cohort of patients, there would

be patients needing referral to secondary care that would not necessarily need

to be referred under the USC pathway if they had benign diseases. Therefore,

some patients with inflammatory bowel diseases such as diverticular disease were

included to investigate the effect that adding these patients had into a diagnostic

model would have on the sensitivity and specificity of the RF model. As patients

with polyps and CRC would need to be referred the control vs polyp vs cancer

model trained in the previous section was extended to include control patients

with inflammatory diseases. However, to keep the outputs of the test as simple

as possible, the data were grouped into control and inflammatory control ver-

sus polyp and cancer in a binary model. The final aim of this project would

be a diagnostic model able to truly triage colorectal referrals and discriminate

between patients who need to be referred under the USC pathway for CRC and
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patients who do not. The spectral data were preprocessed using the GUI via the

methodology in Chapter 4.4 and preprocessed as per section 7.2.3.

The binary RF model was trained via the same protocol as in section 7.2.4

using the preprocessed spectral data. The spectra used were the same as the non-

binary model in section (patient demographic information in Table 7.3) with the

addition of a group of patients with diverticular, colitis and Crohn’s disease. The

testing cohort was also the same as in the previous polyp, control, cancer model

with the addition of spectral data collected from 47 patients with non-malignant

colorectal diseases. The details of these patients can be found in Table 7.3.

Figure 7.6 shows the calculated CV ROC curve for the diagnostic model in-

cluding inflammatory diseases. It is clear that the AUC is less than previously

seen at 0.7583, the classifier sensitivity of the CV training model was 64.29% with

the specificity at 59.65%. The NPV value for a combined group model of patients

that needed to be referred under USC (i.e. polyp+cancer) was 77.27% which is a

10% reduction compared to the worst NPV value from the previously calculated

models in this chapter. This indicated that the inclusion of inflammatory patients

reduces the capability of the serum RS platform to distinguish between patients

who would need to be referred under the USC pathway and patients that would

not.

Figure 7.6: Predictor importance plot for the polyp, control and cancer RF model.

The per patient refer or non-refer decisions for the testing cohort for the in-



flammatory model were calculated as in Table 8.3. As with the ROC and the

AUC, the overall sensitivity and specificity of the model was lower than previous

studies. The sensitivity and specificity were calculated to be 64.29% and 59.65%

respectively. The NPV value for a combined group of polyp and cancer patients

was 77.27% which was considerably less than in the individual case-control models

and the combined polyp, control and cancer models which had a minimum NPV

of 87% for cancer patients. The individual number of cancer and polyps that were

missed by the test increased to 10 patients in total. Therefore, the inclusion of

inflammatory control patients such as patients with colitis significantly reduced

the diagnostic capability of the model. This is potentially due to there being

similar biochemical changes within serum for patients with cancer and inflam-

matory controls. When considering the predictor importance for this model the

overall dominating spectral feature is in the region of the phenylalanine peak at

1002-1003 cm−1. Future work could include characterising the differences in this

peak throughout disease progression for patients in the hope to characterise dis-

ease related changes. However, the results of this model suggest that more work

would need to be conducted into the spectral differences between inflammatory

patient spectra and cancer spectra.

Table 7.15: Confusion matrix and calculated sensitivity, specificity, NPV and PPV

values for a binary classification including inflammatory control patients.

Predicted

n=85 no refer refer

A
ct

u
a
l

control 27 20
NPV 77.27%

inflam 7 3

polyp 7 4
PPV 43.90%

cancer 3 14

Sensitivity Specificity

64.29% 59.65%
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7.3.7 Disease monitoring

Within this study two rectal cancer patients were able to be sampled sequentially

before treatment, during treatment and post surgery. Therefore the total spectral

changes were averaged across two patients for their individual path and plotted.

The first patient was T2N0 (from a CT) at baseline. The patient was treated

via chemo-radiotherapy (CRT), pre- treatment the patient was confirmed to be

at stage T4N0. The patient then has a complete resection of the cancer. The

samples for this patient were collected at baseline/admittance, post CRT and

post surgery.

Figure 7.7 (a) shows the average spectral differences for the first patient across

their treatment stages. Many regions across the region have little to no differ-

ences as the treatment progresses. Figure 7.7 (b-d) shows zoomed spectral regions

between that show the most significant spectral changes. As the treatment pro-

gresses for the patient there are differences in the region between 1400-1720 cm−1

as seen in Figure 7.7 (b). In this region the peaks attributed to CH2/CH3 and

OH bonds within the samples show a drop post surgery. There are also differences

across the treatment in the carotenoids region (between 1500-1550 cm−1). There

is a small drop in levels between the baseline (basl) and preoperative (preop)

stages. Postoperatively, (postop) this peak reduces again. The baseline, preop

and postop peak ratio changes between the carotenoid region and the Amide 1,

Phe and Trp region of the spectra. The baseline had a much lower response in

this region between 1550-1720 cm−1 whereas the preop has higher levels with the

highest at postop.

Figure 7.7 (c) also shows a ratio change between the baseline and preop sam-

ples compared to the postop samples at 1157 cm−1 and 1174 cm−1 attributed to

carotenoids and DNA (Tyr) respectively. Furthermore, previous work has shown

inflammatory response to effect the phenylalanine peak shoulders. This is as-

sociated to an inflammatory response [14]. In the postop sample the shoulders

around the peak were increased in line with previous work as seen in Figure 7.7

(d). One potential explanation for this trend may be the response of the patient

to the surgery.



(a)

(b)

(c)

(d)

Figure 7.7: Average 785 nm patient spectra for a patient at baseline diagnosis (rectal

cancer), post CRT treatment and post-operative. Spectra for (a) (b) (c) and (d) .
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The spectral differences shown in the longitudinal samples are consistent with

regions of the spectra that are important for correct disease classification as seen

in Tables 7.7 and 7.9. Specifically, it appears to be sensitive to the carotenoid,

amino acid and amide peaks. This analysis was repeated with 532 nm excitation.

Figure 7.8 (a) shows the average changes in the 532 nm spectra for the first

patient. The carotenoid peaks at 1157 cm−1 and 1520 cm−1 show matching

trends in the peak heights to the 785 nm which is expected. The spectra show

that postop the levels of carotenoids are at their lowest. From the previous

analysis within this thesis, this seems contradictory, throughout this work non-

cancer patients have shown higher carotenoid levels. However, the post op sample

was within 24h of the patient undergoing surgery. Ideally an extra sample e.g. 6

months after could be taken to monitor if the levels move towards levels higher

than at the patient baseline level. The trend in the Amide I / amino acid region

is also seen in the 532 nm spectra. The baseline sample having the lowest spectral

response in that region. The trend with the Phe peak was not seen in the 532 nm

spectra as can be seen from Figure 7.8 (d). However, in 532 nm excitation this

peak is broader than in 785 nm so this could contribute to this effect.



(a)

(b)

(c)

(d)

Figure 7.8: Average 532 nm patient spectra for a patient at baseline diagnosis (rectal

cancer), post CRT treatment and post-operative. Spectra for (a) (b) (c) and (d) .
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Another patient was also monitored who was a female with T3N0 cancer at

baseline. This patient showed similar trends to the first patient. The full figures

for this patient can be seen in Appendix E.4. In the 785 nm spectra the carotenoid

peaks followed the same trend as the first patient with decreasing levels across

each treatment stage. The region containing the Amide I and amino acid peaks

(Phe, Tyr, Trp) shows that the postop has the highest spectral response whereas

the baseline and preop are lower (but not in the same order as patient 1). This is

can be seen in the average 785 nm plot (Figure 7.9). The shoulder on the right of

the Phe peak at 1004 cm−1 also follows the same trend as patient 1. There were

additional differences within the spectra from the second patient with a much

higher spectral difference in the Amide III/NH stretch region between 1225 cm−1

and 1378 cm−1. There were also larger differences in the cholesterol, amino and

nucleic acid region at 740-778 cm−1 than in the first patient’s analysis.

(a)

Figure 7.9: Average 785 nm patient spectra for the second patient at baseline diagnosis

(rectal cancer), post CRT treatment and post-operative.

The prospect of disease monitoring would be useful for less invasive treatment

monitoring within a clinical setting. The trends within the spectra show that

there are potentially traceable differences as patients go through treatment.

One weakness of this study is the lack of a control patient tracked across a sim-

ilar time period. In future this would be conducted to show that spectral changes

aren’t only due to different sampling times. Furthermore, modelling the trends

between patients will require further sequential sampling across treatments. The

response of each patient will need to be considered within a model for disease



monitoring.

7.3.8 Investigating a multi laser 785 nm and 532 nm di-

agnostic model

The sensitivity of the serum RS platform within a multi-model approach was

also investigated. Data from 785 nm and 532 nm excited samples were combined

to see if the spectral differences highlighted by different excitation wavelengths

made any improvement to the diagnostic capability of serum RS. To achieve this

pre-processed 785 nm and 532 nm data were stitched together for each patient

creating a combined spectrum (Figure 7.10).

Figure 7.10: Example combined 785 nm and 532 nm spectrum. Both spectra have been

normalised to the Phe peak at 1004 cm−1.

A RF classifier was then constructed from a combined dataset with 490 indi-

vidual spectra from 98 patients (cohort details in Table 7.4). As with the 785 nm

model the training process for the RF classifier was repeated 10 times and the

model producing the best CV sensitivities and specificities was chosen as the fi-

nal trained model. Table 7.16 shows the confusion matrix from the multi-modal

model. The sensitivity and specificity of the training model was 82% and a sen-

sitivity of 77.92% on a spectrum-wise basis.

The NPV and PPV values for the training dataset were not considered in an

independent test set because NPV and PPV values depend on prevalence of the
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disease within a tested population. Therefore, to gain a better sense of these

values a blind test cohort was constructed from data from 49 GP referral patients

totalling 147 spectra. The cohort contained almost 2 control patients for each

cancer patient which is more indicative of the real life situation. The testing

spectra were tested blindly against the combined model and then final results per

spectrum and per patient were calculated as well as NPV and PPV values for the

model on a spectrum-wise and patient wise basis.

Table 7.16: Spectrum-wise confusion matrix for a combined laser excitation model.

Actual

n= 490 Cancer Control

P
re

d
ic

te
d

Cancer 205 53 NPV 80.60%

Control 45 187 PPV 79.46%

Sensitivity Specificity

82.00% 77.92%

As the spectra entered into this model were slightly different to the large co-

hort study reported above, a direct comparison was conducted between this multi-

mode model and models constructed from the individual 785 nm and 532 nm

spectra. Figure 7.11 shows a comparison between the CV-ROC for the 785 nm,

532 nm and combined models including their calculated AUCs. The ROC curves

show that the multi-modal cross validation showed higher AUC than either of

the individually trained models.



(a)

(b)

(c)

Figure 7.11: Cross validated ROC curve comparison between a 785 nm model (a), a

532 nm model (b) and a combined model (c).
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The diagnostic ability within a test set was also investigated. Table 7.17 shows

the comparative sensitivities, specificities, NPV and PPV values for individual

laser excitation diagnostic models versus a combined approach for a training

dataset and an independent test set. Within the model training (CV) values the

combined dataset performs the best across the board compared to the individual

datasets. Furthermore, contrary to the earlier work the 532 nm model performs

better during the CV than the 785 nm model.

Comparing the independent test sets of the combined model to the individual

models, the combined model gained sensitivity and NPV over 785 nm and 532 nm

models on a per-spectrum basis. The combined model had improved sensitivity

over the 532 nm model on a patient-wise basis and equivalent sensitivity to the

785 nm model. On a spectrum-wise basis and patient-wise basis the combined

model had a lower specificity than both of the individual models. The NPV and

PPV values were higher in the combined model than in the individual models on

a per spectrum basis. On a per patient basis, the combined model had NPV and

PPV higher than the 532 nm model. The NPV was 0.37% lower in the combined

model than in the 785 nm model and the PPV was 1.52% lower in the combined

model than the 785 nm model. This suggests that the 785 nm was dominant in

the diagnostic model.

The dominance of the 785 nm data can also be seen when investigating the

predictor importance plot for the combined RF model. Figure 7.12 shows that

the majority of the most important peaks are similar to those found in Figure

7.10. The 532 nm spectrum does have some peaks that show some importance but

these are not as high as the 785 nm spectrum. Therefore, the 532 nm addition

to the end of the spectrum marginally improves the diagnostic capability but

there would be a practical trade-off given the extra acquisition time of the data.

This would limit the technique in terms of acquisition time. The acquisition

time for 3 spectra with the 785 nm spectra is at 12 mins per patient. However

this time would double with the 532 nm acquired spectra which may affect the

high-throughput capabilities of the diagnostic.

Analysis in the previous chapter showed that vector normalised data could

produce similar results to data normalised to the Phe peak. This was also tested



Table 7.17: Comparison of the sensitivities, specificities, NPV and PPV values of indi-

vidual excitation based models and a combined model.

Sens

(%)

Spec

(%)

NPV

(%)

PPV

(%)

Training (CV) 785 nm 76 73.33 74.58 74.8

532 nm 81.2 75.42 79.39 77.48

Combined 82 77.92 80.6 79.46

Test (per spec) 785 nm 88.24 46.88 88.24 46.88

532 nm 74.51 55.21 80.3 46.91

Combined 92.16 44.79 93.75 48.48

Test (per pt) 785 nm 94.12 50 94.12 50

532 nm 76.47 56.25 81.82 48.15

Combined 94.12 46.88 93.75 48.48

and the confusion matrices can be found in Appendix E.2. It was found that

the models with data normalised to the phenylalanine peak out performed the

vector normalised model in both training and testing datasets with a maximum

sensitivity of 85% and specificity of 56.24% and an NPV and PPV of 86% and

50% respectively

The multi modal model tested here would need to be extended past a binary

model and tested in the future to see if the combination would improve the

effects of inflammatory diseases on the diagnostic capability. Another method

of improving this technique could be to feature select the spectral wavenumbers

using the RF importance from the combined model to tune the diagnostic between

smaller differences in the spectra.
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Figure 7.12: Predictor importance for a combined multi-modal model for colorectal

cancer.

7.3.9 Application of methodologies to other cancer types

The data acquired during this work has a main focus on the detection of CRC

in serum samples versus controls. The maximum NPV and PPV values from the

models discussed above show that detection of CRC is possible to a standard

above that of just the USC pathway [15]. It is therefore important for a clinical

tool and the serum RS techniques to be as specific to CRC as possible. Spectra

from patients with pancreatic cancer were tested to assess if the liquid serum RS

platform would have the ability to distinguish between control and cancer and

then also be able to distinguish which type of cancer is being detected. Pancreatic

cancer is the fourth largest cause of cancer related deaths worldwide [16, 17].

As with CRC, early diagnosis correlates to better clinical outcomes. There are

currently no accepted biofluid biomarkers for the early diagnosis of pancreatic

cancer. Therefore, there is also a potential for HT analysis of serum to also be

applied to pancreatic cancer detection in serum samples.

To investigate the potential of serum RS for pancreatic cancer detection, a

small number of patients with pancreatic ductal adenocarcinoma (PDAC, n=15)

were recruited and their serum samples were analysed using the HT liquid 785 nm

platforms developed in (Chapter 5, section 5.3.7). Data from the samples were

processed in the standardised GUI methods (Chapter 4, section 4.4). Data were

then compared to matched control samples (n=15) and colorectal cancer samples

(n=15). The mean, standard deviation and difference spectra were calculated



between pancreatic data and control data and between pancreatic cancer and

CRC for the 785 nm liquid process as seen in Figure 7.13. The pancreatic data

has clear visual differences and a larger spectral standard deviation compared to

the control samples (Figure 7.13 a). The main spectral differences highlighted

between pancreatic cancer and control samples are that 758 cm−1, 1179 cm−1,

1252-1290 cm−1, 1394 cm−1 and 1590-1610 cm−1 are higher in the cancer spectra

and peaks at 853 cm−1, 944 cm−1, 1343 cm−1, 1518-1525 cm−1, 1566cm−1 are

higher in the control spectra. The differences are similar in both the pancreatic

cancer vs control samples and the differences spectra between pancreatic cancer

and colorectal cancer as seen in Figure 7.13 b. There are a few extra differences

shown in the inter-cancer difference at 1004 cm−1 attributed to phenylalanine

and slight changes in the 1600-1700 cm−1 region. The differences shown indicate

that the control spectra and colorectal cancer spectra are more similar than the

pancreatic cancer samples.
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(a)

(b)

Figure 7.13: Mean, standard deviation (upper) and calculated difference (lower) spec-

tra between pancreatic cancer and control samples (a) and between pancreatic and

colorectal cancer (b).

To further investigate the magnitude of the spectral variances between pan-

creatic cancer, colorectal cancer and control spectra the spectra were subject to

PCA analysis. Figure 7.14 shows the PC1 vs PC2 score plot for pancreatic cancer,

colorectal cancer and control patients.



(a)

(b)

Figure 7.14: PCA score plot (PC1 vs PC2) (a) and associated loadings on PC1 and

PC2 (b) for pancreatic cancer, colorectal cancer and control data.

The pancreatic cancer spectra show a much larger spread and variance than

the colorectal and control sample spectra, however the pancreatic spectra are

separated from the others along PC1. The explained variance of the dataset ex-

plained by PC1 was 41.16%. When considering that the pancreatic cancer spectra

are separated by PC1, the loading on PC1 shows good agreement with the calcu-

lated difference spectra in Figure 7.13. The differences in the phenylalanine peak

are also evident in the loading on PC2 where, despite overlapping, there is some

slight separation between the colorectal and control spectra and the pancreatic

vs colorectal cancer spectra. The separation of the pancreatic spectra using un-

supervised PCA analysis shows that there is great potential for pancreatic cancer
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to be detected using supervised discriminant analysis. The number of patients

involved within the pancreatic cancer study were relatively small, therefore PLS-

DA models were used to investigate pancreatic cancer vs control samples and

pancreatic cancer vs colorectal cancer for basic detection and the potential for

specific cancer detection.

Partial least squares discriminant analysis pancreatic cancer vs control

Initially, it is important to compare the potential diagnostic capability of pancre-

atic cancer compared against control. Therefore PLS-DA model was calculated

from 15 pancreatic vs 15 control samples and was tested with 5 pancreatic cancer

and 5 control samples. The PLS-DA model was constructed with 11 latent vari-

ables such that the CV error was minimised and cross validated with k-fold 5 fold

CV. The training model CV-ROC and confusion matrix were calculated for the

PLS-DA model and can be seen in Figure 7.15 and Table 7.18. The CV model

AUC was higher than the colorectal PLS-DA models, with the CV sensitivity

calculated to be 88% and specificity of 92% and the AUC = 0.95. This indicates

that the platform would also be suited to pancreatic cancer detection in serum

samples.

(a) (b)

Figure 7.15: ROC (a) and CV calculated response (b) for pancreatic cancer vs control

patients.



Table 7.18: Cross-validated confusion matrix for PLS-DA model on a spectrum-wise

basis for pancreatic cancer versus control.

Actual

n= 150 Cancer Control
P

re
d
ic

te
d

Cancer 66 6

Control 9 69

Sensitivity Specificity

88.00% 92.00%

Partial least squares discriminant analysis pancreatic cancer vs col-

orectal cancer

The ability to discriminate between different cancer samples and control samples

could be useful for a multi-cancer detection technique. However, for maximum

impact it would be advantageous for the serum Raman platform to be able to

distinguish between cancer types. To assess the possibility of specific cancer

detection a PLS-DA model was calculated for CRC spectra vs PDAC spectra.

The PLS-DA model was constructed with 14 LVs such that the CV error was

minimised within the model.

(a) (b)

Figure 7.16: Cross validated calculated ROC (a) and calculated responses vs scores for

pancreatic versus colorectal cancer (b).
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Table 7.19: Cross validation confusion matrix for spectrum-wise PLS-DA model dis-

criminating between pancreatic cancer and colorectal cancer.

Actual

n= 150 CRC Panc

P
re

d
ic

te
d

CRC 60 4

Panc 15 71

Sensitivity Specificity

80.00% 94.67%

The calculated CV-ROC showed an area under the curve of 0.89 showing a

good learner. Between cancer types, the sensitivity and specificity calculated from

the confusion matrix (Table 7.19) are 80% and 95%. The diagnostic capabilities

in a pilot dataset for the discrimination of control and pancreatic cancer samples

as well as between cancer types were above 80%. This shows potential for the

technique to be used for both pan-cancer screening and potentially for there to be

specific spectral biomarkers associated to primary adenocarcinomas at different

locations. However, more work would need to be conducted to establish if the

technique would be used within one large model or if the final test would be

a downstream selection of cancer vs control and then another test for cancer

location. Furthermore, more patients will need to be recruited for a range of other

GI and other cancers to determine if the type of malignancy (e.g. adenocarcinoma

vs melanoma) can be determined via serum RS coupled to machine learning based

techniques.

7.4 Conclusions and further work

The goal of this chapter was to establish the diagnostic limits of the Raman

platform. The binary cancer vs control model based on 785 nm data showed a

good NPV at over 90%. The NPV of the testing set was 94.44% meaning for that

cohort of patients 35% of the colonoscopy referrals could have been prevented.



This is a good move towards the gold standard of colonoscopy which has a NPV

of 98% and shows good promise as a triage tool.

The results could be improved upon in the future by repeating the fresh

dataset after a freeze-thaw cycle to create a new algorithm based on samples

that have had the exact same treatment through analysis. As work in previous

chapters showed this had little effect on the overall diagnostic capability but did

affect the results across different sampling modes.

The limits of the Raman platform were established within binary models show-

ing that the technique could distinguish between polyp and control samples. It

still distinguished well between patients that needed referral under USC and those

who do not against a healthy control cohort. However,currently the NPV and

PPV of the test is reduced to 77% and 43% when inflammatory control samples

are introduced into the model. This could be improved by using feature selection

for the diagnostic model. Features can be selected from the RF importance plots

in the binary cases and also by performing validation work via mass spectrometry

to try and isolate spectral regions to target in the study groups.

The effect of adding 785 nm and 532 nm data together was investigated and

showed that the 785 nm sensitivity was dominant for a binary cohort model

with multi-laser excitation. This approach could also be investigated further to

investigate the sensitivity to inflammatory diseases to see if the dependence on

the 785 nm spectra remains.

The effects of treatment on spectral response was not able to be investigated

via diagnostic models but average spectra for a few patients shows that there is

potential to track spectral changes across a patient’s treatment towards treatment

monitoring. The study shows, along with the RF importance in the larger models

that serum RS is very sensitive to Phe and Tyr levels in the serum. Wiggins et

al discussed that the ability to track levels of these in serum has potential for a

biomarker in GI cancers [18]. Therefore, further work tracking a larger cohort of

patients and matched controls will need to be conducted. This will also need to

be paired to an external validation method such as GCMS/LCMS.

The liquid serum RS platform is applicable to more than one cancer type

with the ability to distinguish between control and pancreatic cancer spectra as
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well as between CRC and pancreatic cancer spectra. The CV PLS-DA models

constructed showed higher sensitivity and specificity between controls and cancers

than the pilot studies for CRC. This shows great promise for the Raman platform

to be a pan-cancer platform. In future, more pancreatic cancer samples will be

analysed to establish diagnostic limits for a case-control study as well as a pan-

cancer study.
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Chapter 8

Conclusions and future outlook

The main goal of this work was the development and optimise a high-throughput

methodology for serum RS for triaging colorectal referrals to the urgent suspected

cancer (USC) pathway in primary care. The translation of serum RS has therefore

driven the majority of this work towards standardised protocols for sample and

data collection and data analysis. This section will summarise the main findings

of the work thus far and will discuss the future direction of this project.

8.1 Development of method and apparatus for

high throughput data collection and analy-

sis

Simple, high throughput platforms for liquid and dry data acquisition were devel-

oped during this work by considering potential sources of experimental variation

to spectra. It was found that serum provided a better sample choice than plasma

for a triage based tool due to less sample variability upon freeze-thawing.

A high-throughput (HT) aluminium substrate was developed for dry data

collection. A cooled stainless steel platform for liquid data collection was also

developed. The measurement platforms were tested in a pilot study with a 60

patient cohort of matched cancer and control patients that were also sex and age

matched. The platforms were tested for diagnostic capability as well as their

practicality and inter-user variability. Table 8.1 shows a comparison of the HT

platforms in terms of the calculated CV sensitivities, specificities, analysis times

and the effects of inter-operator variability.

The dry 785 nm methodology yielded the most effective diagnostic results

with the highest sensitivity, specificity and AUC. Therefore, within a research

269



Table 8.1: Comparison between calculated sensitivities, specificities, susceptibility to

user variability and also total sample measurement time for one sample (including

pipetting, drying, etc)

Sensitivity

(%)

Specificity

(%)

User

variable?

Total time

(mins)

785 nm dry 83 83 Yes 80

785 nm Liquid 77 81 No 22.5

532 nm liquid 77 78 No 16

laboratory with one user, this method may be considered optimal. However,

when extended to considering aspects of translation the dry methodology exhib-

ited inter-user spectral variability which would potentially cause a large variation

in diagnostic results. The liquid serum platform showed higher sensitivity and

specificity with 785 nm excitation than with 532 nm excitation. Despite the liq-

uid methodologies having a slightly lower sensitivity and specificity they are not

affected by inter-user variability. Moreover the overall analysis time for the liquid

methods is also quicker as there is no need to wait for the samples to dry.

Previous work has shown that in vibrational spectroscopic studies the prepa-

ration of a sample can affect spectra. For example, Lovergne et al showed that

freeze-thaw cycles affect spectral variability in plasma samples within FTIR stud-

ies [1]. When using clinical samples, some sample sources may sometimes be

available fresh and sometimes available after storage (freezing). To investigate

the effect that freezing samples has on diagnostic capability serum samples were

compared for both the dry and liquid HT measurement platforms for fresh sam-

ples and samples that had undergone a freeze-thaw cycle. One aliquot of each

patient sample was used on day of collection for immediate Raman analysis (re-

sults presented above in table 8.1) and another was frozen at -80◦C. After one

month of storage, frozen samples were thawed at room temperature and analysed.

Data from the samples that had undergone a freeze thaw cycle were subject to

PLS-DA analysis. Diagnostic models were then calculated, cross validated and

compared to the models calculated for fresh serum samples. Table 8.2 demon-
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Table 8.2: Comparison between calculated sensitivities and specificities of the frozen

samples, and the relative change in sensitivity and specificity due to freeze-thawing

serum samples prior to analysis.

Sensitivity

(%)

Specificity

(%)

Sensitivity

change vs

fresh (%)

Specificity

change vs

fresh (%)

785 nm dry 72 78 -11 -5

785 nm Liquid 79 77 +2 -4

532 nm liquid 77 77 0 +1

strates that the dry samples are affected more significantly by the freeze-thaw

process and the liquid samples maintain a similarly high sensitivity, specificity

and AUC as the fresh samples in Table 8.1. These results, coupled with discus-

sions with local laboratory medicine teams demonstrate the strong motivation for

the application of a liquid sample for analysis on the basis of both reproducibility

and sample handling flexibility.

As well as the experimental sources of variation, patient demographics were

also considered in the development of the platform. It was found that the fasting

status of a patient caused significant spectral differences in regions which were

diagnostically relevant. Therefore to maximise diagnostic capability only fasted

patients should be used in serum RS studies. Furthermore, preliminary studies

showed that sex and medications may also have a large baring on diagnostic

capability when using a 785 nm system. Preliminary results showed that the

785 nm specta can be separated by patient sex.

8.1.1 Data analysis routines

The optimal methods of pre-processing spectral data for colorectal diagnostics was

also considered. It was found that using a rolling circle filter (RCF) combined

with a normalisation to the Phe peak provided rapid spectral processing that

was applicable to both large and small datasets. RCF background subtraction

combined with vector normalisation also produced equivalent results.



An automated application for complete data analysis was also developed to-

wards creating a black box software package. The application was developed

within MATLAB and has the ability to pre-process and analyse unknown spectra

against a known diagnostic model to produce a standardised result which can

then be interpreted. This allowed the complete processing of test spectra in just

a few minutes after collection.

8.1.2 Further developments

To progress this work the platforms developed need to be tested on more than one

instrument. The instrument calibrations can then be investigated further towards

translation. It is envisaged that a triage tool would be based within a centralised

laboratory that receive samples for analysis. This would allow maximised control

over the system and environmental parameters of the samples. Therefore, as long

as the system is transferable across systems within that laboratory this would be

a large step towards translation of the technique.

The development of an automated spectral processing app contributed to

the quick analysis of data. However, data still need to be transferred from the

instrument in a raw format across to the software. Ideally, an integrated software

for controlling data collection and analysis in one system needs to be developed

for analysis efficiency. This would allow direct results to be generated out of a

system to then feed results back to the clinical care team.

8.2 Clinical validation study

The diagnostic limits of the HT liquid platform were tested in a clinical valida-

tion study. Binary and non-binary models were tested. The maximum sensitivity

and specificity achieved for a model was with a 785 nm binary cancer vs control

model which showed a NPV at over≥90%. The NPV of the testing set was 94.44%

meaning for that cohort of patients 35% of the colonoscopy referrals could have

been prevented if the test had been used to influence a GP’s referral decision.

Table 8.3 shows a comparison of the performance of the large binary cancer vs
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control results to current methods of screening and diagnosis for CRC. The table

shows that the maximum performance of the Raman CRC test was higher overall

than the current USC pathway. This shows that the Raman test could work as a

triage based tool for CRC improving on the current USC pathway. The high NPV

of the Raman test is moving towards that of the FIT and colonoscopy. Further-

more, it shows that there is space for a serum based RS method to compensate

for patients that are unable to complete or ineligible for other tests. For example

a patient with rectal bleeding would not be able to have a FIT test but would be

able to have a Raman based test. Additionally, colonoscopy has 5% miss rate for

cancer and CTC has a 3.4% miss rate. The diagnostic values for the serum RS

test are within these bounds with a miss rate of 5% in the binary cohort study.

Table 8.3: Comparison between the maximum performance of the liquid serum RS

diagnostic model compared to current screening and diagnostic methods. Diagnostic

vales taken from [2–6].

Test Sens Spec PPV NPV Limitations

Liquid RS 93.8% 51.5% 48.4% 94.4% Fasting required, in-

flammatory affects re-

sults

USC pathway 80.4% 47.2% 3.5% 99.0% low numbers of

confirmed CRC,

AUC=0.65

FIT faecal test 93.3% 77.3% 11.2% 99.7% n/a to patients with

rectal bleeding

CT colonogram 89.0% 75.0% n/a 99.9% Small polyps (PPV

80%), 30% need

colonoscopy too

Colonoscopy 95.0% 90.0% 2-11%

(symptom

dependent)

99.4% Capacity, invasive,

bowel prep req, com-

pletion rate just 57%



Multi-modal and non-binary models were tested in an attempt to improve

diagnostic capability. However, the model with more than one laser excitation

data showed little improvement for 785 nm models for a considerable increase in

data acquisition time. The addition of patients with inflammatory diseases into

diagnostic models also decreased the diagnostic capability.

8.2.1 Future work towards translation

To improve the diagnostic performance of the liquid serum RS platform for in-

flammatory patients there are a few potential work streams. Overall, patient

numbers will need to be increased to maximise the performance of the diagnostic

models.

To reduce the number of equivocal results the testing datasets could be in-

creased to five spectra for each patient. This would maximise the chances of

getting a majority result from the model without taking too much more time

for data collection. Furthermore, more patients can be included in the training

model. An investigation into the need for a non-binary model would also need to

be included. Another approach could be to separate the models into binary mod-

els and create a decision tree based algorithm with downstream selection i.e. the

first model would distinguish between healthy and disease. The patients showing

as disease would then be passed to a secondary binary model classifying between

malignancy and benign diseases.

Figure 8.1 (a) shows the current USC pathway for CRC. Figure 8.1 (b) shows

the proposed future use of a serum based RS test to triage colorectal referrals.

Provided the Raman test continues to show good NPV in a primary care setting it

is envisaged that the number of colonoscopy procedures could be reduced overall.

With optimisation it is hoped that the rate of early reassurance could be improved

up to 80% with a RS test. This would give patient reassurance sooner for those not

in need of further investigations. The decreased steps of the pathway and earlier

reassurance of patients will shorten the pathway overall. This has the potential

to save money, decrease patient anxiety and also lead to the patients in most need

being treated more quickly. However, the endpoint for the optimum performance
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of a RS test may not be set by the maximum sensitivity and specificity of the

test. It will be important in future studies to evaluate the point along the ROC

curve in which the false negative rate of the test is minimised. This will ensure

that patients with cancer are not missed by the test and incorrectly sent home.

Therefore, it may be the case that the specificity of the test may have to be

lowered to ensure maximum sensitivity. This would most likely result in a larger

number false positive results potentially causing more referrals than necessary to

secondary care (hence being less cost effective). A balance will have to be found

for the RS test to minimise the false negative results to whilst also minimising the

false positive results. This will be to maximise patient outcomes but also for the

test to be cost effective. Therefore, a health economic evaluation will have to take

place to balance the position along the ROC curve which the Raman test should

sit. The health economic modelling evaluates the sensitivity and specificity of

the RS test (in relation to the cost of the test) to metrics such as patient quality-

adjusted life-years (QALY) and NHS cost effectiveness. A recent study has shown

the potential of a spectroscopic test for brain cancer to be economically viable

for the NHS in primary care at a cost of 50 at a sensitivities and specificities of

80% [7].

The models used throughout this thesis are based in MATLAB. The position

of ROC curves in MATLAB are fixed to the output from the model training.

However work is now ongoing to convert to an R programming language where it

will be possible to move the threshold of the test along the ROC curve as required

by the health economic and patient outcomes.

Further to the clinical validation study results shown in this thesis, analysis

will need to be completed on a larger cohort of patients across recruitment sites.

The aim would be for a patient cohort of many thousands. This would allow

further data to be included in RF models.



(a)

(b)

Figure 8.1: Comparison between the current USC referral pathway (a) and a shortened

USC pathway (b) by using Raman spectroscopy as a triage tool. Where HT is high

throughput and MDT is a multi-disciplinary telecommunication meeting.
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Exploration will also need to be made of the acceptability of a Raman based

test within the proposed altered pathway. This will include the confidence levels

of a GP in the test based on the preliminary work within this thesis.

If the future performance of the Raman spectroscopic test was sufficiently

high it could also be considered as a screening test. It would therefore need to

be compared to the current accepted screening method (FIT testing). For a true

comparison to FIT a study would need to be performed on the same patient

population as FIT results are reported on i.e. screening population. This would

allow the creation of ROC curves and NPV/PPV values for Raman that would

be comparable to FIT values as a screening method. It may also be useful as a

combined tool for screening. Further work towards this is currently being planned

within a combined Raman and FIT trial at Swansea University (CRaFT) and is

due to commence recruitment May 2019.

The effects of treatment and applications to disease monitoring through can-

cer treatment could also be explored as a further application of the HT serum

platform. The technique showed it was able to detect some differences in pa-

tients across treatment. Furthermore, there is potential for further work into

other diseases. So far, a pilot study for pancreatic cancer shows high sensitivity

and specificities of 80% and 95%.

The RF models generated in this work revealed spectral regions of interest that

proved important for diagnostic capability. These ‘spectral’ biomarkers will need

to be validated via other analytical methods such as GCMS. A validation of the

spectral markers would provide a solid foundation for translation as it would be

validated by an external technique. Performing GCMS on samples may also reveal

other information not revealed via RS such as the specific metabolites changed

between cancer and control samples. This would provide more information about

the disease development. Although some preliminary work for this was attempted

equipment failure meant this could not be included in this thesis.

Given the positive results in this thesis. The author believes that this work

will move towards translation as a triage tool for CRC referrals in primary care.

Therefore the final stage of future work would involve investigations into the reg-

ulatory approvals, ethics, and a proposed business plan to gain further investment



towards translation.

8.2.2 University spin out company

A spin-out company has been registered from the work produced in this thesis.

The author is a founder and director of CanSense LTD. The company was regis-

tered in the UK on the 17th May 2018 and is focused on the triage of colorectal

referrals from GPs in the UK.

8.3 Contributions and Publications

There have been various outputs from this thesis including conference contribu-

tions, publications, patents filed and also planned future publications.

8.3.1 Poster presentations

1. NHS QIPP Day 2015: Surface enhanced Raman spectroscopy and colorectal

cancer: towards early diagnosis and personalised medicine.

2. Cancer Research Wales research day (2016): Raman spectroscopy and col-

orectal cancer.

3. CLIRSPEC summer school (2016) - Surface enhanced Raman spectroscopy

for colorectal cancer detection.

4. SPEC (2016) - Raman spectroscopy and colorectal cancer: towards early

detection and personalised medicine.

8.3.2 Oral contributions

1. CLIRCON (2017) - Raman Spectroscopy and colorectal cancer: Effect of

sampling modality on diagnostic capability.

2. ICAVS9 (2017) - High throughput serum Raman spectroscopy to aid diag-

nosis of colorectal cancer.
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3. SciX (2017) - Invited contribution - Raman spectroscopy to aid diagnosis

of colorectal cancer - practical considerations.

8.3.3 Publications

1. Jenkins, C. A., Lewis, P. D., Dunstan, P. R., & Harris, D. A. (2016).

Role of Raman spectroscopy and surface enhanced Raman spectroscopy in

colorectal cancer. World Journal of Gastrointestinal Oncology, 8(5), 427438.

http://doi.org/10.4251/wjgo.v8.i5.427

2. The methodology developed within this thesis for liquid serum Raman spec-

troscopy was protected via a filing of a worldwide patent. GB Pat App. No.

1704128.6 Method and apparatus for detecting colorectal cancer using Ra-

man spectroscopy 6026P/GB. Filed 13 March 2016.

3. Jenkins, Cerys A., et al. ”A high-throughput serum Raman spectroscopy

platform and methodology for colorectal cancer diagnostics.” Analyst 143.24

(2018): 6014-6024.

The planned publications resulting from this work as follows;

• Transforming the USC referral pathway for colorectal cancer using high

throughput serum Raman spectroscopy. Planned submission (April 2019)
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Appendix A

Patient metadata database

During the course of this work serum samples were collected, aliquotted and

banked to form a small serum biobank. Patient demographics were built into a

database using Microsoft excel. Figure A.1 shows a representative example of

the database with the categories of patient metadata that was collected. The

final column (notes) was used to collect any extra information that may have

been deemed clinically relevant including medication, if the patient was having

radio therapy (RT) and if the patient had any other co morbidities e.g. diabetic,

asthma, previous cancer etc.

Figure A.1: Example of the patient meta data database created during this work.

In total, participants in the studies within this thesis were recruited into 7

research groups. The groups were as follows:

1. CRC - T 3/4

2. CRC - T 1/2
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3. Polyps

4. Control - healthy

5. Control - non-disease

6. other cancers

For patient selection for each study e.g. fasted vs non-fasted samples the filter

function was used to isolate patients that were eligible for the study. Spectral

data from the corresponding patient ID were then used for analysis.

The database at the time of completion of this thesis contained the information

of over 300 patients across the study groups within this work. It is envisaged that

sample collection will continue to build the sample database.



Appendix B

Spectral normalisation

Consider a d-dimensional raw spectral dataset Y = {X1, X2, ..., Xn}. The spec-

tral intensities in the data matrix is then a n× d matrix given by:

X1, X2, . . . , Xn =


a11 a12 . . . a1d
...

...
. . .

...

an1 an2 . . . and

 (B.0.1)

The vector normalisation for a given spectral dataset is given by:

Xij =
xij − x̄j
σj

, (B.0.2)

where x̄j is the mean spectral intensity for a spectrum and σj is the standard

deviation of the jth wavenumber of the spectrum. The standard deviation is

given by:

σj =
√

(xij − x̄j)2. (B.0.3)

The min-max normalisation is defined as:

MM(Xij) =
Xij −Xmin

Xmax −Xmin

. (B.0.4)

285



Appendix C

Matlab code

This appendix includes the detailed codes used for the optimised data analysis

routine for spectral data. The code for the front end GUI is not included in this

as the underlying processing codes were just packaged by creating an app in the

MATLAB environment. The codes only difference between Raman and FTIR

spectral data was that FTIR data had different dimensions and that they were

not standardised as they all have a consistent x-axis.

C.1 Data importing and preprocessing

C.1.1 Import

1 c l e a r ; c l c ; c l o s e a l l ; format longg ;

2

3

4 [ FileName , PathName , F i l t e r I n d e x ] = u i g e t f i l e ( ’ ∗ . tx t ’ , ’

S e l e c t the txt f i l e ’ , ’ Mu l t i S e l e c t ’ , ’ on ’ ) ;

5

6 %SpecNo = length ( FileName ) ;

7 i m p u t f i l e s = [ ] ;

8 meandat = [ ] ;% Pre−a l l o c a t e empty matrix .

9 %%Data = [ ] ; % Pre−a l l o c a t e empty matrix .

10 %spectrum sample mean=ze ro s ( SpecNo , samples ) ;

11

12 %% Creates a matrix with a l l the raw data

13 f o r i = 1 : l ength ( FileName )
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14 s t r = FileName {1 , i } ; % Create temp s t r i n g from

user data .

15 A = dlmread ( s t r , ’\ t ’ ) ; % Read sa id f i l e .\

16 i m p u t f i l e s = cat (3 , i m p u t f i l e s , A) ; % Concatate to

e x i s t i n g matrix .

17 end

18

19 %% Creates a new matrix with the averaged sample data

20 % Prompt user f o r number o f f i l e s to be read .

21 di sp ( ’ Enter number o f p a t i e n t s ’ ) ;

22 sample num = input ( ’ patient num = ’ ) ;

23 di sp ( ’ Enter number o f r epea t s ’ ) ;%f o r dr i ed samples , number

o f r epea t s

24 rep num = input ( ’ rep num = ’ ) ;

25

26 %Code to average spec t ra

27 M=repmat ( rep num , 1 , sample num ) ;

28

29 s p l i t = mat2ce l l ( i m p u t f i l e s , [ 1 0 1 5 ] , [ 2 ] , [M] ) ; %make sure

the 1015 matches the l ength o f the data

30 f o r i =1: sample num

31 means = mean( s p l i t { : , : , i } , 3 ) ;

32 meandat = cat (3 , meandat , means ) ;

33 end

34

35 %% Fl ipp ing to be low−high

36

37 %This checks the data i s in low−high format and f l i p s i t

i f i t ’ s the wrong

38 %way .

39
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40 w1= meandat (1 , 1 , 1 ) ;

41 w2 = meandat ( end , 1 , 1 ) ;

42 i f (w1>w2)

43 Data = f l i p u d ( meandat ) ;

44 e l s e Data = ( meandat ) ;

45

46 end

47

48 di sp ( ’ Data i s now in lo−hi format saved in ”Data ” . ’ )

49

50 c l e a r i m p u t f i l e s means M

51 c l e a r A

52 c l e a r F i l t e r I n d e x

53 c l e a r PathName

54 c l e a r w1

55 c l e a r w2

56 c l e a r s t r

57 c l e a r s p l i t

C.1.2 Standardisation

1 f unc t i on [ Xq, VqAll ] = S h i f t I n t e r p 3 c l e a n ( Data , sample num

) ;

2 %% Hopefu l ly t h i s func t i on w i l l f i t the peaks to the 4 th

order polynomial

3 % of the phenya la lan ine peak

4 % S h i f t i n t r p 3

5

6 % This func t i on w i l l s t anda rd i s e wavenumber a x i s to the

h i ghe s t peak

7 %

8 % Input −



9 % Data : Spectra with in t en so ty and wavenumvs

10 % sample num : numer o f spe c t ra

11 %

12 % Output −

13 % Xq : new x a x i s

14 % VqAll : wavenumber c o r r e c t e d spec t ra

15 % Copywrite Cerys Jenkins 2017

16

17 %% Preamble

18 i n t e n s i t y = Data ( : , 2 , : ) ; %Takes i n t e n s i t y and wavenos

from imported f i l e s

19 waveno = Data ( : , 1 , : ) ;

20

21 V= [ ] ; %% Pre as sa igned f o r the i n t e n s i t i e s

22 X= [ ] ; %% Pre as s i gned f o r the wavenumbers

23

24 f o r i = sample num :−1:1 % This loop j u s t f i l l s V with the

s p e c t r a l i n t e n s i t i e s

25 X=cat (2 , waveno ( : , 1 , i ) ,X) ; % and X with the wavenumber a x i s

26 V = cat (2 , i n t e n s i t y ( : , 1 , i ) ,V) ;

27 end

28

29

30 SignalPeak = [ ] ;

31 S h i f t e d i n t = [ ] ;

32 Shifted W = [ ] ;

33 RP = 1004 ; %%% This i s where Phyla lan ine should be make

sure t h i s i s c o r r e c t

34 Signal max= [ ] ;

35

36 f o r i = 1 : sample num



C.1. Data importing and preprocessing 291

37 YI = V( : , i ) ;

38 MZ2 = X( : , i ) ;

39 [ val , idx ] = max(YI (300 : 380 ) , [ ] , 1 ) ; % Find the maximim

peak in a spectrum and the index

40 idx2 = idx +299;

41 Signal max = cat (1 , Signal max , idx2 ) ;

42 SignalP = MZ2( idx2 ) ; % convert t h i s so i t ’ s the r i g h t

p lace

43 SignalPeak = cat (1 , SignalPeak , SignalP ) ;

44

45 end

46

47 f o r k = 1 : sample num

48 SP = SignalPeak ( k ) ;

49 MZ = X( : , k ) ;

50 Y = V( : , k ) ;

51

52 Signa lPeak Points = [ Signal max ( k )−2, Signal max ( k )−1,

Signal max ( k ) , Signal max ( k ) +1, Signal max ( k ) +2] ;

53

54 S igna l Peak In t = [Y( S igna lPeak Points (1 ) ) ,Y(

S igna lPeak Points (2 ) ) ,Y( S igna lPeak Points (3 ) ) ,Y(

S igna lPeak Points (4 ) ) ,Y( S igna lPeak Points (5 ) ) ] ;

55 SignalPeak wavenum = [MZ( S igna lPeak Points (1 ) ) ,MZ(

S igna lPeak Points (2 ) ) ,MZ( S igna lPeak Points (3 ) ) ,MZ(

S igna lPeak Points (4 ) ) ,MZ( S igna lPeak Points (5 ) ) ] ;

56 [ p , S ,mu] = p o l y f i t ( SignalPeak wavenum , S igna l Peak Int

, 4 ) ;

57 x1 = SignalPeak wavenum (1) : . 1 : SignalPeak wavenum (5) ;

58 y1 = po lyva l (p , x1 , S ,mu) ;

59 [ val3 , idx3 ] = max( y1 ) ;



60

61 bandpos = SignalPeak wavenum (1) + ( 0 . 1∗ ( idx3−1) ) ;

62 s h i f t = RP − bandpos ;

63 Xsh i f t = MZ−( s h i f t ) ;

64 Yout = in t e rp1 (MZ,Y, Xshi f t , ’ pchip ’ ) ;

65 Shifted W = cat (2 , Shifted W , Xsh i f t ) ;

66 S h i f t e d i n t = cat (2 , S h i f t e d i n t , Yout ) ;

67 end

68

69 VqAll = [ ] ;

70 %Xq= (611 : 1 . 09064039 : 1717 ) ; %% Making new s e t o f X

coords

71 %Xq= ( 6 1 1 : 1 : 1 7 1 8 ) ;

72 Xq= ( 6 1 1 . 6 : 1 . 0 9 : 1 7 1 7 ) ;

73

74 f o r k = 1 : sample num

75 X2 = Shifted W ( : , k ) . ’ ; % Transpose m a t r i c i e s so they

are in the r i g h t format

76 V2 = S h i f t e d i n t ( : , k ) . ’ ;

77 Vq = int e rp1 (X2 , V2 , Xq, ’ l i n e a r ’ ) ;

78 VqAll = cat (1 , VqAll ,Vq) ;

79 end

80 end

C.1.3 Rolling circle filter

1 f unc t i on [ co r r ec ted , b a s e l i n e ] = RCF multi ( wavenumber ,

i n t e n s i t y , rad ius , sample num ) ;

2 %% Rol l i ng c i r c l e f i l t e r f o r mu l t ip l e spe c t ra

3 % 1/9/2016

4 % updated 7/8/2017

5 % Copyright Cerys Anne Jenkins
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6

7 %wavenumber − x a x i s

8 % i n t e n s i t y − mat i r ix o f spe c t r a

9 % rad iu s − c i r c l e rad iu s s i z e

10 % sample num − number o f spec t r a

11

12 % Output : b a s e l i n e c o r r e c t e d spec t ra

13

14 %% c r e a t e the c i r c l e

15 x= l i n s p a c e (− radius , radius , ( 2∗ rad iu s +1) ) ;

16 f o r i = 1 : l ength ( x )

17 y = s q r t ( ( rad iu s . ˆ 2 )−(x . ˆ 2 ) ) ;

18 end

19

20 %% making some f a b r i c a t e d data to put at the s t a r t and end

o f the data

21 % So that the c i r c l e s t a r t s r o l l i n g from the s t a r t o f the

data

22

23 f o r i = 1 : l ength ( x ) %% makes the fake s t a r t data depending

on the s i z e o f the rad iu s o f the c i r c l e

24 f a k e s t a r txd a ta ( i ) = wavenumber (1 )− i ;

25 end

26 f akexcoords = f l i p l r ( f a k e s t a r tx da t a ) ;%f l i p s the se l r so

that we s t a r t with the lowest va lue

27 f o r i =1: l ength ( x )

28 fakeendxdata ( i )= wavenumber ( : , end )+i ;

29 end

30 t o ta lxda ta = [ fakexcoords , wavenumber , fakeendxdata ] ;

31 f akeycoords = [ ] ;

32 f o r i = 1 : sample num



33 fakeycoord = max( i n t e n s i t y ( i , : ) , [ ] , 2 ) ; % minds the max o f

each spectrum

34 f akeycoords = cat (1 , fakeycoords , fakeycoord ) ;

35 t o t a l f a k e y c o o r d s ( : , i ) = repmat ( fakeycoords ( i ) , l ength (

fakexcoords ) ,1 ) ;

36 t o ta lyda ta ( i , : ) = horzcat ( t o t a l f a k e y c o o r d s ( : , i ) . ’ ,

i n t e n s i t y ( i , : ) , t o t a l f a k e y c o o r d s ( : , i ) . ’ ) ;

37 end

38 t e s t d a t a s e t s = [ ] ;

39 f o r i = 1 : sample num

40 t e s t d a t a s e t = [ to ta lxda ta . ’ t o ta lyda ta ( i , : ) . ’ ] ;

41 [ t e s t d a t a s e t s ] = cat (3 , t e s t d a t a s e t s , t e s t d a t a s e t ) ;

42 end

43

44 %% ASPECT RATIO

45 %Calcu la t ing the aspect r a t i o f o r the c i r c l e so that i t

s c a l e s to the s i z e o f the data

46 f o r i = 1 : sample num

47 Aspec t ra t i o ( : , i ) = 2∗ ( (max( i n t e n s i t y ( i , : ) ) /(max( wavenumber

)−min( wavenumber ) ) ) ) ;

48 AspectYcoords ( i , : ) = y∗Aspec t ra t i o ( i ) ; %Adjust the y

coords o f the c i r c l e by ∗ Apsect r a t i o f o r each

spectrum

49 C i r c l e Y s t a r t p o i n t ( i , : ) = AspectYcoords ( i , : ) + fakeycoords (

i ) − AspectYcoords ( i , c e i l ( ( l ength ( x ) /2) ) ) ;

50 end

51 C i r c l e s t a r t p o i n t X = x+tota lxda ta (1 )+rad iu s ;

52 %Circ l eSta r tY = ze ro s ( l ength ( x ) ,2 , sample num ) ;

53 Circ l eSta r tY = [ ] ;

54 f o r i = 1 : sample num

55 C i r c l e s t a r t p o s = [ C i r c l e s t a r t p o i n t X . ’ C i r c l e Y s t a r t p o i n t ( i
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, : ) . ’ ] ;

56 [ C i r c l eSta r tY ] = cat (3 , Circ leStartY , C i r c l e s t a r t p o s ) ;

57 end

58 %% DataInCirc

59 %%% This s e c t i o n o f code loops over the spectrum and f i n d s

a l l o f the

60 %%% datapo int s that are i n s i d e each c i r c l e rad iu s .

61

62 f o r j = 1 : sample num

63 l o o p s i z e = length ( t e s t d a t a s e t s ) − l ength ( x ) ;

64 b = length ( x ) ;

65

66 f o r i = 1 : l o o p s i z e

67 goa l ( : , : , i ) = t e s t d a t a s e t s ( i : i−1+b , : , j ) ;

68 end

69 f o r i = 1 : l ength ( goa l )

70 d i s t ( : , i ) = goa l ( : , 2 , i ) − Circ l eSta r tY ( : , 2 , j ) ;

71 end

72 d i s t ance = d i s t . ’ ;

73 [ Min , Index ] = min ( d i s tance , [ ] , 2 ) ;

74 xb i t = [ ] ;

75 f o r i = 1 : l ength (Min)

76 xb i t ( i , : ) = goa l ( Index ( i ) , : , i ) ;

77

78 end

79

80 XY = xbi t ;

81 Unique = unique (XY, ’ rows ’ ) ;

82 Xaxis = Unique ( : , 1 ) ;

83 Yaxis = Unique ( : , 2 ) ;

84 %Xquery = ( 6 1 0 . 0 7 : 1 . 0 9 2 6 2 : 1 7 1 9 ) ;



85

86 b a s e l i n e = in t e rp1 ( Xaxis , Yaxis , wavenumber , ’ pchip ’ ) ; % t h i s

way i n t e r p o l a t e s a background

87

88 %[ p , S ,mu] = p o l y f i t ( Xaxis , Yaxis , 2 ) ; %t h i s way f i t s a

polynomial to the

89 % background po in t s

90 %x1 = wavenumber ;

91 %b a s e l i n e 2 = po lyva l (p , x1 , S ,mu) ;

92 %x b i t s = xb i t ( : , 1 ) ;

93 %y b i t s = yb i t ( : , 2 ) ;

94 %b a s e l i n e f i t = csaps ( xb i t s , y b i t s )% t h i s f i t s a cubic

s p l i n e smoothing to a l l o f the bg po in t s from the RCF

t h i s seems to g ive best f i t

95 %f n p l t ( b a s e l i n e 3 ) % Plot s the func t i on from the s p l i n e

smoothing

96 %po int s = f n p l t (pp ) ; t h i s doesn ’ t p l o t anything but g i v e s

you the po in t s

97 % i t would have p l o t t ed in f n p l t

98 %b a s e l i n e 3 = fnva l ( b a s e l i n e f i t , wavenumber ) ;

99

100

101 c o r r e c t e d ( j , : ) = i n t e n s i t y ( j , : ) − b a s e l i n e ;

102 %cor r e c t ed2 ( j , : ) = i n t e n s i t y ( j , : ) − b a s e l i n e 2 ;

103 %cor r e c t ed3 ( j , : ) = i n t e n s i t y ( j , : ) − b a s e l i n e 3 ;

104

105 c o r r e c t e d ( cor rec ted <0)=0; % t h i s f o r c e s any negat ive

va lue s to zero

106 %cor r e c t ed2 ( cor rec ted2 <0)=0;

107

108 end
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109 end

C.1.4 Derivatives

1 f unc t i on [ SG0 , SG1 , SG2 ] = c j d e r i v f u n c ( wavenumber ,

i n t e n s i t y , smoothing pts )

2 % Cal cu l a t e s the f i r s t d e r i v a t i v e o f i n t e n s i t y va lue s

3 %

4 % Usage : output = f i r s t d e r i v ( wavenumber , i n t e n s i t y ,

smoothing pts ) ;

5 % Where

6 % wavenumber − vec to r o f wavenumbers ( x va lue s )

7 % i n t e n s i t y − matrix o f i n t e n s i t i e s ( y va lue s in

COLUMNS)

8 % smoothing pts − number o f po in t s to smooth data by

. This MUST be

9 % an odd number and should be qu i t e smal l − 3 ,

5 , 7 e t c

10 % output − matrix o f f i r s t d e r i v a t i v e data ( in

columns )

11 %

12 % This c a l c u l a t e s a f i r s t d e r i v a t i v e whi l e per forming a

Savitzky−Golay

13 % smooth at the same time . The data should be smoothed to

prevent no i s e in

14 % the data from swamping the r e s u l t . The smoothing pts

va lue determines the

15 % degree o f smoothing − a b igge r va lue mean more smoothing

.

16 %

17 % Note that smoothing means you l o s e po in t s from e i t h e r

end o f the data .



18 % For example ; i f you have a 7 po int smooth you w i l l l o s e

3 po in t s from

19 % e i t h e r end o f the data . Here these po in t s have been s e t

to zero so that

20 % the length o f the output i s the same as the l ength o f

the input .

21 %

22 % ( c ) Alex Henderson Dec 2007

23 %

24 % Updated and ed i t ed to do second d e r i v a t i v e s Cerys

Jenkins

25 %

26

27

28

29

30 i f rem( smoothing pts , 2 ) == 0

31 e r r o r ( ’ smoothing pts must be an odd number ’ ) ;

32 end

33

34 N = 4 ; % Order o f polynomial f i t

35 F = smoothing pts ; % Window length

36 [ b , g ] = sgo lay (N,F) ; % Ca lcu la te S−G c o e f f i c i e n t s

37

38 x=wavenumber ;

39 y = i n t e n s i t y ;

40

41 dx = ( x ( end )−x (1 ) ) / l ength ( x ) ;

42

43 HalfWin = ( (F+1)/2) −1;

44 SG0 = ze ro s ( s i z e ( y ) ) ;
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45 SG1=ze ro s ( s i z e ( y ) ) ;

46 SG2=ze ro s ( s i z e ( y ) ) ;

47 [ rows , c o l s ]= s i z e ( y ) ;

48 f o r r = 1 : rows

49 f o r n = (F+1)/2 : co l s −(F+1)/2 ,

50 SG0( r , n )= dot ( g ( : , 1 ) , y ( r , ( n − HalfWin ) : (n +

HalfWin ) ) ) ;

51 % 1 s t d i f f e r e n t i a l

52 SG1( r , n ) = dot ( g ( : , 2 ) , y ( r , (n−HalfWin ) : (n+

HalfWin ) ) ) ;

53 % 2nd d i f f e r e n t i a l

54 SG2( r , n ) = 2∗dot ( g ( : , 3 ) ’ , y ( r , ( n − HalfWin ) : ( n +

HalfWin ) ) ’ ) ;

55 end

56

57 end

58

59 SG1 = SG1/dx ; % Turn d i f f e r e n t i a l i n to d e r i v a t i v e

60 SG2 = SG2/( dx∗dx ) ; % and in to 2nd d e r i v a t i v e

61

62 % put in to output

63 SG1 = SG1 ;

64 SG2 = SG2 ;

65 SG0 = SG0 ;

C.1.5 Rubber-band baseline subtraction (FTIR specific,

not self produced)

1 %> @ingroup maths

2 %>@ f i l e

3 %>@br ie f Convex Polygonal Line b a s e l i n e c o r r e c t i o n

4 %>



5 %> This was i n s p i r e d on OPUS Rubberband b a s e l i n e

c o r r e c t i o n (RBBC) [ 1 ] .

6 %>

7 %> S t r e t ch e s a convex po lygona l l i n e whose v e r t i c e s touch

troughs o f x

8 %> without c r o s s i n g x ( see below ) .

9 %>

10 %> This one i s parameter l e s s , whereas OPUS RBBC asks f o r a

number o f po in t s .

11 %>

12 %> @image html r u b b e r l i k e e x p l a i n . png

13 %>

14 %> <h3>References</h3>

15 %> [ 1 ] Bruker Optik GmbH, OPUS 5 Reference Manual .

Et t l i ngen : Bruker , 2004 .

16 %>

17 %> @sa demo pre bc rubber .m

18 %

19 %> @param X [ @ref no ] x [ @ref nf ] matrix whose rows w i l l be

i n d i v i d u a l l y ba s e l i n e−c o r r e c t e d

20 %>

21 %> @return @em [Y] or @em [Y, L ] Where @em L are the

b a s e l i n e s

22 f unc t i on varargout = bc rubber (X)

23

24 %msgstr ing = nargoutchk (1 , 2 , nargout ) ;

25 %msgstr ing = nargoutchk (1 , 2) ;

26 %i f ˜ isempty ( msgstr ing )

27 % e r r o r ( msgstr ing ) ;

28 %end

29
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30

31 [ no , nf ] = s i z e (X) ;

32

33 Y = ze ro s ( no , nf ) ;

34 L = ze ro s ( no , nf ) ;

35

36 f o r i = 1 : no

37 i f n f > 0

38 l = [ ] ;

39 x = X( i , : ) ;

40 i f l ength ( x ) > 1

41 l 2 = rubber ( x ) ;

42 e l s e

43 l 2 = [ ] ;

44 end ;

45 l = [ x (1 ) l 2 ] ;

46

47 Y( i , : ) = x−l ;

48 L( i , : ) = l ;

49 end ;

50 end ;

51

52

53

54 i f nargout == 1

55 varargout = {Y} ;

56 e l s e i f nargout == 2

57 varargout = {Y, L} ;

58 end ;

59

60 %> @cond



61 %

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

62 % retu rn s a ” rubber ” vec to r with one element l e s s than the

l ength o f x

63 f unc t i on y = rubber ( x )

64

65 nf = length ( x ) ; % number o f po in t s

66

67 l = l i n s p a c e ( x (1 ) , x ( end ) , nf ) ;

68

69 x f l a t = x−l ;

70 [ val , idx ] = min ( x f l a t ) ;

71 i f ˜ isempty ( va l ) && val < 0

72 y = [ rubber ( x ( 1 : idx ) ) , rubber ( x ( idx : end ) ) ] ;

73 e l s e

74 y = l ( 2 : end ) ;

75 end ;

76 %> @endcond

C.1.6 Iterative polynomial baseline subtraction (Written

by G.A.Lloyd)

1 f unc t i on [ spectra , y hat ]= removeBasel ine (x , y , order , pos ,

max iter , b inning )

2 % Function to c o r r e c t the b a s e l i n e o f a Raman spectrum

3 % by Gavin Rhys Lloyd 30 . 04 . 14

4 % REF: Applied Spectroscopy , Volume 57 , I s s u e 11 , Pages 320

A−340A and 1317−1453 ( November 2003) , pp . 1363−1367(5)

5 % Modif ied 07 .10 .2016 GL − t i d i e d up code / comments

6 %

7 % INPUTS
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8 % x = wavenumbers

9 % y = spectrum

10 % order = i n t e g e r r e p r e s e n t i n g polynomial order o f

b a s e l i n e

11 % pos = true / [ f a l s e ] to f o r c e −ve s p e c t r a l va lue s to be

0 in the c o r r e c t e d spectrum

12 % max iter = [ 1 0 0 ] maxium number o f i t e r a t i o n s

13 % binning = [ 1 ] wavenumber binning to apply

14 %

15 % OUTPUTS

16 % spec t ra = c o r r e c t e d spectrum

17 % y hat = est imated b a s e l i n e

18 %

19

20 t o l=1e−6;

21 cont=true ;

22 counter =0;

23 x o r i g=x ;

24 y o r i g=y ;

25

26 x=x ( 1 : b inning : l ength ( x ) ) ;

27 y=y ( 1 : b inning : l ength ( y ) ) ;

28

29 whi le cont

30 i f counter>max iter

31 cont=f a l s e ;

32 di sp ( ’max number o f i t e r a t i o n s reached ’ ) ;

33 end

34 % f i t polynomial to the data

35 [ na , y hat , b]= f i t p o l y (x , y , order , [ ] ) ;

36



37 % r e p l a c e data with min o f poly and data

38 y=min ( [ y hat ( : ) , y ( : ) ] ’ ) ;

39

40 % check f o r convergence . . .

41 i f (y−y hat ’ ) ∗(y−y hat ’ ) ’< t o l

42 cont=f a l s e ;

43 end

44 counter=counter +1;

45 end

46 [ na , y hat , b ,D]= f i t p o l y (x , y , order , x o r i g ) ;

47 spe c t r a =( y or i g−y hat ’ ) ;

48 i f pos

49 spe c t r a ( spectra <0)=0;

50 end

51

52 f unc t i on [ x hat , y hat , b ,D]= f i t p o l y (x , y , order , x new )

53 % func t i on to f i t a polynomial to data

54 % by Gavin Rhys Lloyd 14 . 01 . 10

55 %

56 %

57 i f nargin<4

58 x new=x ;

59 end

60 i f isempty ( x new )

61 x new=x ;

62 end

63 m=mean( x ) ;

64 my=mean( y ) ;

65 y=y ( : ) ;

66 x=x ( : )−m;

67
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68 p = [ ] ;

69 f o r i =0: order

70 p ( : , i +1)=x . ˆ i ;

71 end

72 D=[ ones ( s i z e ( x ) ) ,p ] ;

73 b=pinv (D)∗y ; % LSQ c o e f f i c i e n t s

74

75 x new=x new ( : )−m;

76 p = [ ] ;

77 f o r i =0: order

78 p ( : , i +1)=x new . ˆ i ;

79 end

80 D=[ ones ( s i z e ( x new ) ) ,p ] ;

81 y hat=D∗b ; % apply c o e f f i c i e n t s

82 x hat=x ;

C.1.7 Vector normalisation

1 f unc t i on output = vecnorm cj ( input )

2 [ rows , c o l s ]= s i z e ( input ) ;

3

4

5

6 f o r c o l = 1 : c o l s

7 input ( : , c o l ) = input ( : , c o l ) ; ( [ n ,m] )

8 end

9

10 squares = input . ˆ 2 ; % square o f each absorbance

( [ n ,m] )

11 sum of squares = sum( squares , 2) ; % sum of the

squares a long the rows ( [ n , 1 ] )

12



13 d i v i s o r = s q r t ( sum of squares ) ; % ( [ n , 1 ] )

14

15 f o r c o l = 1 : c o l s

16 output ( : , c o l ) = input ( : , c o l ) . / d i v i s o r ; % d iv id e the

data by the vec to r l ength ( [ n ,m] )

17 end

C.1.8 Normalisation to the phenylalanine peak/min/max

(Original code by Royston Goodacre)

1 f unc t i on [ ba s l ] = scaleM (M)

2 %[ bas l ] = scaleM (M)

3 %s c a l e s so min and max are between 0 and 1

4 %takes matrix M and makes ba s l

5 %

6 % Copyright ( c ) 1997 , Royston Goodacre

7 %

8

9

10 [ rows , c o l s ]= s i z e (M) ;

11 bas l=ze ro s ( rows , c o l s ) ;

12

13 f o r i =1: rows

14 Mmin=min (M( i , : ) ) ;

15 Mmax=max(M( i , : ) ) ;

16 f o r j =1: c o l s

17 bas l ( i , j )=(M( i , j )−Mmin) /(Mmax−Mmin) ;

18 end

19 end
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C.2 Data analysis

C.2.1 RF machine learning code

1 f unc t i on [ t r a i n e d C l a s s i f i e r p o l y p , va l idat ionAccuracy ,AUC,

v a l i d a t i o n S c o r e s ] = t r a i n C l a s s i f i e r p o l y p ( t ra in ingData )

2 % [ t r a i n e d C l a s s i f i e r , va l idat ionAccuracy ] =

t r a i n C l a s s i f i e r ( t ra in ingData )

3 % retu rn s a t r a in ed c l a s s i f i e r and i t s accuracy . Use the

4 % generated code to automate t r a i n i n g the same model with

new data , or to

5 % lea rn how to programmatica l ly t r a i n models .

6 %

7 % Input :

8 % tra in ingData : a matrix with the same number o f

columns and data type

9 % as imported in to the app .

10 %

11 % Output :

12 % t r a i n e d C l a s s i f i e r : a s t r u c t conta in ing the t ra in ed

c l a s s i f i e r . The

13 % s t r u c t conta in s va r i ous f i e l d s with in fo rmat ion

about the t ra in ed

14 % c l a s s i f i e r .

15 %

16 % t r a i n e d C l a s s i f i e r . pred ictFcn : a func t i on to make

p r e d i c t i o n s on new

17 % data .

18 %

19 % val idat ionAccuracy : a double conta in ing the

accuracy in percent .



20 %

21 % AUC: Area under c a l c u l a t e d ROC curve f o r p o s i t i v e

c l a s s

22 %

23 % v a l i d a t i o n S c o r e s : Used to c a l c u l a t e ROC curve i f

needed to p l o t

24 % l a t e r

25 % Use the code to t r a i n the model with new data . To

r e t r a i n your

26 % c l a s s i f i e r , c a l l the func t i on from the command l i n e with

your o r i g i n a l

27 % data or new data as the input argument t ra in ingData .

28 %

29 % For example , to r e t r a i n a c l a s s i f i e r t r a in ed with the

o r i g i n a l data s e t

30 % T, ente r :

31 % [ t r a i n e d C l a s s i f i e r , va l idat ionAccuracy ] =

t r a i n C l a s s i f i e r (T)

32 %

33 % To make p r e d i c t i o n s with the returned ’ t r a i n e d C l a s s i f i e r

’ on new data T2 ,

34 % use

35 % y f i t = t r a i n e d C l a s s i f i e r . pred ictFcn (T2)

36 %

37 % T2 must be a matrix conta in ing only the p r e d i c t o r

columns used f o r

38 % t r a i n i n g .

39

40 % Extract p r e d i c t o r s and response

41 % This code p r o c e s s e s the data in to the r i g h t shape f o r

t r a i n i n g the
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42 % model .

43 % Convert input to t ab l e

44 inputTable = ar ray2 tab l e ( tra in ingData , ’ VariableNames ’ , { ’

column 1 ’ , ’ column 2 ’ , ’ column 3 ’ , ’ column 4 ’ , ’

column 5 ’ , . . . } ) ;

45

46 predictorNames = { ’ column 1 ’ , ’ column 2 ’ , ’ column 3 ’ , ’

column 4 ’ , ’ column 5 ’ , . . . } ;

47 p r e d i c t o r s = inputTable ( : , predictorNames ) ;

48 re sponse = inputTable . column 1016 ;

49 i s C a t e g o r i c a l P r e d i c t o r = [ f a l s e , f a l s e , f a l s e , f a l s e ,

. . . ] ;

50

51 % Train a c l a s s i f i e r

52 % This code s p e c i f i e s a l l the c l a s s i f i e r opt ions and

t r a i n s the c l a s s i f i e r .

53 template = templateTree ( . . .

54 ’ MaxNumSplits ’ , 351) ;

55 c l a s s i f i c a t i o n E n s e m b l e = f i t c e n s e m b l e ( . . .

56 pr ed i c t o r s , . . .

57 response , . . .

58 ’ Method ’ , ’Bag ’ , . . .

59 ’ NumLearningCycles ’ , 499 , . . .

60 ’ Learners ’ , template , . . .

61 ’ ClassNames ’ , [ 0 ; 1 ] ) ;

62

63 % Create the r e s u l t s t r u c t with p r e d i c t func t i on

64 pred i c to rExt rac t i onFcn = @( x ) a r ray2 tab l e (x , ’

VariableNames ’ , predictorNames ) ;

65 ensemblePredictFcn = @( x ) p r e d i c t ( c l a s s i f i c a t i o n E n s e m b l e ,

x ) ;



66 t r a i n e d C l a s s i f i e r p o l y p . pred ictFcn = @( x )

ensemblePredictFcn ( pred i c to rExtrac t i onFcn ( x ) ) ;

67

68 % Add a d d i t i o n a l f i e l d s to the r e s u l t s t r u c t

69 t r a i n e d C l a s s i f i e r p o l y p . C l a s s i f i c a t i on Ensemb l e =

c l a s s i f i c a t i o n E n s e m b l e ;

70 t r a i n e d C l a s s i f i e r p o l y p . About = ’ This s t r u c t i s a t r a in ed

model exported from C l a s s i f i c a t i o n Learner R2017b . ’ ;

71 t r a i n e d C l a s s i f i e r p o l y p . HowToPredict = s p r i n t f ( ’To make

p r e d i c t i o n s on a new p r e d i c t o r column matrix , X, use : \

n y f i t = c . pred ictFcn (X) \ nrep l a c ing ’ ’ c ’ ’ with the

name o f the v a r i a b l e that i s t h i s s t ruc t , e . g . ’ ’

tra inedModel ’ ’ . \n \nX must conta in exac t l y 1015

columns because t h i s model was t ra in ed us ing 1015

p r e d i c t o r s . \nX must conta in only p r e d i c t o r columns in

exac t l y the same order and format as your t r a i n i n g \

ndata . Do not inc lude the response column or any

columns you did not import in to the app . \n \nFor more

in format ion , s ee <a h r e f=”matlab : helpview ( f u l l f i l e (

docroot , ’ ’ s t a t s ’ ’ , ’ ’ s t a t s .map ’ ’ ) , ’ ’

ap pc l a s s i f i c a t i on exp o r t mode l t ow ork spac e ’ ’ )”>How to

p r e d i c t us ing an exported model</a>. ’ ) ;

72 t r a i n e d C l a s s i f i e r p o l y p . imp = pred ic tor Importance (

c l a s s i f i c a t i o n E n s e m b l e ) ;

73 % Extract p r e d i c t o r s and response

74 % This code p r o c e s s e s the data in to the r i g h t shape f o r

t r a i n i n g the

75 % model .

76 % Convert input to t ab l e

77 inputTable = ar ray2 tab l e ( tra in ingData , ’ VariableNames ’ , { ’

column 1 ’ , ’ column 2 ’ , ’ column 3 ’ , ’ column 4 ’ , ’
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column 5 ’ , . . . } ) ;

78

79 predictorNames = { ’ column 1 ’ , ’ column 2 ’ , ’ column 3 ’ , ’

column 4 ’ , ’ column 5 ’ , . . . } ;

80 p r e d i c t o r s = inputTable ( : , predictorNames ) ;

81 re sponse = inputTable . column 1016 ;

82 i s C a t e g o r i c a l P r e d i c t o r = [ f a l s e , f a l s e , f a l s e , f a l s e ,

f a l s e , . . . ] ;

83

84 % Perform cross−v a l i d a t i o n

85 part i t ionedMode l = c r o s s v a l ( t r a i n e d C l a s s i f i e r p o l y p .

C la s s i f i c a t i onEnsemb l e , ’ KFold ’ , 5) ;

86

87 % Compute v a l i d a t i o n p r e d i c t i o n s

88 [ v a l i d a t i o n P r e d i c t i o n s , v a l i d a t i o n S c o r e s ] = k f o l d P r e d i c t (

part i t ionedMode l ) ;

89

90 % Compute v a l i d a t i o n accuracy

91 va l idat ionAccuracy = 1 − k fo ldLos s ( part i t ionedModel , ’

LossFun ’ , ’ C l a s s i f E r r o r ’ ) ;

92 % Fit an ROC Curve based on the c r o s s v a l i d a t i o n

93 [X,Y,T,AUC,OPTROCPT, suby , subnames ] = pe r f cu rve ( response

, . . .

94 v a l i d a t i o n S c o r e s ( : , 2 ) , 1 ) ;

95 %Compute the con fus i on matrix

96 conf = confusionmat ( response , v a l i d a t i o n P r e d i c t i o n s ) ;

97

98 t r a i n e d C l a s s i f i e r p o l y p . conf = conf ;

99

100 % To p lo t the ROC

101 plot ROC (X,Y,OPTROCPT(1) ,OPTROCPT(2) )



1 f unc t i on plotROC(X1 , Y1 , X2 , Y2)

2 %CREATEFIGURE1(X1 , Y1 , X2 , Y2)

3 % X1 : X

4 % Y1 : Y

5 % X2 : OPTROCPT(1)

6 % Y2 : OPTROCPT(2)

7

8 % Auto−generated by MATLAB on 16−Aug−2017 16 : 32 : 09

9

10 % Create f i g u r e

11 f i g u r e 1 = f i g u r e ;

12

13 % Create axes

14 axes1 = axes ( ’ Parent ’ , f i g u r e 1 ) ;

15 hold ( axes1 , ’ on ’ ) ;

16

17 % Create p l o t

18 p lo t (X1 , Y1 , ’ DisplayName ’ , ’ROC Curve ’ , ’ LineWidth ’ , 4 ) ;

19

20 % Create p l o t

21 p lo t (X2 , Y2 , ’ DisplayName ’ , ’ Current C l a s s i f i e r ’ , ’ Marker ’ , ’ o ’

, ’ LineWidth ’ , 3 , . . .

22 ’ L ineSty l e ’ , ’ none ’ , . . .

23 ’ Color ’ , [ 1 0 0 ] ) ;

24

25 % Create x l a b e l

26 x l a b e l ( ’ Fa l se p o s i t i v e ra t e ’ ) ;

27

28 % Create t i t l e

29 t i t l e ( ’ROC Curve f o r d e t e c t i n g Polyps ’ ) ;

30
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31 % Create y l a b e l

32 y l a b e l ( ’ True p o s i t i v e ra t e ’ ) ;

33

34 box ( axes1 , ’ on ’ ) ;

35 % Create legend

36 l egend1 = legend ( axes1 , ’ show ’ ) ;

37 s e t ( legend1 , . . .

38 ’ Po s i t i on ’ , [ 0 .695535714285714 0.809523809523811

0.197321428571429 0 .0630952380952381 ] ) ;

39

40 % Create textbox

41 annotat ion ( f i gu r e1 , ’ textbox ’ , . . .

42 [ 0 .459928571428571 0.483333333333334 0.132928571428571

0 . 0 4 7 6 1 9 0 4 7 6 1 9 0 4 8 ] , . . .

43 ’ S t r ing ’ ,{ ’AUC =’ } , . . .

44 ’ FitBoxToText ’ , ’ o f f ’ ) ;

C.3 PLS-DA

The Lib-pls 9.2 package was used and edited for PLS-DA analysis. Available at

http://www.libpls.net/.



Appendix D

Additional baseline studies

D.1 Whole blood Raman spectrum

Figure D.1 is an example of a liquid whole blood Raman spectrum taken with

the 785nm laser line. The blood coagulated during the measurement, after co-

agulation spectra could not be obtained as the signal intensity off the sample

saturated.

Figure D.1: Example of liquid whole blood Raman spectrum. The blood is said to be

’liquid’ however during the measurement time the blood coagulated.
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D.2 Dry substrate comparison

A dry substrate comparison was conducted below. The CaF disk response was

much higher compared to the expected response. On inspection, the CaF disk

tested had been ‘cleaned’ prior to the measurement by another lab user. This

caused degradation of the slide and hence a large spectral response. Despite this

it shows that the expensive slides would not be acceptable for translation due to

the high cost per slide and lack or cleanability/re-usability.

Figure D.2: Comparison of different substrate Raman activity.
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D.3 Peltier cooling system base plate

Figure D.3: Schematic of the aluminium base plate design used in the cooling system.

This base plate replaces the standard renishaw plate.



Appendix E

Limits of the liquid platform

The limits of the liquid platform were tested by adding in a polyp patient dataset

into the binary model. This was in order to establish the limit of detection.

Figure 7.1 shows the full patient metadata for the polyp patients involved in the

studies.
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E.1 Polyp patient metadata

Patient	ID Sex Age Smoking	status
polyp	size	
(mm)

polyp	type polyp	dysplasia Model	Group

SH187 F 63 Non-smoker 6 tubular	adenoma LGD Train
SH013 M 83 Non-smoker 40 villous	adenoma HGD Train
SH012 M 77 Non-smoker 30 tubulovioolous	adenoma HGD Train
SH198 M 69 Non-smoker 4 tubular	adenoma LGD Train
SH204 M 48 Non-smoker 4 tubular	adenoma LGD Train
SH206 F 67 Non-smoker 65 tubulovioolous	adenoma HGD Train
SH041 F 47 Non-smoker 10 tubular	adenoma LGD Train
SH042 F 75 Non-smoker 11 tubular	adenoma LGD Train
SH059 M 76 Non-smoker 7 hyperplastic n/a Train
SH060 M 78 Non-smoker 10 villous	adenoma lGD Train
SH066 F 64 Non-smoker 28 Inflammatory	polyp n/a Train
SH094 Male 57 Smoker 35 villous	adenoma HGD Train
SH095 Male 46 Smoker 4 tubular	adenoma LGD Train
SH216 Male 87 Non-smoker 50 villous	adenoma HGD Train
SH106 Female 61 Non-smoker 5 tubulovioolous	adenoma lGD Train
SH129 Female 57 Non-smoker 2 tubular	adenoma LGD Train
SH151 Male 64 Smoker ? not	resected 3	polyps Train
id015 Male 85 non-smoker 2 tubular	adenoma LGD Train
id016 Female 73 Non-smoker <10mm Sessile	adenoma 6	polyps Train
id020 Male 77 Non-smoker 3 tubular	adenoma LGD Train
id049 Male 58 Smoker 3 tubular	adenoma LGD Train
id052 Female 83 Non-smoker 3 tubular	adenoma LGD Train
id064 Male 51 Smoker 10 tubular	adenoma LGD Train
id074 Female 71 Non-smoker 3 hyperplastic ? Train
id094 Female 60 Non-smoker 3 sessile	hyperplastic ? Train
id104 Male 69 Ex-smoker 3 tubular	adenoma LGD Train
id105 Male 83 Non-smoker 2 sessile	hyperplastic ? Train
id110 Female 79 Non-smoker 4 sessile	adenoma ? Train
id111 Male 74 Ex-smoker 2 tubular	adenoma LGD Train
id115 Male 70 Non-smoker <10mm caecal	polyp ? Train
id140 Male 75 Non-smoker 3 tubular	adenoma LGD Train
id143 Female 77 Non-smoker ? Sessile	adenoma LGD Train
is145 Female 83 Non-smoker 8 tubular	adenoma LGD Train
id146 Male 72 Smoker 7 tubular	adenoma LGD Train
id156 Male 78 Ex-smoker 8 Sessile	adenoma ? Train
id157 Male 71 Ex-smoker 3 hyperplastic	polyps ? Train
id159 Male 55 Ex-smoker 10 tubulovioolous	adenoma LGD Train
id195 Male 60 Non-smoker 1 hyperplastic	polyps ? Train
id196 Male 54 Non-smoker 2 tubular	adenoma LGD Train
id197 Male 72 Non-smoker 8 tubular	adenoma LGD Train
SH260 M 81 ex-smoker 55 villous	adenoma HGD Train
SH275 M 72 non-smoker 37 villous	adenoma LGD Train
SH294 M 66 non-smoker 50 tubulovioolous	adenoma HGD Train
id048 Male 56 Non-smoker 60 villous	adenoma ? Train
id98 Male 88 Ex-smoker 3 adenoma ? Testing
id115 Male 70 Non-smoker ? Caecal	polyp ? Testing
id143 Female 77 Non-smoker 8 sessile	adenoma LGD Testing
id164 Male 68 Ex-smoker 3 sessile	adenoma ? Testing
id181 Male 65 Non-smoker 2 fibroepithelial	polyp a/w Testing
id225 Male 80 Non-smoker 3 tubular	adenoma a/w Testing
id227 Male 54 Smoker 2 adenoma a/w Testing
id235 Female 82 Non-smoker 6 sessie	adenoma a/w Testing
id241 Male 70 Ex-smoker 8 adenoma a/w Testing
is268 Male 61 Smoker 5 adenoma a/w Testing
id269 Female 65 Ex-smoker 10 terimnal	ileal	polyp a/w Testing
Mean 69.16 13.02

Std	deviation 10.80 17.26

Figure E.1: Full polyp patient dataset
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E.2 Vector normalised combined model confu-

sion matrices

Table E.1: Training spectra confusion matricies

n= 490 Cancer Control

P
re

d
ic

te
d

Cancer 196 44 NPV 78.40%

Control 54 196 PPV 81.67%

Sensitivity Specificty

78.40% 81.67%

Table E.2: Per spectrum testing set confusion matrix

n= 147 Cancer Control

P
re

d
ic

te
d

Cancer 41 43 NPV 84.13%

Control 10 53 PPV 48.81%

Sensitivity Specificty

80.39% 55.21%

Table E.3: Per patient confusion matrix for the testing set.

n= 49 Cancer Control

P
re

d
ic

te
d

Cancer 14 14 NPV 85.71%

Control 3 18 PPV 50.00%

Sensitivity Specificty

82.35% 56.25%



E.3 Non-binary model training confusion ma-

trix

Table E.4: Training confusion matrix for non-binary model including polyp, control

and cancer spectra.

Actual

n=539 Control Polyp Cancer

P
re

d
ic

te
d Control 133 31 36

Polyp 28 102 28

Cancer 26 39 116

Table E.5: Calculated sensitivity and specificity for each class from the non-binary

model

Sensitivity Specificity

Control 0.71 0.81

Polyp 0.59 0.85

Cancer 0.64 0.82
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E.4 Disease monitoring

(a)

(b)

(c)

(d)

Figure E.2: Average 785 nm patient spectra for the second patient at baseline diagnosis

(rectal cancer), post CRT treatment and post-operative. With full spectra (a), and

zoomed in spectral regions (b-d).



(a)

(b)

(c)

(d)

Figure E.3: Average 532 nm patient spectra for the second patient at baseline diagnosis

(rectal cancer), post CRT treatment and post-operative. With full spectra (a), and

zoomed in spectral regions (b-d).
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E.5 PCA analysis of different sample collection

methods

Figure E.4 shows the PC1 vs PC2 score plot for 5 control patients analysed via

the original collection methods and 5 samples through the laboratory medicine

method. The samples do not seem to cluster according to sample method when

the method of sampling is used as a legend. The overall variance between the

laboratory medicine samples seems to be slightly higher than the original method,

across both PC1 and PC2. However, there is no distinction within the 70% of

the explained variance of the dataset indicating that it may be variance expected

from different patients.

Figure E.4: PC1 vs PC2 score plot for sample processing methods.


