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#### Abstract

Let $M$ be a complete Riemannian manifold possibly with a boundary $\partial M$. For any $C^{1}$-vector field $Z$, by using gradient/functional inequalities of the (reflecting) diffusion process generated by $L:=\Delta+Z$, pointwise characterizations are presented for the Bakry-Emery curvature of $L$ and the second fundamental form of $\partial M$ if it exists. These characterizations extend and strengthen the recent results derived by Naber for the uniform norm $\left\|\operatorname{Ric}_{Z}\right\|_{\infty}$ on manifolds without boundaries. A key point of the present study is to apply the asymptotic formulas for these two tensors found by the first author, such that the proofs are significantly simplified.
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## 1 Introduction

Let $M$ be a $d$-dimensional complete Riemannian manifold possibly with a boundary $\partial M$. Let $L=\Delta+Z$ for a $C^{1}$ vector field $Z$. We intend to characterize the Bakry-Emery curvature $\operatorname{Ric}_{Z}:=\operatorname{Ric}-\nabla Z$ and the second fundamental form $\mathbb{I}$ of the boundary $\partial M$ using the (reflecting) diffusion process generated by $L$. When $\partial M=\emptyset$, we set $\mathbb{I}=0$.

There are many equivalent characterizations for the (pointwise or uniform) lower bound of $\operatorname{Ric}_{Z}$ and $\mathbb{I}$ using gradient/functional inequalities of the (Neumann) semigroup generated by $L$, see e.g., [13] and the references within. However, the corresponding upper bound characterizations are still open. It is known that for stochastic analysis on the path space, one needs conditions on the norm of $\operatorname{Ric}_{Z}$, see $[3-6,8,11,12]$ and the references within. Recently, Naber $[7,10]$ proved that the uniform bounded condition on $\mathrm{Ric}_{Z}$ for $Z=-\nabla f$ is equivalent to some gradient/functional inequalities on the path space, and thus clarified the necessity of bounded conditions used in the above mentioned references. In this study, we aim to present pointwise characterizations for the norm of $\operatorname{Ric}_{Z}$ and $\mathbb{I}$ when $\partial M \neq \emptyset$, which allow these quantities to be unbounded on the manifold.

[^0]Let $\left(X_{t}^{x}\right)_{t \geqslant 0}$ be the (reflecting if $\partial M$ exists) diffusion process generated by $L=\Delta+Z$ on $M$ starting at point $x$, and let $\left(U_{t}^{x}\right)_{t \geqslant 0}$ be the horizontal lift onto the frame bundle $O(M):=\bigcup_{x \in M} O_{x}(M)$, where $O_{x}(M)$ is the set of all orthonormal basis of the tangent space $T_{x} M$ at point $x$. It is well known that $\left(X_{t}^{x}, U_{t}^{x}\right)_{t \geqslant 0}$ can be constructed as the unique solution to the SDEs:

$$
\begin{align*}
& d X_{t}^{x}=\sqrt{2} U_{t}^{x} \circ d W_{t}+Z\left(X_{t}^{x}\right) d t+N\left(X_{t}^{x}\right) d l_{t}^{x}, \quad X_{0}^{x}=x  \tag{1.1}\\
& d U_{t}^{x}=\sqrt{2} H_{U_{t}^{x}}\left(U_{t}^{x}\right) \circ d W_{t}+H_{Z}\left(U_{t}^{x}\right) d t+H_{N}\left(U_{t}^{x}\right) d l_{t}^{x}, \quad U_{0}^{x} \in O_{x}(M)
\end{align*}
$$

where $W_{t}$ is the $d$-dimensional Brownian motion on a complete filtration probability space $\left(\Omega,\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}, \mathrm{P}\right)$; $N$ is the inward unit normal vector field of $\partial M ; H .: T M \rightarrow T O(M)$ is the horizontal lift, $H_{u}:=$ $\left(H_{u e_{i}}\right)_{1 \leqslant i \leqslant d}$ for $u \in O(M)$ and the canonical orthonormal basis $\left\{e_{i}\right\}_{1 \leqslant i \leqslant d}$ on $\mathbb{R}^{d}$. Further, $l_{t}$ is an adapted increasing process which increases only when $X_{t}^{x} \in \partial M$ which is called the local time of $X_{t}^{x}$ on $\partial M$. In the first part of this paper, we assume that the solution is non-explosive, so that the (Neumann) semigroup $P_{t}$ generated by $L$ is given by

$$
P_{t} f(x)=\mathrm{E} f\left(X_{t}^{x}\right), \quad x \in M, \quad f \in \mathcal{B}_{b}(M), \quad t \geqslant 0
$$

For a fixed $T>0$, consider the path space $W_{T}(M):=C([0, T] ; M)$ and the class of smooth cylinder functions

$$
\mathcal{F} C_{T}^{\infty}:=\left\{F(\gamma)=f\left(\gamma_{t_{1}}, \ldots, \gamma_{t_{m}}\right): m \geqslant 1, \gamma \in W_{T}(M), 0<t_{1}<t_{2}<\cdots<t_{m} \leqslant T, f \in C_{0}^{\infty}\left(M^{m}\right)\right\}
$$

Let

$$
\mathbb{H}_{T}=\left\{h \in C\left([0, T] ; \mathbb{R}^{d}\right): h(0)=0,\|h\|_{\mathbb{H}_{T}}^{2}:=\int_{0}^{T}\left|h_{s}^{\prime}\right|^{2} d s<\infty\right\}
$$

For any $F \in \mathcal{F} C_{T}^{\infty}$ with $F(\gamma)=f\left(\gamma\left(t_{1}\right), \ldots, \gamma\left(t_{m}\right)\right)$, the Malliavin gradient $D F\left(X_{[0, T]}^{x}\right)$ is an $\mathbb{H}_{T}$-valued random variable satisfying

$$
\begin{align*}
\dot{D}_{s} F\left(X_{[0, T]}^{x}\right): & =\frac{d}{d s} D F\left(X_{[0, T]}^{x}\right) \\
& =\sum_{t_{i}>s}\left(U_{t_{i}}^{x}\right)^{-1} \nabla_{i} f\left(X_{t_{1}}^{x}, \ldots, X_{t_{m}}^{x}\right), \quad s \in[0, T] \tag{1.2}
\end{align*}
$$

where $\nabla_{i}$ is the (distributional) gradient operator for the $i$-th component on $M^{m}$, and $P_{u}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is the projection along $u^{-1} N$, i.e.,

$$
\left\langle P_{u} a, b\right\rangle:=\langle u a, N\rangle\langle u b, N\rangle, \quad a, b \in \mathbb{R}^{d}, \quad u \in \bigcup_{x \in \partial M} O_{x}(M)
$$

For $K \in C(M ;[0, \infty))$ and $\sigma \in C(\partial M ;[0, \infty))$, we introduce the following random measure $\mu_{x, T}$ on $[0, T]$ :

$$
\begin{equation*}
\mu_{x, T}(d s):=\mathrm{e}^{\int_{0}^{s} K\left(X_{r}^{x}\right) d r+\int_{0}^{s} \sigma\left(X_{r}^{x}\right) d l_{r}^{x}}\left\{K\left(X_{s}^{x}\right) d s+\sigma\left(X_{s}^{x}\right) d l_{s}^{x}\right\} \tag{1.3}
\end{equation*}
$$

For any $t \in[0, T]$, consider the energy form

$$
\mathcal{E}_{t, T}^{K, \sigma}(F, F)=\mathrm{E}\left\{\left(1+\mu_{x, T}([t, T])\right)\left(\left|\dot{D}_{t} F\left(X_{[0, T]}^{x}\right)\right|^{2}+\int_{t}^{T}\left|\dot{D}_{s} F\left(X_{[0, T]}^{x}\right)\right|^{2} \mu_{x, T}(d s)\right)\right\}
$$

for $F \in \mathcal{F} C_{T}^{\infty}$. Our main result is follows.
Theorem 1.1. Let $K \in C(M ;[0, \infty))$ and $\sigma \in C(\partial M ;[0, \infty))$ be such that for any $T>0, x \in M$,

$$
\begin{equation*}
\mathrm{Ee}^{(2+\varepsilon) \int_{0}^{T}\left\{K\left(X_{s}^{x}\right) d s+\sigma\left(X_{s}^{x}\right) d l_{s}^{x}\right\}}<\infty \tag{1.4}
\end{equation*}
$$

holds for some $\varepsilon>0$. For any $p, q \in[1,2]$, the following statements are equivalent to each other:
(1) For any $x \in M$ and $y \in \partial M$,

$$
\left\|\operatorname{Ric}_{Z}\right\|(x):=\sup _{X \in T_{x} M,|X|=1}\left|\operatorname{Ric}(X, X)-\left\langle\nabla_{X} Z, X\right\rangle\right|(x) \leqslant K(x)
$$

$$
\|\mathbb{I}\|(y):=\sup _{Y \in T_{y} \partial M,|Y|=1}|\mathbb{I}(Y, Y)|(y) \leqslant \sigma(y) .
$$

(2) For any $f \in C_{0}^{\infty}(M), T>0$, and $x \in M$,

$$
\begin{aligned}
&\left|\nabla P_{T} f\right|^{p}(x) \leqslant \mathrm{E}\left[\left(1+\mu_{x, T}([0, T])\right)^{p}|\nabla f|^{p}\left(X_{T}^{x}\right)\right] \\
&\left|\nabla f(x)-\frac{1}{2} \nabla P_{T} f(x)\right|^{q} \leqslant \mathrm{E}\left[( 1 + \mu _ { x , T } ( [ 0 , T ] ) ) ^ { q - 1 } \left(\left|\nabla f(x)-\frac{1}{2} U_{0}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right|^{q}\right.\right. \\
&\left.\left.+\frac{\mu_{x, T}([0, T])}{2^{q}}\left|\nabla f\left(X_{T}^{x}\right)\right|^{q}\right)\right] .
\end{aligned}
$$

(3) For any $F \in \mathcal{F} C_{T}^{\infty}, x \in M$ and $T>0$,

$$
\left|\nabla_{x} \mathrm{E} F\left(X_{[0, T]}^{x}\right)\right|^{q} \leqslant \mathrm{E}\left[\left(1+\mu_{x, T}([0, T])\right)^{q-1}\left(\left|\dot{D}_{0} F\left(X_{[0, T]}^{x}\right)\right|^{q}+\int_{0}^{T}\left|\dot{D}_{s} F\left(X_{[0, T]}^{x}\right)\right|^{q} \mu_{x, T}(d s)\right)\right]
$$

(4) For any $t_{0}, t_{1} \in[0, T]$ with $t_{1}>t_{0}$, and any $x \in M$, the following log-Sobolev inequality holds:

$$
\begin{aligned}
& \mathrm{E}\left[\mathrm{E}\left(F^{2}\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t_{1}}\right) \log \mathrm{E}\left(F^{2}\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t_{1}}\right)\right] \\
& \quad-\mathrm{E}\left[\mathrm{E}\left(F^{2}\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t_{0}}\right) \log \mathrm{E}\left(F^{2}\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t_{0}}\right)\right] \leqslant 4 \int_{t_{0}}^{t_{1}} \mathcal{E}_{s, T}^{K, \sigma}(F, F) d s, \quad F \in \mathcal{F} C_{T}^{\infty} .
\end{aligned}
$$

(5) For any $t \in[0, T]$ and $x \in M$, the following Poincaré inequality holds:

$$
\mathrm{E}\left[\left\{\mathrm{E}\left(F\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t}\right)\right\}^{2}\right]-\left\{\mathrm{E}\left[F\left(X_{[0, T]}^{x}\right)\right]\right\}^{2} \leqslant 2 \int_{0}^{t} \mathcal{E}_{s, T}^{K, \sigma}(F, F) d s, \quad F \in \mathcal{F} C_{T}^{\infty}
$$

Remark 1.1. (1) When $\partial M=\emptyset, Z=-\nabla f$ and $K$ is a constant, it is proved in [10, Theorem 2.1] that $\left\|\operatorname{Ric}_{Z}\right\|_{\infty} \leqslant K$ is equivalent to each of Theorem 1.1(3)-(5) with $\sigma=0$ and a slightly different formulation of $\mathcal{E}_{s, T}^{K, 0}$. A comparison with these equivalent statements using references functions on the path space shows that the statement (2) only depends on the reference functions on $M$ and is thus easier to verify.
(2) An important problem in geometry is to identify the Ricci curvature, for example, to characterize Einstein manifolds where Ric is a constant tensor. According to Theorem 1.1, Ric is identified by $\nabla Z$ if and only if all/some of Theorem 1.1(2)-(5) hold for $K=0$.

We prove this result in Section 2. In Section 3, the equivalence of Theorem 1.1(1), (4) and (5) is proved without (1.4) but using the class of truncated cylindrical functions replacing $\mathcal{F} C_{T}^{\infty}$.

## 2 Proof of Theorem 1.1

We first introduce some known results from the monograph [13] which hold under a condition weaker than (1.4).

Let $f \in C_{0}^{\infty}(M)$ with $|\nabla f(x)|=1$ and $\operatorname{Hess}_{f}(x)=0$. According to [13, Theorem 3.2.3], if $x \in M \backslash \partial M$ then for any $p>0$ we have

$$
\begin{align*}
\operatorname{Ric}_{Z}(\nabla f, \nabla f)(x) & =\lim _{t \downarrow 0} \frac{P_{t}|\nabla f|^{p}(x)-\left|\nabla P_{t} f\right|^{p}(x)}{p t} \\
& =\lim _{t \downarrow 0} \frac{1}{t}\left(\frac{P_{t} f^{2}(x)-\left(P_{t} f\right)^{2}(x)}{2 t}-\left|\nabla P_{t} f(x)\right|^{2}\right) \tag{2.1}
\end{align*}
$$

and by [13, Theorem 3.2.3], if $x \in \partial M$ and $\nabla f \in T_{x} \partial M$ then

$$
\begin{align*}
\mathbb{I}(\nabla f, \nabla f)(x) & =\lim _{t \downarrow 0} \frac{\sqrt{\pi}}{2 p \sqrt{t}}\left\{P_{t}|\nabla f|^{p}(x)-\left|\nabla P_{t} f\right|^{p}(x)\right\} \\
& =\lim _{t \downarrow 0} \frac{3 \sqrt{\pi}}{8 \sqrt{t}}\left(\frac{P_{t} f^{2}(x)-\left(P_{t} f\right)^{2}(x)}{2 t}-\left|\nabla P_{t} f\right|^{2}(x)\right) . \tag{2.2}
\end{align*}
$$

We note that in $[13,(3.2 .9)], \sqrt{\pi}$ is misprinted as $\pi$.
Next, for each $u \in O(M)$ and for each $\tilde{u} \in \bigcup_{x \in \partial M} O_{x} M$, the matrix-valued functions $\operatorname{Ric}_{Z}(u), \mathbb{I}(\tilde{u})$ and $P_{\tilde{u}}$ are given by

$$
\begin{aligned}
& \left\langle\operatorname{Ric}_{Z}(u) a, b\right\rangle:=\operatorname{Ric}_{Z}(u a, u b), \\
& \left\langle P_{\tilde{u}} a, b\right\rangle:=\langle\tilde{u} a, N\rangle\langle\tilde{u} b, N\rangle \\
& \langle\mathbb{I}(\tilde{u}) a, b\rangle:=\mathbb{I}(\tilde{u} a-\langle\tilde{u} a, N\rangle N, \tilde{u} b-\langle\tilde{u} b, N\rangle N), \quad a, b \in \mathbb{R}^{d} .
\end{aligned}
$$

According to [13, Lemma 4.2.3], for any $F \in \mathcal{F} C_{T}^{\infty}$ with $F(\gamma)=f\left(\gamma_{t_{1}}, \ldots, \gamma_{t_{N}}\right), f \in C_{0}^{\infty}(M)$ and $0 \leqslant t_{1}<\cdots \leqslant t_{N}$,

$$
\begin{equation*}
\left(U_{0}^{x}\right)^{-1} \nabla_{x} \mathrm{E}\left[F\left(X_{[0, T]}^{x}\right)\right]=\sum_{i=1}^{N} \mathrm{E}\left[Q_{0, t_{i}}^{x}\left(U_{t_{i}}^{x}\right)^{-1} \nabla_{i} f\left(X_{t_{1}}^{x}, \ldots, X_{t_{N}}^{x}\right)\right] \tag{2.3}
\end{equation*}
$$

where $\nabla_{x}$ denotes the gradient in $x \in M$ and $\nabla_{i}$ is the gradient with respect to the $i$-th component, and for any $s \geqslant 0,\left(Q_{s, t}^{x}\right)_{t \geqslant s}$ is an adapted right-continuous process on $\mathbb{R}^{d} \otimes \mathbb{R}^{d}$ satisfies $Q_{s, t}^{x} P_{U_{t}^{x}}=0$ if $X_{t}^{x} \in \partial M$ and

$$
\begin{equation*}
Q_{s, t}^{x}=\left(I-\int_{s}^{t} Q_{s, r}^{x}\left\{\operatorname{Ric}_{Z}\left(U_{r}^{x}\right) d r+\mathbb{I}\left(U_{r}^{x}\right) d l_{r}^{x}\right\}\right)\left(I-1_{\left\{X_{t}^{x} \in \partial M\right\}} P_{U_{t}^{x}}\right) \tag{2.4}
\end{equation*}
$$

The multiplicative functional $Q_{s, t}^{x}$ was introduced by Hsu [9] to investigate gradient estimate on $P_{t}$. For convenience, let $Q_{t}^{x}:=Q_{0, t}^{x}$. In particular, taking $F(\gamma)=f\left(\gamma_{t}\right)$ in (2.3), we obtain

$$
\begin{equation*}
\nabla P_{t} f(x)=U_{0}^{x} \mathrm{E}\left[Q_{t}^{x}\left(U_{t}^{x}\right)^{-1} \nabla f\left(X_{t}^{x}\right)\right], \quad x \in M, \quad f \in C_{0}^{\infty}(M), \quad t \geqslant 0 \tag{2.5}
\end{equation*}
$$

Finally, for the above $F \in \mathcal{F} C_{T}^{\infty}$, let

$$
\begin{equation*}
\tilde{D}_{t} F\left(X_{[0, T]}^{x}\right)=\sum_{i: t_{i}>t} Q_{t, t_{i}}^{x} U_{t_{i}}^{-1} \nabla_{i} f\left(X_{t_{1}}^{x}, \ldots, X_{t_{N}}^{x}\right), \quad t \in[0, T] \tag{2.6}
\end{equation*}
$$

Then [13, Lemma 4.3.2] (see also [12]) implies that

$$
\begin{equation*}
\mathrm{E}\left(F\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t}\right)=\mathrm{E}\left[F\left(X_{[0, T]}^{x}\right)\right]+\sqrt{2} \int_{0}^{t}\left\langle\mathrm{E}\left(\tilde{D}_{s} F\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{s}\right), d W_{s}\right\rangle, \quad t \in[0, T] \tag{2.7}
\end{equation*}
$$

Proof of Theorem 1.1. It is well known that the log-Sobolev inequality in (4) implies the Poincaré inequality in (5). We prove the theorem by verifying the following implications: $(1) \Rightarrow(3)$ for all $q \geqslant 1$; $(3) \Rightarrow(2)$ for all $p=q$; (2) for some $p \geqslant 1$ and $q \in[1,2] \Rightarrow(1) ;(5) \Rightarrow(1)$; and (1) $\Rightarrow$ (4).

For simplicity, we will write $F$ and $f$ for $F\left(X_{[0, T]}^{x}\right)$ and $f\left(X_{t_{1}}^{x}, \ldots, X_{t_{N}}^{x}\right)$, respectively.
(a) $(1) \Rightarrow$ (3) for all $q \geqslant 1$. From (1.2), (2.3) and (2.4) we have

$$
\begin{aligned}
U_{0}^{-1} \nabla_{x} \mathrm{E}[F] & =\mathrm{E}\left[\sum_{i=1}^{N} Q_{t_{i}}^{x}\left(U_{t_{i}}^{x}\right)^{-1} \nabla_{i} f\right] \\
& =\mathrm{E}\left[\sum_{i=1}^{N}\left(I-\int_{0}^{t_{i}} Q_{s}^{x} \operatorname{Ric}_{Z}\left(U_{s}\right) d s-\int_{0}^{t_{i}} Q_{s}^{x} \mathbb{I}_{U_{s}^{x}} d l_{s}^{x}\right)\left(U_{t_{i}}^{x}\right)^{-1} \nabla_{i} f\right] \\
& =\mathrm{E}\left[\sum_{i=1}^{N}\left(U_{t_{i}}^{x}\right)^{-1} \nabla_{i} f-\sum_{i=1}^{N}\left(\int_{0}^{t_{i}} Q_{s}^{x} \operatorname{Ric}_{Z}\left(U_{s}^{x}\right) d s+\int_{0}^{t_{i}} Q_{s}^{x} \mathbb{I}_{U_{s}^{x}} d l_{s}^{x}\right)\left(U_{t_{i}}^{x}\right)^{-1} \nabla_{i} f\right] \\
& =\mathrm{E}\left[\dot{D}_{0} F-\int_{0}^{T}\left\{Q_{s}^{x} \operatorname{Ric}_{Z}\left(U_{s}^{x}\right) \dot{D}_{s} F\right\} d s-\int_{0}^{T}\left\{Q_{s}^{x} \mathbb{I}\left(U_{s}^{x}\right) \dot{D}_{s} F\right\} d l_{s}^{x}\right]
\end{aligned}
$$

By [13, Theorem 3.2.1], we have

$$
\begin{equation*}
\left\|Q_{s}^{x}\right\| \leqslant \exp \left[\int_{0}^{s} K\left(X_{r}\right) d r+\int_{0}^{s} \sigma\left(X_{r}\right) d l_{r}^{x}\right] \tag{2.8}
\end{equation*}
$$

Combining these with (1), (1.3), and using Hölder's inequality twice, we obtain

$$
\begin{aligned}
\left|\nabla_{x} \mathrm{E}[F]\right|^{q} & \leqslant\left\{\mathrm{E}\left|\dot{D}_{0} F\right|+\mathrm{E} \int_{0}^{T}\left|\dot{D}_{s} F\right| \mu_{x, T}(d s)\right\}^{q} \\
& \leqslant \mathrm{E}\left\{\left|\dot{D}_{0} F\right|+\int_{0}^{T}\left|\dot{D}_{s} F\right| \mu_{x, T}(d s)\right\}^{q} \\
& \leqslant \mathrm{E}\left\{\left(\left|\dot{D}_{0} F\right|^{q}+\frac{\left(\int_{0}^{T}\left|\dot{D}_{s} F\left(X_{[0, T]}^{x}\right)\right| \mu_{x, T}(d s)\right)^{q}}{\left\{\mu_{x, T}([0, T])\right\}^{q-1}}\right)\left(1+\mu_{x, T}([0, T])\right)^{q-1}\right\} \\
& \leqslant \mathrm{E}\left\{\left(\left|\dot{D}_{0} F\right|^{q}+\int_{0}^{T}\left|\dot{D}_{s} F\left(X_{[0, T]}^{x}\right)\right|^{q} \mu_{x, T}(d s)\right)\left(1+\mu_{x, T}([0, T])\right)^{q-1}\right\}
\end{aligned}
$$

Thus, the inequality in (3) holds.
(b) $(3) \Rightarrow(2)$ for all $p=q$. Take $F(\gamma)=f\left(\gamma_{T}\right)$. Then $\mathrm{E} F\left(X_{[0, T]}^{x}\right)=P_{T} f(x)$ and by $(1.2),\left|\dot{D}_{s} F\right| \leqslant$ $\left|\nabla f\left(X_{T}\right)\right|$ for $s \in[0, T]$. So, the first inequality in (2) with $p=q$ follows from (3) immediately. Similarly, by taking $F(\gamma)=f\left(\gamma_{0}\right)-\frac{1}{2} f\left(\gamma_{T}\right)$, we have

$$
\mathrm{E} F=f(x)-\frac{1}{2} P_{T} f(x)
$$

and

$$
\begin{aligned}
\left|\dot{D}_{0} F\right| & =\left|\nabla f(x)-\frac{1}{2} U_{0}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right|, \\
\left|\dot{D}_{s} F\right| & \leqslant \frac{1}{2}\left|\nabla f\left(X_{T}^{x}\right)\right|, \quad s \in(0, T] .
\end{aligned}
$$

Then the second inequality in (2) is implied by (3).
(c) (2) for some $p \geqslant 1$ and $q \in[1,2] \Rightarrow(1)$. Let $x \in M \backslash \partial M$. There exists $r>0$ such that

$$
B(x, r):=\{y \in M: \rho(x, y) \leqslant r\} \subset M \backslash \partial M
$$

where $\rho$ is the Riemannian distance. Let $\tau_{r}=\inf \left\{t \geqslant 0: \rho\left(x, X_{t}^{x}\right) \geqslant r\right\}$. By [13, Lemma 3.1.1] (see also [1, Lemma 2.3]), there exists a constant $c>0$ such that

$$
\begin{equation*}
\mathrm{P}\left(\tau_{r} \leqslant T\right) \leqslant \mathrm{e}^{-c / T}, \quad T \in(0,1] \tag{2.9}
\end{equation*}
$$

Then $\mathrm{P}\left(l_{T}^{x}>0\right) \leqslant \mathrm{e}^{-c / T}$ so that for each $n \geqslant 1$,

$$
\begin{equation*}
\lim _{T \rightarrow 0} T^{-n} l_{T}^{x}=0, \quad \text { P-a.s. } \tag{2.10}
\end{equation*}
$$

Combining this with (1.3) we obtain

$$
\begin{equation*}
\lim _{T \rightarrow 0} \frac{\mu_{x, T}([0, T])}{T}=K(x) \tag{2.11}
\end{equation*}
$$

Therefore, by the dominated convergence theorem attributed to (1.4), the first inequality in (2) and (2.1) yield

$$
\begin{align*}
-\operatorname{Ric}_{Z}(\nabla f, \nabla f)(x) & =\lim _{T \rightarrow 0} \frac{\left|\nabla P_{T} f\right|^{p}(x)-P_{T}|\nabla f|^{p}(x)}{p T} \\
& \leqslant \lim _{T \rightarrow 0} \frac{\mathrm{E}\left\{\left[\left(1+\mu_{x, T}([0, T])\right)^{p}-1\right]|\nabla f|^{p}\left(X_{T}^{x}\right)\right\}}{p T}=K(x) \tag{2.12}
\end{align*}
$$

where $f \in C_{0}^{\infty}(M)$ with $\operatorname{Hess}_{f}(x)=0$ and $|\nabla f(x)|=1$. This implies $\operatorname{Ric}_{Z}(X, X) \geqslant-K(x)$ for any $X \in T_{x} M$ with $|X|=1$.

Next, we prove that the second inequality in (2) implies $\operatorname{Ric}_{Z} \leqslant K$. By Hölder's inequality, the second inequality in (2) for some $q \in[1,2]$ implies the same inequality for $q=2$ :

$$
\begin{aligned}
& \left|\nabla f(x)-\frac{1}{2} \nabla P_{T} f(x)\right|^{2} \\
& \quad \leqslant \mathrm{E}\left[\left(1+\mu_{x, T}([0, T])\right)\left(\left|\nabla f(x)-\frac{1}{2} U_{0}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right|^{2}+\frac{\mu_{x, T}([0, T])}{4}\left|\nabla f\left(X_{T}^{x}\right)\right|^{2}\right)\right]
\end{aligned}
$$

Then

$$
\begin{align*}
\frac{\left|\nabla P_{T} f(x)\right|^{2}-P_{T}|\nabla f(x)|^{2}}{4 T} \leqslant & \frac{1}{T} \mathrm{E}\left\{\left\langle\nabla f(x), \nabla P_{T} f(x)-\mathrm{E}\left[U_{0}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right]\right\rangle\right. \\
& +\mu_{x, T}([0, T])\left|\nabla f(x)-\frac{1}{2} U_{0}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right|^{2} \\
& \left.+\frac{\left(1+\mu_{x, T}([0, T])\right) \mu_{x, T}([0, T])}{4}\left|\nabla f\left(X_{T}^{x}\right)\right|^{2}\right\} . \tag{2.13}
\end{align*}
$$

Combining this with (2.1) and (2.11), we arrive at

$$
\begin{aligned}
- & \frac{1}{2} \operatorname{Ric}_{Z}(\nabla f, \nabla f)(x) \\
& \leqslant \frac{1}{2} K(x)|\nabla f(x)|^{2}+\limsup _{T \rightarrow 0} \frac{1}{T} \mathrm{E}\left\langle\nabla f(x), \nabla P_{T} f(x)-\mathrm{E}\left[U_{0}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right]\right\rangle
\end{aligned}
$$

Since by (2.5), (2.4) and (2.10) we have

$$
\begin{aligned}
\langle\nabla & \left.f(x), \nabla P_{T} f(x)-\mathrm{E}\left[U_{0}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right]\right\rangle \\
\quad & =-\int_{0}^{T}\left\langle\nabla f(x), U_{0}^{x} \operatorname{Ric}_{Z}\left(U_{r}^{x}\right)\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right\rangle d r \\
\quad & =-T \operatorname{Ric}_{Z}(\nabla f, \nabla f)(x)+\mathrm{o}(T)
\end{aligned}
$$

for small $T>0$, this implies $\operatorname{Ric}_{Z}(\nabla f, \nabla f)(x) \leqslant K(x)$.
On the other hand, to prove the desired bound on $\|\mathbb{I}\|$, we let $x \in \partial M, f \in C_{0}^{\infty}(M)$ with $\langle\nabla f$, $N\rangle(x)=0,|\nabla f(x)|=1$ and $\operatorname{Hess}_{f}(x)=0$. By [13, Lemma 3.1.2],

$$
\mathrm{Ee}^{\lambda l_{T \wedge \tau_{1}}^{x}}<\infty, \quad \mathrm{E} l_{T \wedge \tau_{1}}^{x}=\frac{2 \sqrt{T}}{\sqrt{\pi}}+\mathrm{O}\left(T^{3 / 2}\right)
$$

for all $\lambda>0$ and small $T>0$. Combining this with (1.3), (1.4) and (2.9), we obtain

$$
\begin{equation*}
\lim _{T \rightarrow 0} \frac{\mathrm{E} \mu_{x, T}([0, T])}{\sqrt{T}}=\frac{2 \sigma(x)}{\sqrt{\pi}}, \quad \lim _{T \rightarrow 0} \frac{\left[\mathrm{E} \mu_{x, T}([0, T])\right]^{2}}{\sqrt{T}}=0 . \tag{2.14}
\end{equation*}
$$

Then repeating the above argument with (2.2) replacing (2.1), we prove

$$
|\mathbb{I}(\nabla f, \nabla f)(x)| \leqslant \sigma(x)
$$

Indeed, by (2.2) and (2.14), instead of (2.12) we have

$$
-\mathbb{I}(\nabla f, \nabla f)(x) \leqslant \frac{\sqrt{\pi}}{2} \lim _{T \rightarrow \infty} \frac{\left|\nabla P_{T} f\right|^{p}(x)-P_{T}|\nabla f|^{p}(x)}{p \sqrt{T}}=\sigma(x)
$$

while multiplying (2.13) by $\sqrt{T}$ and letting $T \rightarrow \infty$ leads to

$$
-\frac{1}{\sqrt{\pi}} \mathbb{I}(\nabla f, \nabla f)(x) \leqslant \frac{\sigma(x)}{\sqrt{\pi}}-\frac{2}{\sqrt{\pi}} \mathbb{I}(\nabla f, \nabla f)(x)
$$

(d) $(5) \Rightarrow(1)$. Let $F(\gamma)=f\left(\gamma_{T}\right)$. Then (5) implies

$$
\begin{equation*}
P_{T} f^{2}(x)-\left(P_{T} f(x)\right)^{2} \leqslant 2 \int_{0}^{T} \mathrm{E}\left[\left(1+\mu_{x, T}([s, T])\right)^{2}\left|\nabla f\left(X_{T}^{x}\right)\right|^{2}\right] d s \tag{2.15}
\end{equation*}
$$

For $f$ in (2.1), by combining this with (2.1) and (2.11), we obtain

$$
\begin{aligned}
\operatorname{Ric}_{Z}(\nabla f, \nabla f)(x) & =\lim _{T \rightarrow 0} \frac{1}{T}\left(\frac{P_{T} f^{2}(x)-\left(P_{T} f\right)^{2}(x)}{2 T}-\left|\nabla P_{T} f\right|^{2}\right) \\
& \leqslant \lim _{T \rightarrow 0} \frac{1}{T}\left\{\frac{1}{T} \int_{0}^{T}\left\{\mathrm{E}\left[(1+\mu([s, T]))^{2}\left|\nabla f\left(X_{T}^{x}\right)\right|^{2}\right]-\left|\nabla P_{T} f(x)\right|^{2}\right\} d s\right\} \\
& =\lim _{T \rightarrow 0} \frac{1}{T}\left\{P_{T}|\nabla f|^{2}(x)-\left|\nabla P_{T} f\right|^{2}(x)+\frac{2|\nabla f|^{2}(x)}{T} \int_{0}^{T}(T-s) K(x) d s\right\} \\
& =2 \operatorname{Ric}_{Z}(\nabla f, \nabla f)(x)+K(x)|\nabla f|^{2}(x) .
\end{aligned}
$$

This implies

$$
\operatorname{Ric}_{Z}(\nabla f, \nabla f)(x) \geqslant-K(x)|\nabla f(x)|^{2}
$$

Next, for $f$ in (2.2), by combining (2.15) with (2.2) and (2.14), we obtain

$$
\begin{aligned}
\mathbb{I}(\nabla f, \nabla f)(x) & =\lim _{T \rightarrow 0} \frac{3 \sqrt{\pi}}{8 \sqrt{T}}\left(\frac{P_{T} f^{2}(x)-\left(P_{T} f\right)^{2}(x)}{2 T}-\left|\nabla P_{T} f(x)\right|^{2}\right) \\
& \leqslant \lim _{T \rightarrow 0} \frac{3 \sqrt{\pi}}{8 \sqrt{T}}\left\{\frac{1}{T} \int_{0}^{T}\left\{\mathrm{E}\left[(1+\mu([s, T]))^{2}\left|\nabla f\left(X_{T}^{x}\right)\right|^{2}\right]-\left|\nabla P_{T} f(x)\right|^{2}\right\} d s\right\} \\
& =\lim _{T \rightarrow 0} \frac{3 \sqrt{\pi}}{8 \sqrt{T}}\left\{P_{T}|\nabla f|^{2}(x)-\left|\nabla P_{T} f\right|^{2}(x)+\frac{2|\nabla f(x)|^{2}}{T} \int_{0}^{T} \frac{2 \sigma(x)(\sqrt{T}-\sqrt{s})}{\sqrt{\pi}} d s+\mathrm{o}(\sqrt{T})\right\} \\
& =\frac{3}{2} \mathbb{I}(\nabla f, \nabla f)(x)+\frac{1}{2} \sigma(x) .
\end{aligned}
$$

Hence, $\mathbb{I}(\nabla f, \nabla f)(x) \geqslant-\sigma(x)|\nabla f(x)|^{2}$.
On the other hand, to prove the upper bound estimates, we take $F(\gamma)=f\left(\gamma_{\varepsilon}\right)-\frac{1}{2} f\left(\gamma_{T}\right)$ for $\varepsilon \in(0, T)$. By (1.2),

$$
\left|\dot{D}_{t} F\right|=\left|\nabla f\left(X_{\varepsilon}\right)-\frac{1}{2} U_{\varepsilon}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right| 1_{[0, \varepsilon)}(t)+\frac{1}{2}\left|\nabla f\left(X_{T}^{x}\right)\right| 1_{[\varepsilon, T]}(t)
$$

Then (5) implies

$$
\begin{align*}
I_{\varepsilon}:= & \mathrm{E}\left[f\left(X_{\varepsilon}^{x}\right)-\frac{1}{2} \mathrm{E}\left(f\left(X_{T}^{x}\right) \mid \mathcal{F}_{\varepsilon}\right)\right]^{2}-\left(P_{\varepsilon} f(x)-\frac{1}{2} P_{T} f(x)\right)^{2} \\
\leqslant & 2 \varepsilon \mathrm{E}\left\{\left(1+\mu_{x, T}([0, T])\right)\left|\nabla f\left(X_{\varepsilon}^{x}\right)-\frac{1}{2} U_{\varepsilon}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right|^{2}\right. \\
& \left.+\frac{\mu_{x, T}([0, T])\left|\nabla f\left(X_{T}^{x}\right)\right|^{2}}{4}\right\}+c \varepsilon^{2} \\
= & : J_{\varepsilon}, \quad \varepsilon \in(0, T) \tag{2.16}
\end{align*}
$$

for some constant $c>0$. Obviously,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{J_{\varepsilon}}{\varepsilon}=\mathrm{E}\left\{\left(1+\mu_{x, T}([0, T])\right)\left(\left|\nabla f(x)-\frac{1}{2} U_{0}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right|^{2}+\frac{\mu_{x, T}([0, T])}{4}|\nabla f|^{2}\left(X_{T}^{x}\right)\right)\right\} \tag{2.17}
\end{equation*}
$$

On the other hand, we have

$$
\begin{align*}
\frac{I_{\varepsilon}}{\varepsilon}= & \frac{P_{\varepsilon} f^{2}-\left(P_{\varepsilon} f\right)^{2}}{\varepsilon}+\frac{1}{4 \varepsilon} \mathrm{E}\left[\left\{\mathrm{E}\left(f\left(X_{T}^{x}\right) \mid \mathcal{F}_{\varepsilon}\right)\right\}^{2}-\left(P_{T} f\right)^{2}(x)\right] \\
& +\frac{\mathrm{E}\left[f\left(X_{T}^{x}\right)\left\{P_{\varepsilon} f(x)-f\left(X_{\varepsilon}^{x}\right)\right\}\right]}{\varepsilon} \tag{2.18}
\end{align*}
$$

Let $f \in C_{0}^{\infty}(M)$ satisfy the Neumann boundary condition. Then we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{P_{\varepsilon} f^{2}-\left(P_{\varepsilon} f\right)^{2}}{\varepsilon}=2|\nabla f|^{2}(x) \tag{2.19}
\end{equation*}
$$

Next, (2.6) and (2.7) yield

$$
\begin{equation*}
\mathrm{E}\left(f\left(X_{T}^{x}\right) \mid \mathcal{F}_{\varepsilon}\right)=P_{T} f(x)+\sqrt{2} \int_{0}^{\varepsilon}\left\langle\mathrm{E}\left(Q_{s, T}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right) \mid \mathcal{F}_{s}\right), d W_{s}\right\rangle \tag{2.20}
\end{equation*}
$$

Then

$$
\mathrm{E}\left[\mathrm{E}\left(f\left(X_{T}^{x}\right) \mid \mathcal{F}_{\varepsilon}\right)\right]^{2}=\left(P_{T} f\right)^{2}+2 \int_{0}^{\varepsilon} \mathrm{E}\left|Q_{0, T}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right|^{2} d s
$$

Along with (2.5), this leads to

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} \frac{1}{4 \varepsilon} \mathrm{E}\left[\left\{\mathrm{E}\left(f\left(X_{T}^{x}\right) \mid \mathcal{F}_{\varepsilon}\right)\right\}^{2}-\left(P_{T} f\right)^{2}(x)\right] \\
& \quad=\frac{1}{2}\left|\mathrm{E}\left[Q_{0, T}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right]\right|^{2}=\frac{1}{2}\left|\nabla P_{T} f(x)\right|^{2} \tag{2.21}
\end{align*}
$$

Finally, using Itô's formula we have

$$
\begin{aligned}
P_{\varepsilon} f(x)-f\left(X_{\varepsilon}^{x}\right) & =P_{\varepsilon} f(x)-f(x)-\int_{0}^{\varepsilon} L f\left(X_{s}^{x}\right) d s-\sqrt{2} \int_{0}^{\varepsilon}\left\langle\nabla f\left(X_{s}^{x}\right), U_{s}^{x} d W_{s}\right\rangle \\
& =\mathrm{o}(\varepsilon)-\sqrt{2} \int_{0}^{\varepsilon}\left\langle\nabla f\left(X_{s}^{x}\right), U_{s}^{x} d W_{s}\right\rangle .
\end{aligned}
$$

Combining this with (2.20) and (2.5), we arrive at

$$
\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{E}\left[f\left(X_{T}^{x}\right)\left\{P_{\varepsilon} f(x)-f\left(X_{\varepsilon}^{x}\right)\right\}\right]}{\varepsilon}=-2\left\langle\nabla f(x), \nabla P_{t} f(x)\right\rangle
$$

Substituting this and (2.19)-(2.21) into (2.18), we obtain

$$
\lim _{\varepsilon \rightarrow 0} \frac{I_{\varepsilon}}{\varepsilon}=2\left|\nabla f(x)-\frac{1}{2} \nabla P_{T} f(x)\right|^{2}
$$

Combining this with (2.16) and (2.17), we prove the second inequality in (2) for $q=2$, which implies $\operatorname{Ric}_{Z} \leqslant K$ and $\mathbb{I} \leqslant \sigma$ as shown in Step (c).
(e) $(1) \Rightarrow(4)$. According to (2.7),

$$
\begin{equation*}
G_{t}:=\mathrm{E}\left(F^{2} \mid \mathcal{F}_{t}\right)=\mathrm{E}\left(F^{2}\right)+\sqrt{2} \int_{0}^{t}\left\langle\mathrm{E}\left(\tilde{D}_{s} F^{2} \mid \mathcal{F}_{s}\right), d W_{s}\right\rangle, \quad t \in[0, T] \tag{2.22}
\end{equation*}
$$

By Itô's formula,

$$
\begin{align*}
d\left(G_{t} \log G_{t}\right) & =\left(1+\log G_{t}\right) d G_{t}+\frac{\left|\mathrm{E}\left(\tilde{D}_{s} F^{2} \mid \mathcal{F}_{s}\right)\right|^{2}}{G_{t}} d t \\
& \leqslant\left(1+\log G_{t}\right) d G_{t}+4 \mathrm{E}\left(\left|\tilde{D}_{s} F\right|^{2} \mid \mathcal{F}_{s}\right) d t \tag{2.23}
\end{align*}
$$

Then

$$
\begin{equation*}
\mathrm{E}\left[G_{t_{1}} \log G_{t_{1}}\right]-\mathrm{E}\left[G_{t_{0}} \log G_{t_{0}}\right] \leqslant 4 \int_{t_{0}}^{t_{1}} \mathrm{E}\left|\tilde{D}_{s} F\right|^{2} d s \tag{2.24}
\end{equation*}
$$

By (2.6) we have

$$
\tilde{D}_{s} F=\sum_{i=1}^{N} 1_{\left\{s<t_{i}\right\}} Q_{s, t_{i}}^{x}\left(U_{t_{i}}^{x}\right)^{-1} \nabla_{i} f
$$

$$
\begin{aligned}
& =\sum_{i=1}^{N} 1_{\left\{s<t_{i}\right\}}\left(I-\int_{s}^{t_{i}} Q_{s, t}^{x}\left\{\operatorname{Ric}_{V}\left(U_{t}^{x}\right) d t+\mathbb{I}_{U_{t}^{x}} d l_{t}^{x}\right\}\right)\left(I-1_{\left\{X_{t_{i}}^{x} \in \partial M\right\}} P_{U_{t_{i}}^{x}}\right)\left(U_{t_{i}}^{x}\right)^{-1} \nabla_{i} f \\
& =\dot{D}_{0} F-\int_{s}^{T} Q_{s, t}^{x}\left\{\operatorname{Ric}_{Z}\left(U_{t}^{x}\right) d t+\mathbb{I}\left(U_{t}^{x}\right) d l_{t}^{x}\right\}
\end{aligned}
$$

Combining this with (1), (2.8) and (2.11), and using the Schwarz inequality, we prove

$$
\begin{equation*}
\left|\tilde{D}_{s} F\right|^{2} \leqslant\left(1+\mu_{x, T}([s, T])\right)\left(\left|\dot{D}_{0} F\right|^{2}+\int_{s}^{T}\left|\dot{D}_{s} F\right|^{2} \mu_{x, T}(d s)\right) \tag{2.25}
\end{equation*}
$$

This together with (2.24) implies the log-Sobolev inequality in (4).

## 3 Extension of Theorem 1.1

In this section, we aim to remove the condition (1.4) in Theorem 1.1 and allow the (reflecting) diffusion process generated by $L$ to be explosive. The idea is to make a conformal change of metric such that the condition (1.4) holds on the new Riemannian manifold. Since both $\operatorname{Ric}_{Z}$ and $\mathbb{I}$ are local quantities, they do not change at $x$ if the new metric coincides with the original one around point $x$.

Let $(M, g)$ be a Riemannian manifold with boundary, and let $N$ be the inward pointing unit normal vector field of $\partial M$. Let $\phi \in C_{0}^{\infty}(M)$ be non-negative with non-empty $M_{\phi}:=\{\phi>0\}$. Then, $M_{\phi}$ is a complete Riemannian manifold under the metric $g_{\phi}:=\phi^{-2} g$. Let $\nabla^{\phi}, \Delta^{\phi}, \operatorname{Ric}^{\phi}$ and $\mathbb{I}^{\phi}$ be the associated Laplacian, gradient, Ricci curvature and the second fundamental form of $\partial M_{\phi}$ respectively. By e.g., [2, Theorem 1.159 d$)$ ],

$$
\nabla_{X}^{\phi} Y=\nabla_{X} Y-\langle X, \nabla \log \phi\rangle Y-\langle Y, \nabla \log \phi\rangle X+\langle X, Y\rangle \nabla \log \phi
$$

Moreover, according to [13, Theorem 1.2.4] and the proof of [13, Theorem 1.2.5], we have

$$
\begin{aligned}
& \operatorname{Ric}_{\phi}=\operatorname{Ric}+(d-2) \phi^{-1} \operatorname{Hess}_{\phi}+\left(\phi^{-1} \Delta \phi-(d-3)|\nabla \log \phi|\right) g \\
& \mathbb{I}^{\phi}=\phi^{-1} \mathbb{I}+(N \log \phi) g
\end{aligned}
$$

Note that $|X|=1$ if and only if $g_{\phi}(\phi X, \phi X)=1$, we obtain

$$
\left\|\mathbb{I}_{g}\right\|_{\infty}=\sup _{X \in T \partial M_{\phi},|X|=1}\left|\mathbb{I}_{\phi}(\phi X, \phi X)\right|<\infty
$$

and for $\operatorname{Ric}_{\phi Z}^{\phi}$ the curvature of $L^{\phi}:=\Delta^{\phi}+\phi Z$,

$$
\left\|\operatorname{Ric}_{\phi Z}^{\phi}\right\|_{\infty}=\sup _{X \in T M_{\phi},|X|=1}\left|\operatorname{Ric}^{\phi}(\phi X, \phi X)-g_{\phi}\left(\nabla_{\phi X}(\phi Z), \phi X\right)\right|<\infty .
$$

Therefore, Theorem 1.1 applies to $L^{\phi}$ on the manifold $M_{\phi}$. In particular, by taking $\phi$ such that $\phi=1$ around a point $x$, we have $\operatorname{Ric}_{Z}=\operatorname{Ric}^{\phi}$ and $\mathbb{I}=\mathbb{I}^{\phi}$ at point $x$. Thus we characterize these two quantities at $x$. To this end, we will take $\phi=\ell\left(\rho_{x}\right)$, where $\rho_{x}$ is the Riemannian distance to $x$ and $\ell \in C_{0}^{\infty}(\mathbb{R})$ is such that $0 \leqslant \ell \leqslant 1, \ell(s)=1$ for $s \leqslant r$ and $\ell(s)=0$ for $s \geqslant 2 r$ for some constant $r>0$ with compact $B_{2 r}(x):=\left\{\rho_{x} \leqslant 2 r\right\}$.

Obviously, before exiting the ball $B_{r}(x)$, the diffusion process generated by $L$ coincides with that generated by $L^{\phi}$. Therefore, to use the original diffusion process in place of the new one, we will take references functions which vanishes as soon as the diffusion exits this ball. To this end, we will truncate the cylindrical functions in terms of the uniform distance

$$
\tilde{\rho_{x}}(\gamma):=\sup _{t \in[0,1]} \rho(\gamma(t), x)
$$

To make the manifold $M_{\phi}$ complete, let $\delta: M \rightarrow(0, \infty)$ be a smooth function such that $B_{R}(x)$ is compact for any $R \leqslant \delta_{x}$. Consider the class of truncated cylindrical functions

$$
\begin{equation*}
\mathcal{F} C_{T, \text { loc }}^{\infty}:=\left\{F \ell\left(\tilde{\rho_{x}}\right): F \in \mathcal{F} C_{T}^{\infty}, x \in M, \ell \in C_{0}^{\infty}(\mathbb{R}), \text { supp } \ell \subset\left[0, \delta_{x}\right)\right\} \tag{3.1}
\end{equation*}
$$

To define $\mathcal{E}_{t, T}^{K, \sigma}(\tilde{F}, \tilde{F})$ for $\tilde{F}=F \ell\left(\tilde{\rho_{x}}\right) \in \mathcal{F} C_{T, \text { loc }}^{\infty}$, we take $\phi \in C_{0}^{\infty}(M)$ such that $0 \leqslant \phi \leqslant 1, \phi=1$ for $\ell\left(\rho_{x}\right)>0$, and $\phi=0$ for $\rho_{x} \geqslant \delta_{x}$. Then $M_{\phi}$ is complete with bounded $\operatorname{Ric}_{\phi Z}^{\phi}$ and $\mathbb{I}^{\phi}$. Let $X_{[0, T]}^{x, \phi}$ be the (reflecting) diffusion process generated by $L^{\phi}$. Similar to the proof of [4, Lemma 2.1] for the case without a boundary, we see that $\left|\dot{D}_{s} \tilde{F}\left(X_{[0, T]}^{x, \phi}\right)\right|$ is well-defined and bounded for $s \in[0, T]$. Note that $\tilde{F}$ is supported on $\left\{\ell\left(\tilde{\rho}_{x}\right)>0\right\} \subset W_{T}\left(M^{\phi}\right)$ and $X_{[0, T]}^{x, \phi}=X_{[0, T]}^{x}$ if $\ell\left(\tilde{\rho}_{x}\left(X_{[0, T]}^{x, \phi}\right)\right)>0$ (see (3.4)). Therefore, we conclude that $\left|\dot{D}_{s} \tilde{F}\left(X_{[0, T]}^{x}\right)\right|=\left|\dot{D}_{s} \tilde{F}\left(X_{[0, T]}^{x, \phi}\right)\right|$ is well-defined and bounded in $s \in[0, T]$ as well, which does not depend on the choice of $\phi$. Again since $\tilde{F}$ is supported on $\left\{\ell\left(\tilde{\rho}_{x}\right)>0\right\} \subset W_{T}\left(M^{\phi}\right)$ and $M^{\phi}$ is relatively compact in $M$, we have

$$
\mathcal{E}_{t, T}^{K, \sigma}(\tilde{F}, \tilde{F}):=\mathrm{E}\left\{\left(1+\mu_{x, T}([t, T])\right)\left(\left|\dot{D}_{t} \tilde{F}\left(X_{[0, T]}^{x}\right)\right|^{2}+\int_{t}^{T}\left|\dot{D}_{s} \tilde{F}\left(X_{[0, T]}^{x}\right)\right|^{2} \mu_{x, T}(d s)\right)\right\}<\infty
$$

Theorem 3.1. Let $K \in C(M ;[0, \infty))$ and $\sigma \in C(\partial M ;[0, \infty))$. The following statements are equivalent to each other:
(1) For any $x \in M$ and $y \in \partial M$,

$$
\begin{aligned}
& \left\|\operatorname{Ric}_{Z}\right\|(x):=\sup _{X \in T_{x} M,|X|=1}\left|\operatorname{Ric}(X, X)-\left\langle\nabla_{X} Z, X\right\rangle\right|(x) \leqslant K(x) \\
& \|\mathbb{I}\|(y):=\sup _{Y \in T_{y} \partial M,|Y|=1}|\mathbb{I}(Y, Y)|(y) \leqslant \sigma(y)
\end{aligned}
$$

(2) For any $t_{0}, t_{1} \in[0, T]$ with $t_{1}>t_{0}$, and any $x \in M$, the following log-Sobolev inequality holds:

$$
\begin{aligned}
& \mathrm{E}\left[\mathrm{E}\left(F^{2}\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t_{1}}\right) \log \mathrm{E}\left(F^{2}\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t_{1}}\right)\right] \\
& \quad-\mathrm{E}\left[\mathrm{E}\left(F^{2}\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t_{0}}\right) \log \mathrm{E}\left(F^{2}\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t_{0}}\right)\right] \leqslant 4 \int_{t_{0}}^{t_{1}} \mathcal{E}_{s, T}^{K, \sigma}(F, F) d s, \quad F \in \mathcal{F} C_{T, \mathrm{loc}}^{\infty}
\end{aligned}
$$

(3) For any $t \in[0, T]$ and $x \in M$, the following Poincaré inequality holds:

$$
\mathrm{E}\left[\left\{\mathrm{E}\left(F\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t}\right)\right\}^{2}\right]-\left\{\mathrm{E}\left[F\left(X_{[0, T]}\right)\right]\right\}^{2} \leqslant 2 \int_{0}^{t} \mathcal{E}_{s, T}^{K, \sigma}(F, F) d s, \quad F \in \mathcal{F} C_{T, \mathrm{loc}}^{\infty}
$$

Proof. $\quad$ Since $(2) \Rightarrow(3)$ is well-known, we only prove $(1) \Rightarrow(2)$ and $(3) \Rightarrow(1)$.
(a) $(1) \Rightarrow(2)$. Fix $x \in M$. For any $\tilde{F}:=F \ell\left(\tilde{\rho}_{x}\right) \in \mathcal{F} C_{T, \text { loc }}^{\infty}$, there exists $R \in\left(0, \delta_{x}\right)$ such that

$$
\operatorname{supp}\left(\ell\left(\tilde{\rho}_{x}\right)\right) \subset B_{R}(x):=\{y \in M: \rho(x, y) \leqslant R\}
$$

Let $\phi_{R} \in C_{0}^{\infty}(M)$ such that $\left.\phi_{R}\right|_{B_{R}(x)}=1$ and $0 \leqslant \phi_{R} \leqslant 1$. We consider the following Riemannian metric on the manifold $M_{R}:=\left\{y \in M: \phi_{R}(y)>0\right\}$ :

$$
g_{R}:=\phi_{R}^{-2} g
$$

As explained above that $\left(M_{R}, g_{R}\right)$ is a complete Riemannian manifold with

$$
\begin{equation*}
K_{R}:=\sup _{M_{R}}\left\|\operatorname{Ric}_{Z}^{R}\right\|_{\infty}<\infty, \quad \sigma_{R}:=\sup _{M_{R}}\left\|\mathbb{I}^{R}\right\|_{\infty}<\infty \tag{3.2}
\end{equation*}
$$

We consider the SDE (1.1) on $M$,

$$
\left\{\begin{array}{l}
d U_{t}^{x}=\sqrt{2} H_{U_{t}^{x}}\left(U_{t}^{x}\right) \circ d W_{t}+H_{Z}\left(U_{t}^{x}\right) d t+H_{N}\left(U_{t}^{x}\right) d l_{t}^{x}  \tag{3.3}\\
U_{0}=u_{0}
\end{array}\right.
$$

Then $X_{t}:=\pi\left(U_{t}\right)$ is the (reflecting if $\partial M$ exists) diffusion process on $M$ generated by $L=\Delta+Z$.
Similarly, let $\left\{H_{i, R}\right\}_{i=1}^{n}$ and $H_{\phi_{R} Z, R}$ be the orthonormal basis of horizontal vector fields and horizontal lift of $\phi_{R} Z$ under the metric $g_{R}$. Since $g_{R}=g$ and $\phi_{R}=1$ on $B_{R}(x)$, for $u \in O\left(M_{R}\right)$ with $\pi u \in B_{R}(x)$ we have $H_{i, R}(u)=H_{i}(u)$ and $H_{\phi Z, R}(u)=H_{Z}(u)$. For $W_{t}$ and $u_{0}$ in (3.3), we consider the following SDE on the manifold $M_{R}$ :

$$
\left\{\begin{array}{l}
d U_{t, R}=\sum_{i=1}^{n} H_{i, R}\left(U_{t, R}\right) \circ d W_{t}^{i}+H_{\phi_{R} Z, R}\left(U_{t}^{x}\right) d t+H_{N}\left(U_{t}^{x}\right) d l_{R, t}^{x} \\
U_{0, R}=u_{0}
\end{array}\right.
$$

Then $X^{x, R}:=\pi\left(U_{\cdot, R}\right)$ is the (reflecting if $\partial M_{R}$ exists) diffusion process on $M_{R}$ generated by $L_{R}:=$ $\Delta_{R}+\phi_{R} Z$, where $\Delta_{R}$ is the Laplacian on $M_{R}$. Obviously,

$$
\begin{equation*}
U_{t, R}=U_{t}, \quad l_{R, t}^{x}=l_{t}^{x} \quad \text { for } \quad t \leqslant \tau_{R}:=\inf \left\{t \geqslant 0: X_{t} \notin B_{R}(x)\right\} \tag{3.4}
\end{equation*}
$$

Denote by $\mathrm{P}_{R, x}^{T}$ the distribution of the process $X_{[0, T]}^{x, R}$. From [13] and (2.24), the damped logarithmic Sobolev inequality holds

$$
\begin{equation*}
\mathrm{E}\left[G_{t_{1}} \log G_{t_{1}}\right]-\mathrm{E}\left[G_{t_{0}} \log G_{t_{0}}\right] \leqslant 4 \tilde{\mathcal{E}}_{R}^{t_{1}, t_{0}}(G, G), \quad G \in \mathcal{F} C_{T}^{\infty} \tag{3.5}
\end{equation*}
$$

where

$$
G_{t}:=\mathrm{E}\left(G^{2}\left(X_{[0, T]}^{x, R}\right) \mid \mathcal{F}_{t}\right)
$$

and

$$
\tilde{\mathcal{E}}_{R}^{t_{1}, t_{0}}(H, G)=\int_{W_{x}^{T}\left(M_{R}\right)} \int_{t_{0}}^{t_{1}}\left\langle\tilde{D}_{s}^{R} F, \tilde{D}_{s}^{R} G\right\rangle d s d \mathbb{P}_{R, x}^{T}
$$

According to [13], the form $\left(\tilde{\mathcal{E}}_{R}^{t_{1}, t_{0}}, \mathcal{F} C_{T}^{\infty}\right)$ is closable in $L^{2}\left(\mathbb{P}_{R, x}^{T}\right)$. Let $\left(\tilde{\mathcal{E}}_{R}^{t_{1}, t_{0}}, \mathcal{D}\left(\tilde{\mathcal{E}}_{R}^{t_{1}, t_{0}}\right)\right)$ be its closure. Let $\rho^{R}$ be the Riemannian distance on $M_{R}$ and

$$
{\tilde{\rho_{x}}}^{R}(\gamma):=\sup _{t \in[0,1]} \rho^{R}(\gamma(t), x), \quad \gamma \in W_{x}^{T}\left(M_{R}\right)
$$

We have $\tilde{\rho}_{x}{ }^{R}(\gamma)=\tilde{\rho_{x}}(\gamma)$ for each $\gamma \in W_{x}^{T}\left(M_{R}\right) \subseteq W_{x}^{T}(M)$ satisfying $\rho_{x}^{R}(\gamma) \leqslant R$. Then [4, Lemma 2.1] implies that $\ell\left(\tilde{\rho}_{x}\right)$ is in $\mathcal{D}\left(\tilde{\mathcal{E}}_{\mathbb{P}_{R, x}^{T}}\right)$, and so is $\tilde{F}:=F \ell\left(\tilde{\rho}_{x}\right)$. Combining this with (3.4) and (3.5), we get

$$
\begin{align*}
& \mathrm{E}\left[\mathrm{E}\left(\tilde{F}^{2}\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t_{1}}\right) \log \mathrm{E}\left(\tilde{F}^{2}\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t_{1}}\right)\right] \\
& \quad-\mathrm{E}\left[\mathrm{E}\left(\tilde{F}^{2}\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t_{0}}\right) \log \mathrm{E}\left(\tilde{F}^{2}\left(X_{[0, T]}^{x}\right) \mid \mathcal{F}_{t_{0}}\right)\right] \\
& \quad=\mathrm{E}\left[\mathrm{E}\left(\tilde{F}^{2}\left(X_{[0, T]}^{x, R}\right) \mid \mathcal{F}_{t_{1}}\right) \log \mathrm{E}\left(\tilde{F}^{2}\left(X_{[0, T]}^{x, R}\right) \mid \mathcal{F}_{t_{1}}\right)\right] \\
& \quad-\mathrm{E}\left[\mathrm{E}\left(\tilde{F}^{2}\left(X_{[0, T]}^{x, R}\right) \mid \mathcal{F}_{t_{0}}\right) \log \mathrm{E}\left(\tilde{F}^{2}\left(X_{[0, T]}^{x, R}\right) \mid \mathcal{F}_{t_{0}}\right)\right] \\
& \quad \leqslant 4 \int_{W_{x}^{T}\left(M_{R}\right)} \int_{t_{0}}^{t_{1}}\left\langle\tilde{D}_{s}^{R} \tilde{F}, \tilde{D}_{s}^{R} \tilde{F}\right\rangle d s d \mathbb{P}_{R, x}^{T} \\
& \quad=4 \int_{W_{x}^{T}(M)} \int_{t_{0}}^{t_{1}}\left\langle\tilde{D}_{s} \tilde{F}, \tilde{D}_{s} \tilde{F}\right\rangle d s d \mathbb{P}_{x}^{T} \tag{3.6}
\end{align*}
$$

By combining this with (2.25), we prove (2).
(a) $(3) \Rightarrow(1)$. We first prove the lower bound estimates. When $x \in M \backslash \partial M$, there exists $r \in\left(0, \frac{1}{2} \delta_{x}\right)$ such that $B_{2 r}(x) \subset M \backslash \partial M$. Let $\Phi=\ell\left(\tilde{\rho_{x}}\right)$, where $\ell \in C_{0}^{\infty}(\mathbb{R})$ such that $0 \leqslant \ell \leqslant 1, \ell(s)=1$ for $s \leqslant r$ and $\ell(s)=0$ for $s \geqslant 2 r$. Let

$$
\tau_{s}=\inf \left\{t \geqslant 0: \rho\left(x, X_{t}^{x}\right) \geqslant s\right\} \quad \text { for } \quad s>0
$$

Consider $\tilde{F}(\gamma)=(\Phi F)(\gamma)=\Phi(\gamma) f\left(\gamma_{T}\right)$ for $f$ in (2.1). Then (3) and (2.9) imply

$$
\mathrm{E}\left[(F \Phi)^{2}\left(X_{[0, T]}^{x}\right)\right]-\left\{\mathrm{E}\left[(F \Phi)\left(X_{[0, T]}\right)\right]\right\}^{2}
$$

$$
\begin{align*}
& \leqslant 2 \int_{0}^{T} \mathcal{E}_{t, T}^{K, \sigma}(\tilde{F}, \tilde{F}) d t \\
& =2 \int_{0}^{T} \mathrm{E}\left\{\left(1+\mu_{x, T}([t, T])\right)\left(\left|\dot{D}_{t} \tilde{F}\left(X_{[0, T]}^{x}\right)\right|^{2}+\int_{t}^{T}\left|\dot{D}_{s} \tilde{F}\left(X_{[0, T]}^{x}\right)\right|^{2} \mu_{x, T}(d s)\right)\right\} d t \\
& \leqslant 2 \int_{0}^{T} \mathrm{E}\left[1_{\left\{\tau_{2 r}>T\right\}}\left(1+\mu_{x, T}([t, T])\right)^{2}\left|\nabla f\left(X_{T}^{x}\right)\right|^{2}\right] d t+C \mathrm{P}\left(\tau_{r} \leqslant T\right) \\
& =2 \int_{0}^{T} \mathrm{E}\left[1_{\left\{\tau_{2 r}>T\right\}}\left(1+\mu_{x, T}([t, T])\right)^{2}\left|\nabla f\left(X_{T}^{x}\right)\right|^{2}\right] d t+\mathrm{o}\left(T^{3}\right) \tag{3.7}
\end{align*}
$$

where $C>0$ is a constant depending on $f$ and $\Phi$. On the other hand, by (2.1) and (2.9), we have

$$
\begin{aligned}
& \lim _{T \rightarrow 0} \frac{1}{T}\left(\frac{\mathrm{E}\left[F^{2} \Phi^{2}\left(X_{[0, T]}^{x}\right)\right]-\left\{\mathrm{E}\left[F \Phi\left(X_{[0, T]}\right)\right]\right\}^{2}}{2 T}-\left|\nabla P_{T} f\right|^{2}\right) \\
& \quad=\lim _{T \rightarrow 0} \frac{1}{T}\left(\frac{P_{T} f^{2}(x)-\left(P_{T} f\right)^{2}(x)}{2 T}-\left|\nabla P_{T} f\right|^{2}\right) \\
& \quad=\operatorname{Ric}_{Z}(\nabla f, \nabla f)(x)
\end{aligned}
$$

Since $l_{s}^{x}=0$ for $s \leqslant \tau_{2 r}$, these two estimates together with (2.9) and (1.3) lead to

$$
\begin{aligned}
& \operatorname{Ric}_{Z}(\nabla f, \nabla f)(x) \\
& \quad=\lim _{T \rightarrow 0} \frac{1}{T}\left(\frac{\mathrm{E}\left[(F \Phi)^{2}\left(X_{[0, T]}^{x}\right)\right]-\left\{\mathrm{E}\left[(F \Phi)\left(X_{[0, T]}\right)\right]\right\}^{2}}{2 T}-\left|\nabla P_{T} f\right|^{2}\right) \\
& \quad \leqslant \lim _{T \rightarrow 0} \frac{1}{T}\left\{\frac{1}{T} \int_{0}^{T}\left\{\mathrm{E}\left[1_{\left\{\tau_{2 r}>T\right\}}(1+\mu([s, T]))^{2}\left|\nabla f\left(X_{T}^{x}\right)\right|^{2}\right]-\left|\nabla P_{T} f(x)\right|^{2}\right\} d s\right\} \\
& \quad \leqslant \lim _{T \rightarrow 0}\left(\frac{P_{T}|\nabla f|^{2}(x)-\left|\nabla P_{T} f\right|^{2}(x)}{T}+\frac{\int_{0}^{T} \mathrm{E}\left\{1_{\left\{\tau_{2 r}>T\right\}}\left[(1+\mu([s, T]))^{2}-1\right]\left|\nabla f\left(X_{T}^{x}\right)\right|^{2}\right\} d s}{T^{2}}\right) \\
& \quad=2 \operatorname{Ric}_{Z}(\nabla f, \nabla f)(x)+K(x)|\nabla f|^{2}(x)
\end{aligned}
$$

Therefore,

$$
\operatorname{Ric}_{Z}(\nabla f, \nabla f)(x) \geqslant-K(x)|\nabla f(x)|^{2}
$$

Next, let $x \in \partial M$. For $f$ in (2.2), by (2.9) we have

$$
\begin{align*}
& \lim _{T \rightarrow 0} \frac{3 \sqrt{\pi}}{8 \sqrt{T}}\left(\frac{\mathrm{E}\left[(F \Phi)^{2}\left(X_{[0, T]}^{x}\right)\right]-\left\{\mathrm{E}\left[(F \Phi)\left(X_{[0, T]}\right)\right]\right\}^{2}}{2 T}-\left|\nabla P_{T} f\right|^{2}\right) \\
& \quad=\lim _{T \rightarrow 0} \frac{3 \sqrt{\pi}}{8 \sqrt{T}}\left(\frac{P_{T} f^{2}(x)-\left(P_{T} f\right)^{2}(x)}{2 T}-\left|\nabla P_{T} f\right|^{2}\right) \\
& \quad=\mathbb{I}(\nabla f, \nabla f)(x) \tag{3.8}
\end{align*}
$$

Combining this with (3.7) and (2.14), we obtain

$$
\begin{aligned}
\mathbb{I}(\nabla f, \nabla f)(x) & =\lim _{T \rightarrow 0} \frac{3 \sqrt{\pi}}{8 \sqrt{T}}\left(\frac{\mathrm{E}\left[(F \Phi)^{2}\left(X_{[0, T]}^{x}\right)\right]-\left\{\mathrm{E}\left[(F \Phi)\left(X_{[0, T]}\right)\right]\right\}^{2}}{2 T}-\left|\nabla P_{T} f(x)\right|^{2}\right) \\
& \leqslant \lim _{T \rightarrow 0} \frac{3 \sqrt{\pi}}{8 \sqrt{T}}\left(\int_{0}^{T} \frac{\mathrm{E}\left\{1_{\left\{\tau_{2 r}>T\right\}}\left(1+\mu_{x, T}([t, T])\right)^{2}\left|\nabla F\left(X_{T}^{x}\right)\right|^{2}\right\}}{T} d t-\left|\nabla P_{T} f(x)\right|^{2}\right) \\
& =\lim _{T \rightarrow 0} \frac{3 \sqrt{\pi}}{8 \sqrt{T}}\left\{P_{T}|\nabla f|^{2}(x)-\left|\nabla P_{T} f\right|^{2}(x)+\frac{2|\nabla f(x)|^{2}}{T} \int_{0}^{T} \frac{2 \sigma(x)(\sqrt{T}-\sqrt{s})}{\sqrt{\pi}} d s\right\} \\
& =\frac{3}{2} \mathbb{I}(\nabla f, \nabla f)(x)+\frac{1}{2} \sigma(x) .
\end{aligned}
$$

Therefore,

$$
\mathbb{I}(\nabla f, \nabla f)(x) \geqslant-\sigma(x)|\nabla f(x)|^{2}
$$

To prove the upper bound estimates, we take $F(\gamma)=f\left(\gamma_{\varepsilon}\right)-\frac{1}{2} f\left(\gamma_{T}\right)$ for $\varepsilon \in(0, T)$. From (1.2),

$$
\left|\dot{D}_{t} F\right|=\left|\nabla f\left(X_{\varepsilon}\right)-\frac{1}{2} U_{\varepsilon}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right| 1_{[0, \varepsilon)}(t)+\frac{1}{2}\left|\nabla f\left(X_{T}^{x}\right)\right| 1_{[\varepsilon, T]}(t)
$$

Moreover, from (3) and (2.9), we may find a constant $C>0$ depending on $f$ and $\Phi$ such that for any $\varepsilon, T \in(0,1)$,

$$
\begin{align*}
I_{\varepsilon}:= & \mathrm{E}\left[\mathrm{E}\left(\left.\Phi\left(X_{[0, T]}^{x}\right) f\left(X_{\varepsilon}^{x}\right)-\frac{1}{2} \Phi\left(X_{[0, T]}^{x}\right) f\left(X_{T}^{x}\right) \right\rvert\, \mathcal{F}_{\varepsilon}\right)\right]^{2} \\
& -\left[\mathrm{E}\left(\Phi\left(X_{[0, T]}^{x}\right) f\left(X_{\varepsilon}^{x}\right)-\frac{1}{2} \Phi\left(X_{[0, T]}^{x}\right) f\left(X_{T}^{x}\right)\right)\right]^{2} \\
\leqslant & 2 \int_{0}^{\varepsilon} \mathrm{E}\left\{\left(1+\mu_{x, T}([t, T])\right)\left|\Phi\left(X_{[0, T]}^{x}\right) \dot{D}_{t} F\right|^{2}\right. \\
& \left.+\int_{t}^{T}\left|\Phi\left(X_{[0, T]}^{x}\right) \dot{D}_{s} F\right|^{2} \mu_{x, T}(d s)\right\} d t+C \varepsilon T^{4} \tag{3.9}
\end{align*}
$$

Then

$$
\begin{align*}
\limsup _{\varepsilon \rightarrow 0} \frac{I_{\varepsilon}}{\varepsilon} \leqslant & \mathrm{E}\left\{\Phi ( X _ { [ 0 , T ] } ^ { x } ) ( 1 + \mu _ { x , T } ( [ 0 , T ] ) ) \left(\left|\nabla f(x)-\frac{1}{2} U_{0}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right|^{2}\right.\right. \\
& \left.\left.+\frac{\Phi\left(X_{[0, T]}^{x}\right) \mu_{x, T}([0, T])}{4}|\nabla f|^{2}\left(X_{T}^{x}\right)\right)\right\}+\mathrm{o}\left(T^{3}\right) \tag{3.10}
\end{align*}
$$

for small $T>0$. On the other hand, according to (d) of proof in Theorem 1.1, we have

$$
\begin{align*}
\frac{I_{\varepsilon}}{\varepsilon}= & \frac{P_{\varepsilon} f^{2}-\left(P_{\varepsilon} f\right)^{2}}{\varepsilon}+\frac{1}{4 \varepsilon} \mathrm{E}\left[\left\{\mathrm{E}\left(f\left(X_{T}^{x}\right) \mid \mathcal{F}_{\varepsilon}\right)\right\}^{2}-\left(P_{T} f\right)^{2}(x)\right] \\
& +\frac{\mathrm{E}\left[f\left(X_{T}^{x}\right)\left\{P_{\varepsilon} f(x)-f\left(X_{\varepsilon}^{x}\right)\right\}\right]}{\varepsilon}+o\left(T^{3}\right) \\
= & 2\left|\nabla f(x)-\frac{1}{2} \nabla P_{T} f(x)\right|^{2}+o\left(T^{3}\right) \tag{3.11}
\end{align*}
$$

Combining this with (3.10), we arrive at the following:

$$
\begin{align*}
& 2\left|\nabla f(x)-\frac{1}{2} \nabla P_{T} f(x)\right|^{2} \\
& \quad \leqslant \mathrm{E}\left\{\Phi ( X _ { [ 0 , T ] } ^ { x } ) ( 1 + \mu _ { x , T } ( [ 0 , T ] ) ) \left(\left|\nabla f(x)-\frac{1}{2} U_{0}^{x}\left(U_{T}^{x}\right)^{-1} \nabla f\left(X_{T}^{x}\right)\right|^{2}\right.\right. \\
& \quad  \tag{3.12}\\
& \left.\left.\quad+\frac{\Phi\left(X_{[0, T]}^{x}\right) \mu_{x, T}([0, T])}{4}|\nabla f|^{2}\left(X_{T}^{x}\right)\right)\right\}+o\left(T^{3}\right) .
\end{align*}
$$

With this estimate, we may repeat the last part in the proof of $(2) \Rightarrow(1)$ of Theorem 1.1 to derive the desired upper bound estimates on $\operatorname{Ric}_{Z}$ and $\mathbb{I}$ at point $x$.
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