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Abstract

Many of the mainstream mobile location-based services that we have become used 
to in public spaces are good at delivering information privately, in context, but 
the opportunity to incorporate more engaging and exciting interactions is often 
overlooked -  especially where the output is of shared public interested. Smart­
phones now offer us multimodal interaction, gestures and internet connectivity, 
all providing opportunities to interact in new, extravagant and expressive ways.

As members of Cu@Swansea—a multi-partner project leading the regener­
ation of the world significant Hafod-Morfa Copperworks—we have been tasked 
with designing a range of technologies that will attract people into the site, not 
to experience a finished, curated piece of heritage, but to bring the site to life, 
provoking discussion amongst the local community, stakeholders and other visi­
tors. Instead of allowing people to pass each other, “digitally divided” [76], we 
focus on designing interactions that will start conversations, encouraging people 
to join together in a collaborative, public experience.

This thesis details the design, development and evaluation of a set of novel, 
extravagant, expressive mobile location-based experiences. We experiment with 
both audio and visual effects as a baseline. We then attem pt to extend the 
framework, developing a remote mechanism that can be used to scale-up and 
direct audio-visual experiences. We consider the design and evaluation of our 
systems from a performative standpoint, attempting to optimise engagement be­
tween the perfomer—user of the system—and spectators -  bystanders engaged 
in this performance. This was achieved through a range of amplified manipu­
lations and effects [108]. During the design process, we organised community 
engagement events, meeting with stakeholders and holding a focus group with 
interested members of the community. These engagements concentrated more on 
deployment concerns, such as attitudes towards these technologies, and how they 
may be successfully integrated within the site.

Our main contribution in this work is a novel, performative mobile framework 
for more extravagant, expressive interactions in public spaces. Although our 
ultimate aim is to design and deploy these experiences for use within a heritage 
context, our findings suggest that these technologies could be utilised to promote 
a more social, active engagement in a range of public spaces.
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C h a p t e r  O n e

Introduction

This thesis is about a possible future; a future driven by a desire to surface the 
past. As members of a large, heritage-led, regeneration project, we were tasked 
with designing a number of mobile location-based experiences for an abandoned, 
unused heritage site. Our aim was to encourage the local community and visitors 
to make use of the area, starting conversations, sharing experiences and ulti­
mately, building an appreciation for the space. Many existing mobile location- 
based experiences in such public spaces are designed to deliver media to visitors’ 
devices, and also offer guidance within the local vicinity. However, these in­
teractions are often very private and personal, not designed with collaboration 
or shared, social experiences in mind. Therefore, we argue that these kinds of 
mobile location-based experiences are perhaps less suitable for promoting engage­
ment and conversation amongst people in public spaces. In locations such as the 
heritage site we are interested in regenerating, we believe visitors could benefit 
from more engaging, public location-based experiences. Here then, we suggest, 
lies an underexplored design space for mobile location-based services.

Much of the previous research in the area of mobile location-based services 
has been focused within a private, personal design space. In this thesis, we 
draw on novel technological and interaction design opportunities to examine the 
approaches and value of more performative, extravagant, expressive place-based 
services.

Extravagant: By extravagance, we aim to build bold, unconventional, conspic­
uous interventions that attract attention.
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1. Introduction

Expressive: This will be achieved through a range of expressive interactions, 
with amplified gestural manipulations and effects, and movement of users 
through space.

Performative: All the while, we consider the design of these experiences from 
a performative perspective, considering public spaces as a stage where per­
formers, spectacles and spectators all play an important role.

Throughout the thesis, we report on the design, development and evaluation 
of a number of experimental, performative mobile location-based experiences for 
use in public spaces. Our goal is to delve into this underexplored design space, 
researching new, exciting ways for people to interact with others and their sur­
rounding environment when using mobile location-based services in public spaces. 
There is a great irony in the increasing connectivity of our mobile devices actually 
disconnecting us from meaningful social interactions [143]. As smartphones con­
tinue to gain additional sensors and adoption increases, the kinds of technologies 
mentioned here could potentially help to reinstate these meaningful interactions.

1.1 M obile location-based services

Over the last decade, location-based services have become increasingly promi­
nent on mobile devices. This surge in use can be attributed to the introduction 
of the smartphone, along with cellular data, now seamlessly integrating location- 
based services into our everyday mobile experiences. Before widespread Internet 
availability, many location-based services relied on local databases containing 
geotagged information such as maps and points of interest [133]. With the grow­
ing number of WiFi hotspots and affordable cellular data, such applications are 
now less reliant on offline databases. Today, an equivalent mapping application 
such as Google Maps1 downloads its data as and when needed via asynchronous 
web requests.

With widespread access to the Internet, mobile users are now able to access a 
whole range of different services, information and media types, meaning location- 
based services are no longer restricted to being offline utilities, merely providing

1 Google Maps -  h ttp ://m aps.google .com
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1.2. Performative, extravagant, expressive experiences

maps, points of interest and guidance. An example of a more modern and social 
mobile location-based service is Tw itter’s ‘places’ search functionality2. This al­
lows a user to discover and read tweets near to their location. Using this same 
API, McGookin et al. [93] went a step further and converted nearby text tweets 
to speech, allowing users to wander round outdoors and listen to spoken tweets 
as they encountered their location of origin. Researchers have also experimented 
with sharing images in a similar way [75], linking discoverable pictures to points 
of interest in the real world. All of these examples, along with many other mobile 
location-based services, are concerned with delivering text, image and audio in­
formation to mobile devices, though in a private manner, solely to the user of the 
device. However, in the literature, there is less discussion and experimentation 
around public, collocated mobile location-based experiences.

1.2 Perform ative, extravagant, expressive  
experiences

Existing research that tries to facilitate enjoyment and engagement between visi­
tors in public and semi-public places such as visitor centres has looked at themes 
such as contribution/sharing, gamification and augmented reality. Of the systems 
that allow for contribution and sharing of digital media, the main focus is often 
on how the media is shared or discovered -  less so on how the media is finally ex­
perienced by the discoverer. The media is often experienced in a private, isolated 
manner, such as on a mobile device screen [75] or through headphones [123].

In museums and visitors centres, gamification is a popular method of encour­
aging visitors to move between points of interest, providing hints and clues for 
visitors to follow [55], or providing pieces to solve a larger riddle [32]. Our initial 
concern with this area of interaction was that it is aimed mainly at a younger 
demographic, and would perhaps not cater to the wider audience that we are 
trying to capture in our own experiences. Although ambitious, we are looking 
to develop experiences that span all age ranges, allowing young, old and middle 
aged people to experience our interactions together.

2Twitter Advanced Search -  h ttp s://tw itter .co m /sea rch -a d v a n ced

3



1. Introduction

Augmented reality is certainly a growing area in interpretation, with smart­
phones and other mobile devices affording new possibilities. When attempting 
to bring a physical, public space to life-especially in the heritage context [95]— 
augmented reality has proven to be a useful and popular interaction technique. 
Very often, augmented or mixed reality experiences do indeed offer an immersive 
and engaging experience for the visitor [82]. However, although more immersive 
and engaging for a single user, there are no specific or obvious ways in which a 
designer is able to create engaging collaborative experiences for multiple people, 
both with friends and strangers. After initially considering a number of ways 
in which we could potentially design our interactions, we pondered the question: 
How can we design our own interactive experiences in such a way that we are pur­
posefully encouraging a more active, collaborative engagement between people?

Before mobile internet-connected devices and location-based services, we had 
to look around and explore; now, as argued by Jones [76], perhaps the dangers of 
such systems are that we end up walking into Upublic places we no longer connect 
with—where people pass each other, digitally divided. ” With too many private, 
hidden and secretive mobile interactions, it is easy to see how we may end up 
cutting ourselves off from the world around us. Perhaps then, as he puts it, we 
should strive for more “extravagant, expressive, place-based computing,” where 
we attem pt to employ interactions that are more mindful of our environment, 
paying closer attention to both our surroundings and those who populate it.

As our primary interest is in developing technologies that promote a more 
social, active engagement, we need to design our technologies in such a away that 
would draw people together, provoking curiosity and encouraging conversation. 
When attempting to develop a system to facilitate a more extravagant, expressive, 
experience, we believe that it makes sense to think of the design and evaluation 
from a performative perspective. According to Goffman, any interaction that 
we have with others in our everyday lives, even a one-to-one conversation, can 
be seen as a performance [57]. The fact that we use the majority of our mobile 
devices in front of others, in focused relation to our surroundings [42], makes the 
performance metaphor highly relevant to mobile location-based services.

In a performance—be it technologically mediated or not—a large factor in 
the impression that we give others can be derived from the observability of our

4



1.3. Context & motivation

actions and their subsequent reactions. Reeves et al. developed a taxonomy 
to classify a performance using the different levels of observability as a specta­
tor [108]. In this taxonomy, a performance or interaction can be categorised into 
one of four classes. These are: secretive, suspenseful, magical and expressive. 
Each of these kinds of performance are classified by the observability of both its 
manipulations and effects, which range from hidden to amplified. In our research 
we are particularly interested in expressive experiences, where both manipula­
tions and effects are amplified. We believe that such experiences are the most 
accessible to spectators, with the public, high visibility of manipulations and ef­
fects making both the performer and experience open and more approachable. 
We are also interested in magical experiences, where effects are again amplified, 
but manipulations are hidden. W ith these kinds of experiences, spectators can 
fully appreciate the feedback of a performance, though with a sense of curiosity 
as to how the performance is being controlled. W ith such interactions, perform­
ing perception also becomes less of an issue, as performers do not need to worry 
about their manipulations being judged [42].

So far, we have briefly touched upon the concept of more performative, ex­
travagant, expressive place-based services. In the next section, we discuss our 
underlying motivations for focusing on this specific, underexplored research area.

1.3 Context &; m otivation

When Britain’s industrial age went into decline in the early 20th century, many 
buildings and factories were demolished or, in a few cases, renovated to house new 
activities. Other industrial sites, however, were simply neglected and ignored. 
One notable site—which is the subject of this work—was completely abandoned 
and left exposed to vandals and the elements for over 30 years. This is the 
Hafod-Morfa Copperworks (see Fig. 1.1) in the Lower Swansea Valley, located 
on a 12—acre site just to the north of the city of Swansea, Wales. By 1890 the 
Hafod works was the largest copperworks in Europe, and it lay at the heart of a 
global network of supply. The site was, and still remains world significant.

When the doors of the works shut for the final time in 1980, the site was simply 
sealed off in a (failed) attem pt to prevent any further access. While it is slightly

5



1. Introduction

I
- *

Figure 1.1: A crumbling building at the Hafod Copperworks (2012).

unsettling to see that there has been no attempt to maintain or develop the site 
for such a long period of time, it is necessary to look beyond the overgrown foliage 
and crumbling buildings. W hat has actually occurred at this site is the natural 
preservation of a set of historically significant buildings and structures, many of 
which are registered on the Statutory List of Buildings of Special Architectural 
or Historic Interest.

Due to the historical significance of this site, a number of organisations led 
by Swansea University- have come together in a multi-partner project known as 
Cu @ Swansea3, to raise awareness and explore the possibilities of regenerating 
the site. The primary focus of the project is to make the site a pleasant, usable 
area for the public, although in a heritage-led way that attem pts to preserve the

3CU @ Swansea - http://www.welshcopper.org.uk/en/CuOSwansea.htrn
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1.3. Context & motivation

history that is there to be seen and interpreted. As members of this project, we 
have begun to explore a range of digital interactions that could be used to aid 
the regeneration of the site.

Visitor attractions such as heritage sites have come a long way with technol­
ogy adoption in recent years. Many (e.g., Kew Gardens [82]) now offer a mobile 
application that acts as an augmented reality, interactive tour guide. This appli­
cation, though, along with many others of the same kind, afford personal, hidden 
interactions.

At public, outdoor attractions, there is also a long standing tradition of visi­
tors behaving as consumers. People visit a site expecting to play a passive role, 
learning the information that is present there. This kind of model has been thor­
oughly explored in standard location-based guides, with users discovering and 
receiving information as they move around a space. However, Bagnall [6] argues 
that consumption alone is not enough, arguing for the importance of playing a 
more active role in these visits. She suggests that at such sites, performance 
and performativity are key social practices, and that “the relationship between 
visitors and the sites is based as much on emotion and imagination as it is on 
cognition. ” It was claimed tha t these performative experiences helped stimulate 
reminiscence through emotionally engaging visitors. Though Bagnall [6] did not 
make use of technology in her performances, we think these same values would 
hold for technologically mediated performative experiences, playing a more active 
role, shaping not only their own experiences, but also others at the site.

Our overall goal at the site is to draw people together, not to view a finished 
piece of curated heritage, but rather, to start conversations about their memories 
and the significance of the site to them, and to discover what they would like to 
see at the site in the future. The technology we are producing is about engaging 
with the local community and stakeholders as groups to provoke discussion. This 
contrasts with previous uses of mobile guides which only attem pt to be tourist 
aids. We believe that all of these discussed factors are particularly important 
to ensure the successful regeneration of the site -  something that is desperately 
needed in this immensely important, but abandoned and under-appreciated area.

7



1. Introduction

E ngagem en ts  w ith  th e  H afod-M orfa  C opperw orks

During this project for a large period of time—the Copperworks site was not 
accessible to the public. For this reason, many of our earlier experiments, studies 
and engagements happened outside of the works.

This research began in late 2011. Much of the first year was spent exploring 
different technologies and interaction possibilities. As we were not able to test 
these prototypes at the Hafod-Morfa Copperworks, we made an attem pt to deploy 
the interactions in existing visitor centres and public spaces. Figure 1.2 presents a 
timeline, reporting the final progress in this project. The timeline includes project 
milestones such as experiments and studies, community engagement events and 
the changing physical status of the Hafod-Morfa Copperworks. Each milestone 
also contains the name of the location where that event occurred.

2 0 1 1 2012 2013 2014

- ☆  ☆ -
P erfo rm a tiv e  P ro jec tio n  S u rro u n d  You S p atia l A udio R esto ra tio n  Begins
National Botanic Garden Swansea Shopping Mall Hafod Copperworks

o f  Wales University

S u rro u n d  You
Swansea
University

D irector
Swansea
University

D irector
Hafod

Copperworks

I I I
Official O p en  Day D irector
Hafod Copperworks Oystermouth  

Castle

Focus G roup
Com m unity

Focus G roup
Stakeholders

☆  -  E x p e r im e n t/S tu d y  A  -  C o m m u n ity  E n g a g e m e n t - C o p p e rw o rk s  S ta tu s

Figure 1.2: A timeline of the project milestones and accompanying locations.

The Hafod-Morfa Copperworks had an official opening event in June 2014. 
This was the first real opportunity to test our designed interactions in a natu­
ralistic deployment, in-situ, with members of the public. A few months prior to 
this official opening, we were given access to carry out early evaluations onsite.

Although we were not able to test all of our interventions fully at the Hafod- 
Morfa Copperworks, we saw this as an opportunity, rather than a hindrance. 
Contrary to negatively impacting our research, we believe that this decision to 
test the technologies in different scenarios allowed us to gain additional insight 
as to what technologies could work in certain contexts.

8



1-4- Overview & contributions

1.4 Overview & contributions

We have identified an underexplored design space for mobile location-based ser­
vices. Previous research in the area of mobile location-based services has been 
focused mainly on private, personal and secretive interactions with information. 
In this thesis, we draw on novel technological and interaction design opportuni­
ties, examining a number of different approaches to, and also the value of more 
extravagant, expressive place-based experiences tha t consider interactions outside 
of the device. The key contributing chapters in this thesis document a progressive 
journey through a number of prototypes, concluding with a chapter tha t discusses 
current attitudes towards these kinds of technologies, and how they may be suc­
cessfully integrated to help facilitate regeneration. Our overall approach and 
methodology is discussed in Chapter 3.

All of the experiments and evaluations reported here contribute to forming 
a set of design recommendations for the development and deployment of similar 
mobile experiences in public spaces. Our main, overarching contribution here is 
a novel, mobile place-based framework to enable performances in public spaces.

Chapter 4 begins by considering audio as an effect. We conducted an initial 
experiment with spatial audio, exploring the engagement benefits of sounds origi­
nating from the surrounding environment. We then went on to focus on a number 
of more expressive, performative auditory experiences that are possible with in­
teraction outside of the device. Situated loudspeakers were used, along with a 
range of interaction techniques to produce amplified feedback in public spaces. 
Amplified audio proved to be a very effective method for engaging bystanders. 
Control was shown to be an important aspect for performers, affecting comfort 
and enjoyment. The deployment location also had a major effect, highlighting 
the value of such systems being dependent on context.

Chapter 5 diverges from the auditory approaches in the previous chapter, 
exploring opportunities for more performative, visual mobile location-based ser­
vices. A public deployment was carried out with a pico projection prototype, 
allowing users to project animated insects, animals and processes in a botanical 
garden. Similar to our previous experiments, the amplified, open nature of the 
interactions and feedback promoted a more active engagement among bystanders
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and users. Although not compared directly, the scale and brightness of pico 
projections appear to make them less effective than audio for this purpose.

Chapter 6 draws the previous contributing chapters together, detailing a per­
formative framework for remotely directing large scale audio experiences in pub­
lic spaces, harnessing visitors’ mobile device speakers to create dynamic, ad-hoc, 
human soundscapes. There was again, a continuation of the kinds of bystander 
behaviour observed in previous chapters, with amplified audio prompting curios­
ity and conversation, though even more so due to users being forced into close 
proximity of bystanders. Due to the complex nature of real world settings, impro­
visation played a large part in the success of remote guidance. Important issues 
were also raised with the ethics and accountability of remotely guiding people.

When deploying the extravagant, expressive technologies demonstrated in this 
thesis, we learnt a great deal regarding their usability. However, less was known 
regarding the public acceptance and attitudes towards these kinds of interactions, 
and how they will permanently integrate within public spaces. The final key, 
contributing chapter— Chapter 7—explores and discusses these potential issues, 
and also provides suggestions on how to encourage users to cross the consumer- 
producer divide.

1.4.1 The au thor’s contribution

The author of this work is very much an “artist-researcher” [15], linking practice, 
studies and theory -  engaged in all parts equally. The vast majority of the 
work contained within this thesis was conducted solely by the author, some of 
which was completed as part of an internship at IBM Research India. The design 
and concept of each system was discussed with the author’s supervisor and other 
colleagues, though the development of each system was carried out entirely by the 
author. When evaluating each of the systems in user studies, help was sometimes 
required for logistical reasons, such as setting up equipment in the field, recruiting 
users and data collection. All analysis of the study results was done by the author.

Much of the research contained within this thesis has been published in co­
authored peer-reviews international conferences and journal papers. The details 
of these contributing publications can be found in Appendix A.
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C h a p t e r  T w o

Background

In this chapter we review previous related research and concepts, situating our 
work within the field. Our goal in this thesis is to investigate the underexplored 
design space of performative, extravagant, expressive place-based experiences.

Therefore, we begin this chapter by reviewing the origins of existing location- 
and context-aware interactions and services, progressing then towards future- 
looking research concepts that focus more on the experience, taking full advantage 
of modern lightweight, sensor-packed mobile devices. We then narrow our focus 
by considering the specific area of mobile guides, discussing different methods of 
information retrieval, navigation and control.

Moving beyond previous, conventional screen-based mobile interactions, we 
then begin to look at design approaches that allow opportunities for face-on, 
heads-up interactions. Considering the technologies and concepts introduced in 
previous sections, we then discuss the topic of socio-spatial interaction, looking 
for ways to further enhance social engagement through purposefully designing our 
technological interventions. We conclude with an overview of the related work in 
this area, summarising the key issues and areas tha t we build upon in this thesis.

2.1 Context-aware and location-based  

interactions

A naive definition of context-aware systems, would be: systems that contain some 
information about the current context, and are able to make decisions, providing
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2. Background

the user with more useful or precise data, interactions or services based on that 
particular context. Abowd et al. [2] formally define context-awareness as “the 
use of context to provide task-relevant information and/or services to a user.” 
Context, here, being,

“any information that can be used to characterize the situation of an 
entity, where an entity can be a person, place, or physical or compu­
tational object. ”

Contextual information can include automatically sensed, as well as manually 
input data, allowing the system to “react to changes” [128] accordingly -  though 
context is most often automatically sensed, increasing its usefulness.

ParcTab [151]—developed by Want et al.—was a wireless mobile communi­
cation device, which was arguably one of the first context-aware mobile devices. 
The device took into account a number of contextual factors, including the lo­
cation of the user, the time, the presence of other users and also other nearby 
peripherals. All of this information combined, allowed the system to provide 
users with useful information and services in an office environment. Now, with 
the widespread use of mobile smartphones and cellular data, context-awareness 
has moved to the outside world [56]. By taking into account information about 
the device, user and local environment, such applications can make decisions for 
us in an attem pt to make our everyday lives easier.

It would be easy to assume that the more context-awareness we have, the 
more we can, perhaps, enhance mobile user experiences. However, researchers 
have warned about over reliance on contextual information. In particular, Chev- 
erst et al. [36] remark that trust plays a large part in these kinds of applications, 
with users becoming frustrated when systems are unable to predict intentions 
accurately. It is important, then, to ensure that designers understand such limi­
tations, so that they may develop more useful context-aware interactions.

According to Schilit [128], context-aware applications can be broken down into 
a simple, three step process: discovery, selection and use. The experiences we 
are concerned with designing, developing and discussing in this thesis, will only 
be accessible in particular locations, or are somehow affected by the location of 
users in the experience. Therefore, we are interested in using proximate selection
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techniques [127], with users able to interact with things that are physically near 
to them.

Context-aware systems tha t are primarily interested in user’s locations, are 
often referred to as location-based or location-aware services. The principal aim 
of a location-based service is to,

“integrate a mobile device’s location or position with other information 
so as to provide added value to a user.” [129]

This is a broad, but useful definition, encompassing location-based services of 
all purposes, shapes and sizes -  from mobile geocaching [101] to car satellite 
navigation.

2.1.1 U tilising  location  as context

Before digital location tracking was developed, obtaining a precise location was 
difficult. Progressively, over time—using a mixture of instruments—one could 
track and estimate their own position using sextants, chronometers, maps and 
compasses. Other people could also be tracked through token-based approaches, 
making a record of where a person was at a particular point in time. Only in 
recent history have we been able to precisely calculate our locations digitally, 
using a range of sensors.

One of the earliest attem pts at tracking locations, involved using a network 
of infrared (IR) sensors in a building. The Active Badge Location System [150] 
required employees to wear a small IR emitting tag. The tag emitted short pulses 
every 15 seconds, which were then detected by the sensor network. This allowed 
the system to determine the location of every employee in the building. The main 
purpose of the system was for administration, allowing employees to be placed 
on a map, and for calls to be redirect to the location of the employee within in 
the building. This prototype later evolved into the ParcTab [151].

Beacon-based approaches are widely used for indoor navigation. Other re­
searchers have looked at using radio-frequency (RF) to determine location [7]. 
Today, this can be achieved through harnessing existing WiFi hotspot infrastruc­
ture [52]. Bluetooth beacons have also been used in a similar way [51], using
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signal strength and triangulation techniques to calculate approximate locations. 
Further research has looked at an innovative combination of approaches [86], 
sharing known locations between devices using bluetooth.

Currently, one of the most popular and widely available approaches to location 
tracking is the Global Positioning System (GPS). Due to its nature, GPS only 
works outdoors, though this is well suited to most location-based services, as we 
tend to use them when we are out-and-about. GPS capabilities are built into 
most of todays smartphone devices -  it has become something that people now 
expect, rather than an optional add-on. Although GPS can fairly accurately 
track outdoor positions, it is not without problems. It does not work particularly 
well in urban, built-up areas, nor does it work particularly well near the extremes 
of the northern- or souther-hemisphere. It can also be affected by cloud cover 
and other extreme weather. A user may expect the technology to work in these 
conditions, though go on to experience reduced sensing, leading to confusion or 
frustration [36]. Benford et al. [17] provide a number pointers to overcoming 
such expectations, including ‘containing expected movements’, ‘communicating 
limits’ and ‘lowering precision.’ It is also argued that such shortcomings can 
actually present opportunities, with designers perhaps wanting to reveal or exploit 
uncertainties instead of hiding them [12].

As well as GPS and beacon-bascd approaches, there are a number of other 
ways in which location can be determined. QR codes have become increasingly 
used as a means of accessing location-based content [99]. This approach works 
similarly to a ‘you are here’ sign, though the location or content is fed directly 
to the device by scanning the QR code. Although QR codes often require a 
smartphone application, they do not require a specific, bespoke application -  any 
smartphone scanner will work. In ouir research, we consider this kind of approach 
useful for accessing or gaining control of content in specific locations.

2.1.2 B eyond services, towards place-based experiences

In this thesis, we put a particular emphasis on place rather than location, as we 
do not want to rely solely on a highly specific knowledge of a person’s location. 
Rather, we focus on the fact that these experiences are only available to be
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accessed and used when visiting certain places. Whether acting as a user or a 
bystander, a person must be there to experience it. We also put an emphasis on 
experiences as opposed to services. Many of the examples that we have mentioned 
so far, have been concerned with providing a utility or service based on a user’s 
context or location. Jones [76] raises an interesting point, commenting that, even 
though these technologies are ‘undoubtedly useful’, we must be weary of

“the dangers these innovations pose to the joys, surprises and even 
discomforts of exploring our cities, hills or beaches. ”

Rather than purely providing information through a service, we are interested 
in providing users with engaging experiences -  encouraging exploration and social 
interactions.

Computers were once extremely expensive. Much of their design and evalu­
ation was driven by trying to be more efficient, though now, we are surrounded 
with devices that are not so expensive, and spend much of their time idle [49]. 
With mobile devices in particular, focus has gradually shifted away from util­
ity and efficiency, towards facilitating valuable and enjoyable experiences. The 
following quote is a description of location-based experiences from Steve Benford:

“Moving beyond core information services, location-based experiences 
aim to provide the user with a richer experience that extends across a 
series of locations.” [11]

As later discussed by Benford, these kinds of experiences are well suited to 
guides, games and educational resources. A popular method for developing en­
gaging location-based experiences such as these, involves designing them from 
mixed-reality performance perspective [10], introducing narrative and movement, 
whilst also augmenting the real world with audio-visual information [119].

Augmented reality has been used in many instances to promote learning in 
both the museum context [43, 64] and outdoors [38, 148] at sites of historical 
or archaeological interest. While some of these systems have been crafted inten­
tionally to aid information access and retrieval, others have been built to engage 
younger audiences through a game like experience where the user(s) of the system
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has to achieve preprogrammed goals. This area of research that focuses its at­
tention on teaching young children and students is one of growing interest, most 
likely due to the challenges of making history interesting and appealing to the 
younger audience. An example of a system developed for this very purpose is 
Explore! [5, 40]. The Explore! framework comprises of a mobile application that 
is run on the students’ mobile phones and a master application that the game 
master uses to brief/debrief the students before and after the game. Each game 
is crafted to a particular site and will only work at that location.

Very often, mixed-reality location-based experiences encourage collaboration 
between users [13, 106], and are sometimes collocated [26], with digitally and 
physically situated users working together to achieve a goal. Two particularly 
interesting examples are Can you see me now [12] and Uncle roy all around 
you [18], both making use of location in differing ways. The former involved 
chasing digital characters in a physical environment. The latter was a slower, 
unfolding experience, where collocated players attempted to find a mysterious 
person in a city through communication and teamwork. These kinds of collo­
cated location-based games provide interesting new experiences for users, where 
differing perspectives are exchanged.

Other interesting location-based experiences have looked at more distinctive 
opportunities, such as when cycling [33]. Rider Spoke gave cyclists the chance 
to explore a city freely, leaving audio comments at places of particular interest. 
Other riders using the system were then able to retrieve these messages by essen­
tially riding through the location at which they were recorded in. The authors 
argue that cycling opens new opportunities for location-based experiences that 
are not available to pedestrians, with cyclists tending to travel at a much faster 
pace and cover larger distances than walkers.

Although researchers have begun to explore the possibilities of mobile location- 
based experiences, we believe that there are potentially many other, new experi­
ences that could benefit from being designed in a more performative, extravagant, 
expressive manner -  attempting to promote a more active social engagement 
among visitors in public spaces.
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2.2 M obile guides, navigation and control

In this research, we are particularly interested in public spaces such as the Hafod- 
Morfa Copperworks, where people are able to explore and learn about a space. 
There is a large and growing interest in the research area of location-based mobile 
guides, with attempts being made to develop fundamental principles [29] that 
these kinds of systems should adhere to.

Abowd et al. were one of the first to consider outdoor, location-based, context- 
aware mobile guides [1]. Cyberguide was a mobile guide, helping users understand 
and navigate unfamiliar public places. Many of the initial mobile guides followed 
a similar service-based design approach [133], providing maps and other on-screen 
information to aid people in understanding and navigation.

Over the coming years, some researchers opted for designing more engag­
ing mixed-reality experiences, trialling new technologies of different shapes and 
sizes [130]. Some guides began offering collaborative experiences, mainly for chil­
dren or young students [3, 5, 27]. However, when focusing on the majority of 
recent, mainstream, handheld mobile guides, we can see that many are still, per­
haps, lacking in some of the more exciting interactions that are possible [81]. 
Kenteris et al. conducted a survey of mobile guides in 2011. Although the sur­
vey fails to take note of some of the later smartphone type experiences, it gives 
a good account of the period when mobile guides were becoming mainstream 
and widely available. The survey details that the majority of mainstream mo­
bile guides feature a map, allowing a user to discover points of interest and then 
navigate towards them if they wish. Chittaro et al. [37] also claim, “Supporting 
users’ navigation is a fundamental feature of mobile guides.” It is clear then, 
that navigation is an important aspect of mobile guides that we must take into 
consideration.

2.2.1 A pproaches to  navigation

Before discussing mobile guides further, we will first begin by clarifying the sep­
arate terms navigation, guidance and control. Navigation implies that there is 
some known end location that a person is attempting to arrive at, and does so by
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ascertaining their own location and following a particular route to the destina­
tion. As previously discussed, there are many ways in which a mobile device can 
determine location, so very often, when using a mobile device, the user is simply 
left with the task of following a route. Guidance is the act of a technology aid 
or other third-party directing or positioning a user through providing a route. It 
is concerned mainly with the kinds of instructions that are received by the user, 
and how they are interpreted. Finally, in terms of remote guidance, control is 
the method by which the guidance is given. It is concerned with the commands 
that are sent, and how they are transformed into instructions.

Mobile navigation appears in many different forms; from usage in cars [142], 
to cycling [123] and walking in public spaces [117]. Although designed differently, 
they are all concerned with getting a user from A to B. This is the aim of most 
navigation aids, though we must remember that we are attempting to design 
place-based experiences. Although we intend on allowing users to navigate from 
A to B, we must also consider the experience of being guided. This includes 
using serendipitous discovery and selection techniques such as those described 
in [117, 123]. We must also consider what kinds of instructions the user will 
receive, and also how they will be controlled.

Traditionally, most mobile navigation aids provide automated guidance, cal­
culated and controlled by a computer. This kind of interaction is desirable in 
many situations, as it often very fast, accurate and reliable. However, we must 
again consider here, that we are trying to promote a more active engagement 
amongst people in the same place. It is not particularly desirable, then, to have 
visitors passively staring at their screen, following automated routes that will 
take them from one point of interest (POI) to the next. Perhaps, with some 
thought, we can attem pt make the navigation element more socially engaging.

We propose that in these situations, it may be beneficial to have a human that 
manually provides guidance. Humans have been used as controllers in remote 
guidance before [8], though mainly to aid visually impaired people. There are 
many reasons why human controllers could be beneficial to social engagement. 
Firstly, the human controller may have expert knowledge of a location, and be 
able to guide a user on different routes, to different POIs. There is evidence to 
suggest that the use of mobile guides encourages people to visit rare and obscure
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POIs [141]. Secondly, humans are better at understanding social conventions, 
knowing how to provoke or excite people, and also when to avoid conflict or 
danger. We also argue that it is comforting when being guided by a person, 
based on the fact that quite often, we contact friends or family for directions 
when we are lost. Although there is an abundance of research and related work 
regarding navigation, very little of it focuses on one human user being controlled 
or guided by another.

G uiding techniques

As previously discussed in Section 2.2, many mobile guides are map-based. Typi­
cally, when guiding users, these maps display a suggested route, direction or path 
that the user should follow. Whilst maps provide a good representation of an area 
from a geocentric perspective, they do not always provide a good representation 
of what a user observes from an egocentric perspective [37].

There have been numerous attem pts at multimodal navigation using feedback 
aimed at the user’s perspective on the ground, e.g. [37, 94, 116]. Jones et al. [77] 
discuss a mobile application where a user is guided by a simple audio player, 
providing cues by panning music to the left and right ear. Audio Bubbles [94] 
was another attem pt at audio navigation that uses simple non-speech sounds 
to signify proximity to a point of interest. The work builds on earlier audio 
navigation research [69, 136], though removes the need for stereo headphones, 
by instead using a one-dimensional Geiger Counter metaphor. Another method 
of eyes-free navigation from the users perspective is discussed by Robinson et 
al. [116], this time using the haptic modality. Vibrations were used when a user 
pointed in the correct direction to move.

However, for navigation over a small area, arrows have also been found to be 
a simple, unambiguous, egocentric instruction which are easy to interpret [37]. 
Here, the researchers compared three different approaches to displaying guiding 
instructions to user, using audio with a mixture of visual feedback such as maps, 
photographs and arrows. The results of this research concluded that participants 
performed significantly better when arrows and photographs were used, though 
“the combination of map and photographs was highly preferred by users. ” Arrows
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and photographs have similarly been used in museum navigation before [152], 
though projected from a handheld pico projector.

2.2.2 D iscovery, selection  and control mechanisms

In our location-based experiences we wish for people to be able to interact with 
certain objects, artefacts, monuments and people in the real world. Because 
there could potentially be many interactive entities in one space, we need a good 
way of determining which one we would actually like to interact with. Research 
exists on ‘Interaction with Web Services through Associated Real World Ob­
jects’ [23], although we focus less on the commercial aspect of things and discuss 
the best method of interaction for an outdoor guide. The idea of our exhibits 
being controllable and interconnected relates closely to the concept of the ‘In­
ternet of Things’ [144], where the future Internet will consist of many different 
aspects. One of these aspects involves interaction with real world objects that 
are interconnected, some of which include objects that can read the world and 
think for themselves. In our quest to understand discovery, selection and control 
mechanisms, we discuss a number of example mobile applications that employ 
different mechanisms, providing different user experiences.

The Ambient Wood [119] project is a system that is entirely focused on fa­
cilitating learning for students through scientific investigation opportunities and 
augmented reality in a wooded area. The system comprises of two different types 
of augmented reality. The first is like many others we have previously mentioned; 
live information and graphics being displayed through a mobile device screen. 
The second type of augmentation is that of an audio nature, where sounds are 
played back from predefined loudspeakers situated throughout the wooded area. 
This augmentation could either be student initiated or automatically environmen­
tally initiated. When conducting their user studies, Rogers et al. noticed that 
student initiated augmentation seemed to encourage more collaboration as op­
posed to environmentally triggered augmentation. This was due to the fact that 
students often missed the environmentally triggered sounds as their attention 
was elsewhere. The dangers of information overload were discussed as a possi­
ble problem with that particular implementation of the system. The researchers
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then tried another approach where students were alerted on their mobile devices 
and could choose whether they wanted to hear environmentally triggered sounds. 
This version showed a vast improvement in student recognition of environmen­
tally initiated augmentation.

Yiannoutsou et al. [161] discuss two mobile museum games which catered for 
both children and adults. The simpler Donation game allowed young children 
to explore the museum, gaining clues from exhibits through RFID tags along 
the way. These clues would then point them to a final answer. This is similar 
to a game presented by Ceipidor et al. [32], though using QR codes instead 
of RFID tags. The adult game named Museum Scrabble, is of slightly higher 
difficulty, requiring users to find exhibits that are closely linked in the museum. 
The more closely linked two items are, the higher the points the person scores. 
This game once again employs selection through RFID tags. In both of these 
games, collaboration was encouraged, prompting users to share answers that 
they had found.

Although we have only provided a small number of examples here, there are 
in fact a whole range of ways to select, gain access to and control location-based 
content. In the following sections, we discuss some of these interaction techniques 
in more detail, weighing up their pros and cons.

R FID  /  NFC

NFC and RFID technologies have existed for a number of years, but are only 
recently being exploited on mobile devices. Due to the fact that these technologies 
are relatively new in the mainstream mobile market, there is often confusion 
over what the technology is, how to use it, or whether one’s device actually has 
the capability of interacting. In an attem pt to improve accessibility to these 
technologies, some researchers have run user studies to determine how best users 
may be guided and learn how to use such technologies [24].

Both RFID and NFC technologies have previously been used in the tourism 
context. One of the more interesting applications of RFID technology in the 
tourism domain was an interactive tour guide system, where each visitor was 
given pieces of paper which acted as the Glue [55]. In this experience, visitors
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traveled from place to place with paper clues containing RFID tags on them. 
The RFID tag could be scanned at different points to interact with exhibits, 
providing new clues along the way. Results showed that visitors were engaged 
with the task delegated to them and were able to make connections between 
points in their visit, showing a coherent experience. Another instance of using 
RFID tags to interact with exhibits is described by Mantyjarvi et al. [90]. The 
level of interaction in this research was then further developed by allowing users 
to tilt their mobile device to select, navigate or activate interface items that were 
available. The purpose of this research was to try and employ a natural feeling 
set of interaction techniques.

RFID and NFC technologies have many applications. The examples we have 
mentioned so far have involved handheld devices and objects containing RFID 
tags. Other research has explored the possibility of wearables, where the users 
themselves wear the RFID tags [28]. This would allow objects to seamlessly in­
teract with users as they approach. The results of Cafaro et al’s [28] research 
revealed that response time can become a large problem in wearable RFID in­
terfaces, concluding that such issues needed to be overcome before the system is 
practical for use in the wild.

An example of an NFC system is Touch & Interact [65]. Here, NFC tags were 
used in an array formation under a projected display, where users were able to 
interact with different parts of a map using their NFC enabled mobile devices.

Each of the previous examples demonstrate that RFID and NFC are a vi­
able way of determining a particular object that a user wants to interact with. 
However, unlike in other countries such as Korea [39], RFID & NFC technol­
ogy is not hugely popular with mobile device users in the United Kingdom, and 
on the whole, support does not appear to be improving. For this reason, radio 
technologies such as RFID and NFC do not appear to be good solutions.

Pointing

Of the three interaction techniques we cover here, pointing appears to be the 
most common identification interaction technique in tourist/outdoor guide appli­
cations. Intuitively, when in the company of other individuals, we often point at
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entities we are trying to describe, identify or query. In terms of augmented real­
ity or image recognition [5, 38, 44, 148], pointing is a very well suited interaction 
technique. The user looks at the device screen, at the same time the lens of the 
device facing the scene the user wishes to augment or capture. This is an obvious 
example of pointing, but there are also more obscure methods of pointing that 
fit our aim of trying to determine which objects a user wishes to interact with.

Researchers from Simon Fraser University and Dalhousie University of Canada, 
have explored using infrared technology as a way of determining device identity 
[138, 139]. The technology works by the means of an infrared emitter which is 
the pointing device, and an infrared receiver on the device the user wishes to 
identify. The intended aim of this project was to determine device identity easily, 
so that data may then be transferred to the identified device via wifi. This idea 
of using infrared for pointing is a good one, as infrared rays travel in straight 
lines (wherever they are directed to do so).

Delving into the some of the more experimental and not so well established 
pointing technologies, we find VisionWand [30]. Vision Wand is described as an 
interaction technique for large displays, ‘using a passive wand tracked in 3D.’ 
The motivation for this project was to see if a new and improved kind of in­
put technology could be developed for large displays. This solution, however, is 
rather unattractive to us as the wand contains no sensors of its own, requiring an 
array of cameras and additional technology to carry out the tracking. All of the 
movement detection is carried out through computer vision technology by two 
cameras situated behind and beside the wand user. Inherently, one of the issues 
with this kind of technique is the possibility of the wand user or other individuals 
breaking the line of sight from the camera. In terms of a solution to part of an 
outdoor tourist attraction such as the Hafod-Morfa Copperworks, this technology 
is probably not a good approach, as the area is likely to get crowded at times, 
rendering this technology completely unusable.

Another experimental technology tha t involves pointing—and also obstruction— 
is [35]. In this example, light is the pointing mechanism and is sourced from a 
handheld torch. The user turns the torch on and points at the projected screen, 
using the torch as a selection and manipulation device. The light position and 
behaviour on the projection plane is interpreted by a camera. This camera also
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detects obstruction and can draw shadow representations of the obstruction to 
the screen when needed. The technology was developed as a toy for child’s play, 
although it’s easy to see the attraction of this simplistic implementation in a 
tourist setting. However, this technology is again very bulky and resource heavy.

From studying previous point-based approaches on a mobile device, it would 
seem that the best solution—especially when outdoors—would be to use GPS 
to determine location and a digital compass to measure heading. This kind of 
interaction technique is commonly used, is lightweight and does not suffer from 
the obstruction problems we have mentioned here.

QR /  Barcode

Barcodes and QR codes are very useful for storing and retrieving small amounts 
of basic data such as text, numbers and URLs. Whilst barcodes were designed to 
work with a laser scanner, QR codes are inherently more useful to mobile device 
users as they can be detected through a camera lens.

QR codes are essentially two-dimensional barcodes that allow for a much 
greater storage capacity. The capacity of each code is dependant upon the version 
(size of the grid), the character set used and the error correction level. Most 
commonly, QR codes are used to store URLs to websites. As previously discussed, 
QR codes are detected through image recognition. To detect a code, a user 
requires a mobile device with a camera and then an application that can interpret 
the photo. Although barcodes were originally designed to be detected by a laser, 
barcodes now too, can be detected using similar image recognition techniques.

In a research paper similar to the previously mentioned RFID paper clue 
game [55], Ceipidor et al. [32] developed a QR code clue game where young 
students had to answer historical questions by finding the related artefact and 
scanning the QR code below it. When the correct code was scanned, the answer 
to the question was revealed to the student. With each clue, the student would 
also gain a secret letter. These letters would then form a word at the end of the 
game. The student’s final goal was to find this word.

W ith an increasing number of mobiles featuring cameras—providing the ca­
pability of reading QR codes—it would seem a useful interaction technique.
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2.3 Face-on interaction

In this research, we are interested in developing technologies tha t promote a 
more socially active engagement between visitors. For this reason, we would like 
to divert attention away from the technology and mobile device screen as much 
as possible. Rather, while engaging with our interventions, we would prefer if 
visitors were able to focus their attention on their surroundings and the people 
who populate it. We would like visitors to interact, face-on. We believe that there 
are a number of ways in which we can design our interventions to encourage this 
kind of behaviour. Here, we present a mixture of existing eyes-free and heads-up 
interaction research, concluding with considerations on how these findings may 
help promote future face-on interaction.

2.3.1 Exploring eyes-free & heads-up in teractions

There are many reasons why designers may want to design for eyes-free, heads- 
up interactions. Designers reasons range from safety critical [89]—focusing visual 
attention in the right places—to experience-based [113] -  allowing users to look 
around at the world and “get on with their lives whilst using the technology” [21]. 
Robinson’s experience-based angle sets out a similar vision to ours, believing 
that,

“our focus should not be constantly and solely on the device we are 
using, but fused with an experience of the places themselves, and the 
people who inhabit them .” [113]

By developing and evaluating a range of new and novel ‘eyes-off’ interaction 
techniques, Robinson was able to demonstrate how these kinds of interactions 
can support exploration and improve the user experience.

Eyes-free m odalities

Considering first, eyes-free interactions. Oakley and Park remark that,
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“The fundamental motivation for eyes-free interaction is that as it 
leaves visual attention unoccupied, users are free to perform additional 
tasks.” [100]

Both the audio and haptic modalities are well suited to eyes-free interaction, 
as they require little or no visual attention from the mobile device. This is true of 
both modalities, as inputs and outputs. While visual feedback is often considered 
a necessary, corner stone to mobile computing—with the audio and haptic modal­
ities seen as complimentary [160]—there are in fact many examples of mobile 
systems that consist purely of eyes-free, audio and haptic interactions [78, 156].

Audio has been used for a range of basic, eyes-free feedback mechanisms in 
user interfaces. These include things such as task progression [41] and notification 
events [121]. More recently, commercial mobile devices have become capable of 
rendering spatial audio [145]. Vazquez-Alvarez and Brewster ran a user study 
with one of these early devices, testing the user perceived error of directional 
sound. Each participant was asked to listen to a number of sounds and then 
point to the direction the sound originated from immediately after. The study 
showed that participants could quite accurately detect 45° intervals of sound in 
the front 180°, proving that mobile devices were indeed beginning to simulate 
three-dimensional audio to a fairly acceptable standard. The advent of spatial 
audio led to a number of new experiences, including soundscape exploration [135], 
new eyes-free navigation techniques [136] and improved conference calling [47].

In this thesis, we are particularly interested in explorative, experience-based 
approaches. A good example of such an approach is the Roaring Navigator [135]. 
Here, users were able to explore a real zoo, hearing the physical locations of 
animals through headphones. Users could then decide whether they wanted to 
walk towards the origin of the sound, discovering the animal. Other researchers 
have recreated similar environments, presenting a virtual zoo that users can walk 
around [66]. This, and many other previous systems have used a digital compass 
on the user’s headphones to measure their orientation, though Heller et al. [68] 
argue that it is just as useful—and perhaps, simpler—taking device orientation 
measurements, as users tend to direct their devices in front of themselves.
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All of the systems we have described so far have made use of headphones. 
There are, however, also opportunities to use loudspeakers in eyes-free interac­
tions. Ardito et al. developed Explore! [4], placing a speaker in children’s back­
packs, which were then activated by changing locations when walking around. 
The children had to try and map the area based on these sounds and other clues. 
Another educational mobile game experience— Ambient Wood [119]—embedded 
speakers in the environment, which were then triggered during activities.

Similar to previously discussed interface-based audio research [41, 121], other 
researchers have also looked at haptic feedback methods for eyes-free interactions 
with touch screen interfaces, rendering progress bars and scroll bars through 
piezoelectric actuators [85]. Again, similarly to audio-based research motivated 
by eyes-free interactions, haptic feedback has also been used for target finding and 
navigation. In [114] Robinson et al. investigated the difference in finding a target 
using both visual and haptic navigational cues. They discovered from their study 
that haptic feedback had very similar target finding results to visual feedback in 
2/3 cases, proving it as a good modality to aid navigation. The researchers also 
concluded tha t the eyes-free navigational method of haptic cues allowed users to 
carry on communicating and avoiding without ever needing to look at the mobile 
device screen. This research was later further developed [117] by allowing users 
multiple choices of what route to take. Instead of a user following a vibration at 
a single point, if multiple routes were detected, the device would vibrate over a 
larger area indicating to the user that they may head anywhere in that direction. 
As well as mobile haptics, researchers have also looked at eyes-free interaction 
techniques for wearables, demonstrating an “effective alternative to visual-centric 
interface designs on mobile devices. ” [22]

Considering, again, experience-based approaches that are more similar to our 
mobile guide scenario, McGookin et al. [95] developed Virtual Excavator, a mul­
timodal location-based experience. In this system, previous archeological finds 
were geolocated at an unstewarded heritage site. Users of the system were encour­
aged to physically explore the site and uncover these finds. When a user stumbled 
upon the location of an artefact, the device would vibrate. Further haptic input 
was then encouraged, with users required to shake the mobile, simulating digging 
and uncovering the find.

27



2. Background

H eads-up displays

When referring to the term ‘heads-up’ interaction, researchers are most often 
referring to visual interfaces. In many of these cases, researchers are not at­
tempting to remove the visual modality entirely, rather, visual feedback is moved 
away from a device screen and is placed within the user’s line of sight. Simply 
put, the user is able to continue carrying out a task without having to glance 
away at a screen. While many of the previous audio and haptic approaches we 
have already discussed could indeed be considered as heads-up, our specific focus 
here is on heads-up visual interactions.

The earliest mention of heads-up displays (HUD) appears in aviation [154], 
where pilots requested that vital information be displayed in front of them. This 
is a safety critical design, which has also been applied in otlmr areas of trans­
portation, including cars [89]. In both of these situations, the user’s attention is 
best placed on the direction they are travelling in, so it is desirable for important 
information to be displayed in the user’s direct line of sight.

It has been argued by many researchers that mobile devices introduce ‘frag­
mentation of attention’ [102], with users slowing down to write text messages and 
withdrawing from less important tasks. Designers have looked at addressing these 
concerns in a number of ways, including showing a live camera image behind a 
text message, allowing users to Walk and Text1. More recently, technologies such 
as Microsoft HoloLens [96] and Google Glass [60] have appeared. Unlike many 
wearable displays that attempt to immerse a user in virtual reality [62], Google 
Glass and Microsoft HoloLense are lightweight wearables that augment the real 
world, allowing a user to carry on their daily life, uninhibited.

Perhaps, a more established and common form of heads-up display is digital 
projection. Just like wearables, projectors can be portable, and can project onto 
a whole range of different surfaces. Bert Bongers [19] was one of the first to 
realise the potential of the projector, taking it outside of its intended context, 
projecting ‘gateways to alternate realities’ in the streets. Now, many years on, 
public outdoor performances often include the use of large-scale projections in a

1h t tp s : / /p la y .g o o g le . com /store/apps/deta ils? id= com . incorporateapps.w alktext 
- Walk and Text (Type n Walk)
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similar way (see pro jectionartw orks.com ).

In our scenario, there are multiple benefits of using a projector as opposed 
to a wearable heads-up display. The main advantage is that instead of a single 
user witnessing the visualisations, many more people can witness a projection at 
once, allowing for shared, collaborative experiences. Of the range of commercially 
available projectors, pico-projectors are both lightweight and affordable, making 
them particularly useful for such purposes. Research has already begun to realise 
the potential of handheld projectors in a collaborative context [115]. The focus 
of Picotales was to allow users to collaboratively author stories through drawing 
and animating projections by moving the projections around accordingly. There 
is also a possibility of allowing multiple users to stream image or video through 
a peephole system similar to that mentioned in [88]. With many different users, 
each with a pico projector, one could quickly build collaborative, large-scale dis­
plays. This has already been done with conventional mobile displays [131], and 
also more experimental displays [34]. Integrated projection may be widely avail­
able to mobile device users in the near future [159], making such scenarios a 
compelling use case for heads-up displays.

2.3.2 Encouraging face-on interactions

To foster a face-on experience amongst visitors at the Hafod-Morfa Copper works, 
we need to move the focus away from the technology by ensuring that interactions 
do not happen around a small device screen -  we need interaction to occur outside 
of the device. Cabrera et al. [27] remark that guided tours and similar technologies 
are often built around the mobile device, and not around the physical space they 
are intended to be used in. If there is too much focus on the technology, it 
may detract all attention from the actual exhibit, people and location [43]. We 
want our experiences to be deeply embedded in the place, with as little focus as 
possible on the technology. It is clear, then, that we need to employ a range of 
eyes-free and heads-up interaction techniques to encourage a face-on experience.

We have already seen from a number of previous examples [4, 95, 115], that 
moving attention away from a device screen can be a good way of facilitating 
collaboration. Large-scale visual displays such as projection, and spatial audio
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interfaces both appear to be popular ways of trying to divert attention outside 
of the screen, encouraging users to look around them. Haptic feedback such as 
vibrations also allow users to accomplish tasks without a mobile device screen. 
Gestures have then been used a method for eyes-free, heads-up input, allowing 
exploration of physical spaces [113] and interaction with interfaces [95]. We will 
make use of the range of modalities that we have, considering also possibilities of 
interacting with internet connected peripherals, outside of the device.

2.4 Socio-spatial interaction

In this thesis, we are interested in the use of technology to promote engagement 
in public spaces. In our particular case, we focus on the digital regeneration 
of the Hafod-Morfa Copperworks, encouraging people to visit and use the site, 
and to start conversations when they arrive there. As argued by Bederson [9], 
one of the main reasons people go to museum is for a social experience. To 
enhance our chances of designing successful interventions, we must first gain some 
understanding of socio-spatial interaction, and how certain theories and related 
work may be able to help us to develop such interventions.

Ishii and Ulmer presented an early vision of interacting with the world when 
we are out-and-about, rather than interacting directly with a computer inter­
face [71]. Weiser also had a similar vision of ubiquitous computing [155], though 
with computers invisible to the eye -  hidden from view. The term ‘embodiment’ 
has been used by Dourish [49], to draw together the two similar themes of tan­
gible and social computing. Embodiment plays a particularly important role in 
phenomenology -  explaining how we perceive, experience and act in the world 
around us.

Hornecker and Buur [70] draw on previous research, presenting four themes to 
help evaluate tangible interactions in physical spaces. The framework discusses 
ways of evaluating tangible manipulations, spatial interaction, embodied facilita­
tion and expressive representation. Spatial interaction and embodied facilitation 
are useful for providing insights relevant to the broader area of embodied interac­
tion, useful for understanding and supporting social interaction. The remaining 
themes address social interaction in a more indirect way. Their definition of the
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tangible design space is purposely left broad, encompassing such characteristics 
as ‘tangibility and materiality’, ‘embodied interaction’ and ‘embeddedness in real 
space.’

Technology designers have been concerned now for some time with social 
interactions mediated by technology in public spaces. An early example of such 
an experience is Bederson’s collaborative audio exhibit in a museum [9]. The 
technology allowed groups of visitors to walk up to an exhibit together, which then 
triggered an audio description. After visitors had walked away from the exhibit, 
the audio description stopped. A similar approach has more recently been used 
in a Denmark art museum, also attempting to facilitate a more social experience. 
The Sound of Art [83] encouraged visitors into a small physical space—marked 
out by a circle—to hear audio descriptions. The sound was directed from above 
in such a manner tha t only visitors standing in that particular circle could hear 
the audio. Both of these examples are concerned with being part of a shared 
experience in a small, confined space.

Researchers have also commented that in publicly accessible experiences, there 
is a potential for strangers to come together and collaborate [92]. Marshall et 
al. suggest that in these scenarios, users are not dependent on. any particular 
person in a collaborative system, and that the goal is not too personal that users 
will shy away. In contrast to this view, however, Benford et al. [16] recommend 
“deliberately and systematically creating uncomfortable interactions as part of 

powerful cultural experiences. ” They suggest tha t designers may want to include 
discomfort through visceral, cultural, intimate and controlled experiences, “not 
to cause long term suffering or pain, but rather to underpin positive design values 
related to entertainment, enlightenment and sociality. ”

In the following sections, we discuss existing methods of community engage­
ment and regeneration using technology, and also explain our reasoning for design­
ing and evaluating our interventions from a performative perspective -  creating 
spectacles and trajectories, and encouraging visitors to take a more active role 
during visits.
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2.4.1 C om m unity engagem ent and regeneration

During its heyday, the Hafod-Morfa Copperworks and surrounding industry was 
once the heart of the Lower-Swansea Valley community. The works would have 
been visible from miles away, with plenty of noise and activity occurring at all 
times of day. Now that the copperworks have been closed for some time, the area 
occupies an eerie feel. An area that was once so densely populated and full of life 
is now desolate.

At the Hafod-Morfa Copperworks, as well as building experiences that can 
serve tourists the information and interactions they request, we are also interested 
in building and facilitating a framework for communication amongst the local 
community. There are a number of such research projects where attempts have 
been made to rebuild communities through the use of novel technologies [107, 
110, 160]. The reasons for each of these projects range from engaging younger 
individuals in community developments, to trying to build or rebuild distant 
communities. Our motivation stems from trying to attract people into and make 
use of an important area of a communitj" that has been long forgotten.

The first of the aforementioned projects [107] focused on the design and devel­
opment of a system to support local community communications. The reason for 
this was due to the community’s organisation and communication usually being 
kept private and out of view from the public. Due to the nature of this private 
communication, information is often lost and no other record of communication 
is kept. For community issues, the researchers believed that there should be a 
central system where all local community related communication could be car­
ried out. This would ensure tha t the local community were kept up to date with 
goings on and public announcements. Through an iterative design cycle, situated 
public touch screen displays were deployed, along with a mobile interface design 
for phones. Both of these methods allowed the local community to read and leave 
quick messages. A more complex system was then provided for internet users on 
their home computers, allowing the community to moderate the system and gain 
a deeper experience of the ongoing communication. At first it seemed that the 
situated display was fairly popular, although after the first email digest was sent 
to members of the community, the web usage statistics soared far beyond the
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display’s usage ones, and remained steady. The situated display’s initial burst of 
usage was most likely due to the novelty of the technology, which quickly wore 
off. An analysis of the messages left by users on the display showed that they 
were often either private or relevant to a small group of people. The messages 
left on the display were noted to have a different nature to those left online and 
were often not very serious. From this research we can conclude that situated dis­
plays can potentially offer fun interaction, but are perhaps less useful for serious 
community building and communication.

Another similar project is presented by Yamada et al. -  the YeTi system [160]. 
Just like [107], this project focused largely on the concept of community building, 
with its main intent on discovering who is using the system and how. Unfortu­
nately, unlike the previously mentioned user study tha t was conducted in-the- 
wild, the user tests conducted in [160] were lab studies containing mainly staff 
from technology departments. Yamada et al. did provide statistical usage of the 
large display, although we consider these statistics less useful, as the user-base in 
this experiment is not a good reflection of our target audience. It is also worth 
noting that the remote communities that the study attem pts to bring together 
are ones that are located in Japan and the USA. Techniques that we will consider 
will focus more on bridging the community in a more collocated manner.

Other research has discussed the potential use of mobile blogging to articulate 
community messages [110]. The aim of the Moblogging and Belonging project was 
to encourage young people to think of their media practices as part of their com­
munity rather than just personal experiences. Richardson et al. concluded from 
their investigation that mobile blogging did indeed have the potential to be a good 
medium for social inclusion. Since this paper was written, many developments 
have occurred, such as the introduction of smartphones, increased connectivity 
and cross-compatible social network applications. These developments have all 
helped boost the profile of mobile blogging, and with the widespread availability 
of localisation in smartphones, the idea of local and community driven posts is 
becoming more popular. Social networks have a huge influence on the way we 
currently communicate online. If we were to pursue the idea of bridging the com­
munity remotely, it would be so through social networking. A physical link to 
these web services at the Copperworks could boost community communication.
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Considering these previous examples, it is clear tha t we must choose the way 
in which people use our technologies to communicate very carefully. We can think 
of the means of communication that we choose as a ‘Social Proxy’ [46]. As De- 
Paula discusses, we have to make design decisions very carefully in a ‘community- 
centered design’ approach, where we not only focus on the human-computer inter­
action but also the human-human interaction that is mediated by the technology. 
For the design to be successful, we must follow an iterative design approach that 
involves field studies of potential system users.

2.4.2 Perform ative engagem ent

To begin, the terms ‘performative’ and ‘performance’ have been interpreted in 
many different ways by different groups of people. This problem has been dis­
cussed in some depth by Spence et al. [134], who have attempted to classify 
the field of ‘performative experience design’ by reviewing the human-computer 
interaction literature that focuses primarily on performance. The researchers 
remark,

“Until we sort out what we mean when we invoke ‘perform ancew e  
will fail to realise more than a tiny fraction of performance’s enormous 
potential to contribute to and engage with the work in this area, or to 
identify new fields in the spaces between HCI and performance. ” [134]

Following Spence et al.’s performative experience design taxonomy, we con­
sider that our work here is primarily concerned with staging and engagement 
Similar to other works in this area, we identify those involved in the experiences 
as ‘performers’, ‘spectators’ and ‘bystanders’ [14, 48, 108]. When in front of 
another person, we become part of a performance [57], where we can choose to 
acknowledge each others actions and engage in focused interaction [58], or con­
tinue in unfocused interaction by blending in. Users who interact directly with 
the system are referred to as performers. When others are aware of the situation 
and are in focused interaction [58], we refer to them as spectators. Otherwise, 
we refer to them as bystanders, who may become engaged at some point in time. 
This complex relationship, and the transition between each state has previously
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been explored by Sheridan et al. [132], differentiating between witting and un­
witting spectators (audience and bystanders), and performers and participants 
(in control and taking part). The relationship between the user, system and 
spectator in a performance has also been discussed in depth by Dalsgaard and 
Hansen [42]. Here, the term performing perception is used to describe how the 
user is “simultaneously engaged in three actions” - the act of interacting, the act 
of performing and the act of perceiving. These three acts relate to being “the 
operator of the system, the performer for people present, and the spectator of the 
action in her immediate surroundings” respectively.

Much of the literature regarding the design and evaluation of artistic instal­
lations focuses on the theme of performance. The humanaquarium [140] is one 
such project, where the designers themselves became performers, improvising mu­
sic from an acrylic box. Bystanders were able to engage with the performance, 
controlling the output by making contact with the touch sensitive front. Over 
the course of a year, the designers were able to “gradually re-imagine content 
and interaction strategies in response to a deepening understanding of the design 
space gained through performing the work in public” [140]. The design of other 
ubiquitous, performative experiences is a topic that has been discussed in depth 
by Jacucci et al. [73].

Extravagant, expressive perform ances

Technologically mediated performances appear in many forms -  from discreet to 
extravagant. Thanks the Reeves et al., we are able to classify a performance 
based on its observability to spectators [108]. This is particularly useful to us, as 
we would like to design experiences that will draw in and engage bystanders. In 
this taxonomy, a performance or interaction can be categorised into one of four 
classes: secretive, suspenseful, magical and expressive (see Fig. 2.1).

Each class is determined by the observability of both the manipulation and 
effect with regard to the spectator. A performance with hidden manipulations 
and effects can be considered as secretive, where as a performance with ampli­
fied manipulations and effects can be considered expressive. We are particularly 
interested in expressive performances, where we would like to draw bystanders
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Figure 2.1: Reeves et al. spectator observability taxonomy. [108]

into focused interaction with the performers and performance, effectively mak­
ing them spectators. To make such experiences accessible to both performers and 
spectators, Hornecker and Buur stress the importance of a “clear relation between 
actions and their effects” [70]. In most cases, short-lived performative interac­
tions can be thought of as a single class, but Benford et al. [13] demonstrated 
that more complex, longer interactions can successfully cover all four classes in 
the taxonomy.

The acceptability of gesturing in public is a topic that has been covered in 
depth by Rico et al. [111]. Further work has also touched on the social accept­
ability of multimodal performance in public spaces [157].

From consumer to  producer

At public, outdoor attractions such as heritage sites, visitors are often encour­
aged to behave as consumers. When visitors arrive at a site, they expect to play 
a passive role, exploring the space and absorbing the information that is present 
there. While this kind of model is very popular among standard location-based 
guides, it is perhaps lacking from a participation perspective. Bagnall [6] argues 
that when visiting these sites, consumption alone is not enough. She argues for 
the importance of playing a more active role in these visits -  with performance
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and performativity appearing as “key social practices. ” Bagnall studied a number 
of performative experiences at heritage sites, with actors re-enacting past events 
for visitors. It was claimed that such performative experiences helped stimu­
late reminiscence through emotionally engaging visitors. She later remarks that 
“the relationship between visitors and the sites is based as much on emotion and 
imagination as it is on cognition. ” When designing a performative experience, 
Bagnall suggests,

“It is the physicality of the experience, the capacity of the sites to en­
gage and stimulate a whole range of physical and sensory experiences, 
and the way the sites engage visitors on an emotional level that is 
important. ” [6]

Though the performances Bagnall studied were of a more traditional, theatri­
cal nature, we believe that these same values hold for technologically mediated 
performative experiences. By playing a more active role at the Hafod-Morfa 
Copperworks—performing with imagery and sounds of the past—we hope to en­
courage reminiscence in a similar way. Additionally, by making these experiences 
both extravagant and expressive, we hope that not only will visitors shape their 
own experiences, but also the experiences of others around them.

As identified by Sheridan et al. [132], getting people to wittingly participate 
and perform in a performance can be a difficult task. In an attem pt to ease this 
transition, we will set the entry level low, with visitors able to access and control 
the performance easily.

2.5 Conclusions

In this chapter we have reviewed the previous related work in this area, situating 
our research within the field. Our goal in this thesis is to investigate the underex­
plored design space of performative, extravagant, expressive mobile place-based 
experiences, which encompasses a number of different themes.

With the advent of smartphones, GPS and widespread internet-connectivity, 
a range of useful location-based services and mobile guides have began to appear.
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While these services provide a useful utility, most are lacking in some of the more 
exciting interactions that are now possible with mobile devices. Researchers have 
been quick to realises this, with many now designing location-based experiences 
-  moving beyond core information services. Rather than providing hard informa­
tion, location-based experiences focus on providing a fun and enjoyable experience 
for users, interacting in new and different ways. In this thesis, we attempt to ex­
tend this design space of location-based experiences, introducing new and novel 
experiences that make use of a number of existing mobile and internet-connected 
technologies, combining, applying and presenting them in new ways.

The main issue that this thesis aims to address, is that the majority of mobile 
location-based experiences still place a large amount of attention on the screen 
or headphones, failing to cater for more social experiences. We argue that one of 
the main reasons people visit places such as heritage sites and museums is to have 
a social experience [9]. These people want to look up at the world and converse 
with each other -  they do not want to be divided by technology. To combat 
these concerns, we have looked at a number of heads-up, eyes-free interaction 
techniques. The reason for using these techniques is to remove the focus from the 
technology, and to place it back on the environment, and the people contained 
within it. People should be able to enjoy face-on, shared, collocated experiences, 
uninhibited by a mobile device screen or headphones.

Approaching from our Hafod-Morfa Copperworks regeneration perspective, 
we have looked at a number of past and existing community interventions that 
attem pt to bridge communities and foster social engagement. We then looked to 
a theory-based approach. To encourage a more active social engagement while 
face-on, we have considered the potential design and evaluation of our mobile 
interventions from a performative perspective. We have discussed our reasoning 
for extravagant, expressive performances, and have also argued why performance 
and performativity are particularly relevant in the heritage context.

After reviewing the related work—to our knowledge—there appears to be little 
mention of mobile controlled performative experiences in public spaces. That is, 
using a personal mobile device as a control, manipulating public, extravagant, 
expressive effects. This thesis is a first step to understanding these kinds of 
interactions, and how they may encourage a more social active engagement.
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Approach & M ethodology

As active members of the Cu@Swansea project (see Section 1.3), we have been 
heavily involved in much of the process, attending meetings, workshops, open- 
days and a range of other events related to the project. Throughout our research, 
the entire project has been a lens through which to develop ideas, engaging with 
and shaping the final outcome of this work. The Hafod-Morfa Copperworks is a 
kind of living laboratory, where things are continually changing and evolving. At 
the beginning of this project there was no interpretation on-site. Even now at the 
time of publishing, the site is by no means a finished, curated piece of heritage. 
Designing our interactions within an evolving space has allowed our ideas to 
coevolve with and shape the project, and although none of our interventions up 
to this point have been permanent installations, they will have had some impact 
on the way visitors experienced or now perceive the area.

The methodology and approaches outlined in this chapter are heavily influ­
enced by the fact that the work in this thesis forms a multidisciplinary PhD, 
crossing boundaries between modern history, computer science and social sci­
ence. In this work, we have an important duty to be respectful and preserve the 
significant history at the Hafod-Morfa Copperworks, at the same time, conceptu­
alising novel and engaging technologies that use this rich heritage to its advantage 
-  encouraging conversations and social regeneration.

The following chapter describes our design approach, conceptual framework 
and outlines the selected research methods and approaches applied during the 
experimentation and evaluation of the prototypes within this thesis.
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3.1 Design, experim entation and evaluation

In this thesis, we followed an exploratory design approach, making use of a mix­
ture of well understood design traditions. The initial interaction concepts and 
designs were born from our conceptual framework (see Section 3.2), which in 
turn, was heavily influenced by a previous well established framework [108]. Each 
design followed these strict guidelines, attempting to build a performative, ex­
travagant, expressive experience.

The design of each system was equally novelty-led, attempting to identify new 
and unexplored interaction techniques. Before any development commenced, we 
first carried out extensive literature reviews, discovering key gaps in the liter­
ature. From this, we were able to identify a set of opportunities for new and 
novel interactions. These opportunities helped fuel a number of designs -  many 
of which, we implemented as fully working prototypes. For the development 
of each interaction technique, we chose to employ an iterative design [98] ap­
proach. Early testing in controlled settings and pilot studies allowed us to learn 
of any potential weaknesses or defects with our proposed interaction techniques. 
The redesign and implementation of each system then continued until they were 
ready to be publicly deployed for further, in-depth evaluation. Most of these de­
ployments could be considered as in-the-wild [120], testing the interactions and 
experiences in their intended context. In many of these deployments, participants 
were pre-recruited, though in one particular deployment, we were able to test the 
experience more naturally with unsuspecting visitors and users.

Along the way, we also carried out a number of community engagement ac­
tivities. These ranged from focus groups within the local community, to group 
discussions with project stakeholders. These focus groups and discussions proved 
to be invaluable engagement activities, allowing us to gain additional perspec­
tives on our design concepts. These meetings also became a place for debating 
the potential benefits and drawbacks of introducing more extravagant, expres­
sive place-based services to the Hafod-Morfa Copperworks (see Section 3.4 for 
more details). Although the local community and stakeholders were not involved 
throughout the entire design process, these participatory and user centred design 
approaches played some part in the final concepts and prototypes.
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3.2 Conceptual framework

When trying to develop and understand more performative, extravagant, ex­
pressive mobile location-based experiences, it is first important to map out and 
understand the design space. Building upon Reeves et al.’s spectator observabil­
ity taxonomy [108], we highlight the distinct areas of a performance that we were 
interested in exploring: manipulations; effects and visibility

M anipulations: Gestures (point, tilt); Movement through space 

Effects: Visual; Audio; Movement through space 

V isibility: Amplified

The aforementioned manipulations and effects make use of a number of modal­
ities that are widely available and compatible with existing mobile smartphones. 
With these modalities, we were interested in trying to develop expressive expe­
riences, with amplified manipulations and effects. We hypothesised that these 
would provide the most accessible and open experiences for visitors in public 
spaces.

We achieved amplified visual effects through using pico-projectors. These 
were small, smartphone sized projectors attached to the mobile device, allow­
ing the user to project content into the environment instead of viewing it on 
the screen. By bringing this content to the environment, it was hoped that it 
would be seen and experienced by bystanders who were nearby. Amplified audio 
effects were achieved through using collections of loudspeakers. These ranged 
in size, from onboard mobile device speakers to 10-inch portable loudspeakers. 
M ovem ent through space was achieved by guiding users with live directions, 
sent remotely by another user from their own device. With this remote guid­
ance mechanism, users are also able to disseminate sounds or projections as they 
walk around, acting as portable media hotspots. We could have instead chosen 
to experiment with other more complex effects, such as controlling and produc­
ing smoke through a mix of olfactory and visual techniques, though we decided 
against this, as we felt that audio and visual technologies alone provided a good
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baseline for understanding the value of mobile performative technologies. We 
discuss more complex effects as an avenue for future work in Chapter 8.

From a control perspective—when using a mobile device—one of the most 
obvious, amplified manipulations a person can engage in is physically moving 
and waving their device. For this reason, we chose to use gestu res as a means of 
amplified control. The gestures we chose to explore included pointing and tilting. 
Again, it was believed that the enhanced visibility of gestures made it obvious 
that that particular person was controlling the performance, making them both 
visible and approachable.

3.3 Deploym ents

When each of our prototypes was at a robust enough stage, public deployments 
were carried out. As stated by Oulasvirta [103], “field experiments are required 
when phenomena do not fit in the laboratory or cannot be simply staged there in a 
convincing manner. ” We chose to carry out public deployments instead of more 
controlled lab studies, as we believed that to achieve reliable usability results, we 
had to introduce the systems to more public contexts, similar to where they would 
finally be used. Conducting a controlled study in a lab setting may certainly have 
taught us fundamentally whether systems worked or not, but it would not have 
given us a real sense of how the system and its users perform in a real world, 
public context, where things are ever-changing and less predictable. As well as 
being able to measure usability, public deployments also allowed us to observe 
how bystanders behaved and reacted towards our interventions, something that 
would not have been possible in a controlled setting.

Similar to other evaluations of location based experiences [95], we compared 
a number of our systems with comparable, existing technologies. In other, more 
naturalistic deployments, and where a comparison was not suitable, we followed 
a similar approach to Benford et al. [15], studying and making sense of the inter­
active experience in-situ. By carrying out these field experiments, we were able 
to learn a large amount regarding our interaction techniques from a usability and 
usefulness perspective. We were also able to begin to understand the social im­
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pact they have, and whether these systems are indeed good for promoting more 
social engagements in public spaces.

In the early days of the Hafod-Morfa Copperworks reopening to the public, 
there were very few visitors, making it difficult to carry out recruitment and mea­
sure any kind of social impact. In one instance, participants were pre-recruited off 
site and taken there for a study. For other deployments that were not conducted 
onsite, we chose to try and conduct them in similar visitor centre contexts, in­
cluding the National Botanic Garden of Wales and Oystermouth Castle. Further 
experiments that were not conducted in any of these locations were done so in 
other public contexts with bystanders present, such as Swansea University and a 
shopping mall.

3.3.1 S tudy technique

Apart from a small number of controlled usability experiments, all studies were 
deployments of prototype systems in public spaces. Each of the systems were 
designed for the particular context they were to be deployed in. The major­
ity of experiments involved providing participants with a mobile device to take 
part. This is common practice in the evaluation of mobile location-based expe­
riences [43, 119]. In one deployment, however, no devices were provided, with 
visitors able to freely discover and use the system using their own mobile de­
vice. We believe this kind of deployment is closer to reality, as visitors are often 
expected to bring and use their own mobile devices to interact with public inter­
pretation.

Throughout the deployments, we used a mixture of pre-recruited participants 
and participants recruited in-situ. Participants were sometimes pre-recruited due 
to the difficulty of being able to reliably recruit people in public spaces. Similar 
to other location-based experiences for visitor attractions [4, 54, 95], we focused 
on recruiting groups and pairs, though for certain experiments we also recruited 
individuals. We also ensured that different participants were used in each study 
-  none of which had any experience with the systems before taking part.

Prior to conducting any study, demographic information was captured for 
each participant, allowing us to provide an accurate representation of our pool of

43



3. Approach & Methodology

participants. In all instances, upon beginning the study, participants were briefed 
on how the system worked and what their specific task was. When participants 
understood the system and were ready, they began to carry out the task. In 
studies with multiple tasks, participants would return to the investigator after 
completing each task for additional briefing. During each study, depending on 
the task, we captured a range of data, including participant and bystander ob­
servations, device logs and questionnaire responses. All studies finished with an 
interview, debriefing participants and digging deeper into their experiences. De­
pending on the suitability, most studies involved the capture of observations via 
video recordings, and interview responses via audio recordings. In all studies, 
participants were given a monetary incentive to take part. This ranged from £5 
to £15 depending on the length of the study. The only exception to this was our 
studies conducted in a shopping mall, where there was no monetary incentive for 
participants.

3.3.2 D ata  collection  and analysis

During our deployments, we followed approaches in other studies that have mea­
sured the effect of mobile interventions in public scenarios [147, 156, 157], record­
ing observations, conducting questionnaires and interviews, as well as capturing 
device logs.

Observations were useful for analysing participant and bystander reactions, 
behaviour and movements. We took a similar approach to that mention by Ardito 
et al. [4], taking a mixture of observational notes and video recordings, though 
ensuring not to get too close as to influence participant behaviour [59]. Ob­
servations were especially useful when video recorded, allowing us to play back 
and observe situations from a distance, making note of things that may have 
been missed when conducting the experiment. All observations were transcribed, 
which then allowed us to carry out thematic analysis [20]. We also used video ob­
servations to measure task timings in a controlled experiment. Video recordings 
proved to be a very useful form of deconstructing and analysing study sessions.

Log data proved equally helpful in this regard. Prior studies have already 
shown the value of log data [147, 156], enabling the capture of data that cannot
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be easily observed or accurately measured. By recording such things as the 
locations the user visited and how they interacted, we were able to build a detailed 
view of each session. Capturing individual button presses, gestures and other 
instructions also allowed us to determine how individual features were being used 
by participants.

In some experiments, we used questionnaires with Likert-type scales, captur­
ing self-reported low to high ratings [87]. Statistical analysis was conducted on 
these scores to learn of any statistical significance, the result of which allowed 
us to compare users opinions on different systems, or individual elements within 
each system. Though borrowed from psychology, Likert-type scales are com­
monly used in human-computer interaction research, with 45.6% of the CHI 2009 
proceedings making use of them [79].

All of the interviews we conducted were semi-structured. This allowed us to 
blend conversation and discussion in with questioning, adapting the interview 
based on prior answers and providing additional insight into the investigation 
themes in a friendly manner [97]. Some interview questions were posed in an 
explanatory fashion [112, p. 31], prompted by observations or answers given by 
participants in questionnaires. Others were exploratory based, probing partici­
pant’s own observations, opinions and feelings -  unknown to the researcher prior 
to asking. By audio recording these interviews, we were able to go back and 
re-listen to each interview in more detail, capturing the dialogue, subtle tones, 
laughter and other important emotions that may have been missed. All inter­
views were transcribed. Thematic analysis [20] was again used when analysing 
these interview transcriptions.

By taking advantage of methodological triangulation [45] and combining the 
analyses of these individual data points, we were able to build up a clear, more 
reliable picture of each study session.

3.4 Com m unity engagem ents

As well as deployments, we carried out a number of community engagement 
events, where the technologies and underlying concepts were demonstrated and 
discussed with project stakeholders and the local community. While engaging
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with individuals and smaller groups yielded very personal and individual opin­
ions, focus groups were chosen as our primary engagement as they provided ho­
mogeneous perspectives from both the community, and also stakeholders [63].

Both the stakeholder and community focus group engagements were pre­
arranged, though no incentives were provided to members of these meetings. 
Other meetings with individuals and smaller groups were moulded around de­
ployment studies. This gave us an opportunity to demonstrate additional inter­
action techniques and concepts, gaining further useful insights from participants. 
At each community engagement, at least one system or interaction technique was 
demonstrated -  the feedback of which, helped inform some later changes and new 
design concepts. As much as participants critiqued the individual designs and 
encapsulating notion of mobile, performative technologies, they also commented 
on their personal concerns regarding the Hafod-Morfa Copperworks -  sharing 
their own thoughts and vision on how the site should be.

The community engagements followed a variety of formats. In more formal 
events such as our stakeholder and community focus groups, a presentation was 
given, along with a brief demonstration of the technologies being discussed. Mem­
bers of these meetings were then able to trial these technologies and discuss their 
thoughts amongst themselves and with the researcher. As the community focus 
group was a particularly large group, participants were asked to leave any addi­
tional parting comments on paper slips which were collected at the end. On other 
occasions such as select deployments, smaller groups and individuals who had al­
ready been exposed to one technology—by participating in a deployment—were 
given a brief introduction to an additional interaction concept, and then given 
the opportunity to discuss the technology, along with the notion of performative, 
extravagant, expressive place-based experiences. These participants were given 
monetary incentives for taking part -  mentioned previously in the deployment 
section. All community engagements were audio-recorded, allowing us to later 
transcribe these conversations and deduce themes through thematic analysis [20].
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3.5 Summary

We have defined the performative, extravagant, expressive mobile conceptual 
framework tha t we were interested in exploring, and based the design and devel­
opment of our interaction techniques on key gaps we discovered in the literature. 
We carried out the evaluation of our interaction techniques and concepts through 
a mix of public deployments and community engagements. The deployments 
gave us an opportunity to place the experiences in their intended context, allow­
ing us to gain valuable usability feedback and begin to understand the kind of 
impact that these interaction techniques have on bystanders. Our community 
engagement focus groups presented a chance to introduce these interactions to 
directly affected parties, discussing them and their impact in greater depth, also 
debating the underlying pros and cons of performative, extravagant, expressive 
technologies.

As we followed an exploratory based approach, our research here is not pre­
sented in chronological order. Rather, it is presented as groups of ideas and 
concepts that follow on from one another. For a true roadmap of project devel­
opments, please refer to Appendix B.
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C h a p t e r  F o u r

A uditory Performance

As discussed in our methodology (see Section 3.2), in this research, we aim to 
explore audio and visual effects as a baseline. In this chapter, we begin by 
exploring the use of audio to create more performative, extravagant, expressive 
place-based experiences. We started by investigating the value of audio as en 
engaging technology, appearing to emanate from the environment. This was 
simulated using headphones and spatial audio techniques. We then went on to 
explore a range of performative interaction techniques in a public space, placing 
interactive loudspeakers in the surrounding environment. We go on to discuss 
the implications of using each of our designed interaction techniques in a public 
scenario. Considering these findings, further tests were conducted through a 
public, naturalistic deployment, where visitors were able to turn a number of 
loudspeakers on and off at will using their own mobile device. From all of these 
experiments, we are able to draw a number of important design implications for 
performative auditory experiences in public spaces.

4.1 Introduction

When listening to digital audio in public spaces—whether enjoying music or an 
audio book whilst sitting on the train or going for a run—we do so predominantly, 
privately, using headphones. These kinds of experiences are perhaps personal to 
us, and things that we would not like to share or be made public. However, there 
are other contexts where this may not be the case -  where digital audio is of
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collective interest to groups of people in the same space.

In public contexts such as visitor centres and outdoor attractions, headphones 
are widely used [31, 124], offering a collection of curated audio tours and sound- 
scapes. We argue that in these kinds of contexts, visitors could perhaps benefit 
from more shared, collaborative experiences. Shared audio experiences in such 
places give visitors time to reflect and start discussions, ultimately enhancing the 
experience through promoting a more active engagement -  making the visit social, 
as most are intended to be [9]. One attempt at collaborative audio experiences led 
Heller et al. to designing Corona [67], an interactive museum soundscape where 
audio feedback was synchronised between devices. Similar approaches have also 
been used outdoors, with large soundscapes that users can openly explore and 
experience together [109, 135]. Fosh et al. have tried to foster a more social 
audio experience in a different way, through designing specific trajectories that 
encourage discussion and reflection [54], and gifting experiences to one another 
through personalised interpretations [53].

Turning now to the underlying motivation for many audio tours and sound­
scapes -  audio augmented reality is “an attempt to combine our real world interac­
tions with the richness of computational information without isolating people from  
each other” [9], though still, in the previous research we have seen, researchers 
remain fully aware of the isolating effect of headphones [54, 67]. Perhaps, then, 
headphones are not the best way of facilitating a more social experience. A dif­
ferent approach that focuses not on the synchronisation of audio or design of 
trajectories, is the use of loudspeakers for public, amplified feedback. With loud­
speakers, the sound is further reaching, and visitors are not forced to distance 
themselves from each other by wearing headphones. An additional benefit of this 
approach is that people who do not have a mobile device or headphones can still 
be a part of the experience, just through standing nearby. There are a small 
number of examples of mobile location-based experiences that have used loud­
speakers before [4, 119]. Rogers et al. report on the design and evaluation of 
Ambient Wood [119], experimenting with new forms of digital augmentation for 
learning outdoors. One particular piece of technology in this experience involved 
situated, wireless loudspeakers playing environmental sounds -  something par­
ticipants of the experience were not able to directly control. A similar learning
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experience— Explore! [4]—allowed groups of users to walk around a heritage site, 
experiencing sounds through a loudspeaker placed in one of the user’s backpacks. 
Different audio snippets were triggered depending on the GPS location of the 
tracking device.

4.1.1 Extravagant, expressive auditory place-based  

experiences

Although loudspeakers have been used in mobile location-based experiences be­
fore, in this research, we are specifically interested in experiences where users 
are given the opportunity to directly trigger and manipulate the public, ampli­
fied audio. Traditionally, in audio mobile location-based services, a user is only 
ever given control over the playback on their own device. Here, using our per­
formative, extravagant, expressive interaction techniques, we encourage users to 
publicly manipulate the audio, directly affecting bystander’s experiences. The 
motivation for directly affecting other people’s experiences is to create a more 
social experience -  to create a sense of curiosity, evoking emotions and sparking 
conversations.

To ensure that the experience remains expressive, the audio must be ampli­
fied and public. We do not suggest a particular size of loudspeaker for creating 
amplified audio, though the output must be audible to those in the local vicinity. 
Any kind of speaker, from an inbuilt mobile device speaker to a high powered sit­
uated loudspeaker, can be considered more amplified than headphone feedback. 
To complete the expressive experience, the manipulations or control mechanisms 
must also be amplified. As discussed previously, one of the most amplified kinds 
of manipulations that can occur on a mobile device is a gesture.

Therefore, we imagine a performative, extravagant, expressive auditory place- 
based experience as one which makes use of large, high powered embedded loud­
speakers, and can be controlled by using gestures on a mobile device.
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4.2 Exploring the value of spatial audio

Before embarking on a substantial development and evaluation project—investing 
large amounts of time and money in creating and testing a performative audio 
experience with loudspeakers—we first decided to explore the notion of spatial 
audio, and its value in large, unfamiliar public contexts.

Spatial audio is a fairly well established area in the field of HCI. Much of 
the original work to do with spatial audio with mobile devices focused on GPS 
navigation by panning sounds in the left and right ear, also using a range of 
auditory icons to differentiate certain instructions [69, 78, 136]. A number of 
different approaches have also emerged, including a Geiger counter metaphor 
where beep frequency increase as the user walks closer to a point of interest [94]. 
In recent years, vast improvements in mobile computational power have meant 
that these devices can now also render much more complex three-dimensional 
scenes. By combining an embedded compass with head related transfer functions 
(HRTF), developers have been able to create soundscapes that rotate around the 
user, not only for navigation purposes, but also for exploratory, entertainment 
purposes [66, 135]. Vazquez-Alvarez et al. [147] provide a useful comparison of 
these existing rendering techniques—among others—discussing the benefits and 
limitations of each.

Although our end goal is to harness embedded loudspeakers in the environ­
ment, producing a range of amplified sounds, our initial experiments here are 
an attem pt to explore the fundamental concept and value of audio emanating 
from points of interest in the environment. Similar to some of the aforemen­
tioned examples, we attem pt to simulate spatial audio using a mobile prototype 
that produces a binaural representation of spatial audio using the HRTF abili­
ties packaged with the OpenAL framework. By using the embedded compass in 
the mobile device to estimate which direction the user faces [68], we are able to 
produce a live and fairly accurate representation of the soundscape to the user. 
However, unlike conventional spatial audio location-based services that trigger 
multiple sounds as the user walks around, this prototype focuses on passing se­
quential suggestions to the user, avoiding increased cognitive load [146]. We also 
use this as a technique to simplify selection in an audio display, and to pro­
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mote serendipitous discovery -  an important aspect of way finding in unfamiliar 
places [25].

This section reports on the design, development and evaluation of Audvert, a 
prototype that attempts to provide users with a sense of a place using only audio. 
Audvert is an eyes-free, heads-up audio display, allowing the user to look around, 
reinforcing the sounds they hear against what they see in the environment. We 
first conduct a controlled study to prove that our prototype is an accurate simu­
lation of spatial audio originating from the environment, and that users are able 
to infer direction fairly accurately. This controlled study also provided an oppor­
tunity to measure the effectiveness of different kinds of audio delivery and refine 
our prototype. We then gave the system to users in an exploratory usability 
test, allowing participants to use the system freely. We report on our findings, 
discussing the value of spatial audio in an unfamiliar public space.

4.2.1 P roto typ e design

Audvert is a prototype system designed to give users a better sense of the place 
that they are in using only spatial audio. To use the system, a pair of head­
phones and the Audvert application is required. When using Audvert, sounds 
appear to originate from their actual physical locations. A user should be able to 
infer proximity through amplitude—closer is louder—and direction through the 
panning of sounds. Spatial audio feedback in the system is constantly changing 
due to lightweight interactions such as the user walking around (changing their 
location in the system) or the user changing direction (changing their listening 
orientation). Audvert uses a digital embedded compass, so as the user rotates, 
sounds continue to appear as though originating from the same physical location 
in space. With regards to location tracking, we decided upon a Wizard of Oz 
study methodology for Audvert. Users are not told tha t their location is entered 
manually elsewhere, so it is fair to say that users believe that their location is 
being automatically tracked. We use a separate purpose built system where a 
researcher may tap a map to update the location of a user. This Wizard of Oz 
approach was chosen as it offers a high accuracy with little Complication. GPS 
was not a viable option as the system was used indoors. In reality, this kind of
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system would most likely work indoors with WiFi localisation.
When considering the user interaction with the prototype system, we decided 

that it should facilitate three separate functions, all relative to tourist way find­
ing [25]: t,o aid serendipitous discovery of points of interest (wandering), to deliver 
useful information about them, and to offer users the ability to navigate towards 
them if they wished to do so (homing). To facilitate serendipitous discovery, A u ­

dvert randomly chooses points of interest in the local environment, playing them 
back one at a time to the user. Useful information about the points of interest 
is spoken in the audio recordings (sales, offers and general information about the 
shop). Once a user has selected a point of interest. Audvert facilitates navigation 
through cont inually playing spatial audio for tha t point of interest .

The following figure Figure 4.1 and scenario depicts a user using Audvert.

Scenario. Fred is at a large shopping mail but is unsure about which shops to 

visit. Putting on his headphones and opening the Audvert application, he holds 

his phone out in fron t o f him  (1). The Audvert app randomly picks a store, from  

the mall and begins playing an audio clip containing the name and description 

o f the goods and services available there. Fred can hear this inform ation on his 

light side indicating that this particular store is in that direction (2). Deciding 

he is not interested in this shop, Fred waits a few  seconds fo r  the next random  

selection to be played. A fte r  listening to the name and short description o f the 

second store, which is now being played in his left ear, Fred decides he wants to 

know more and signals this via a shake gesture with his phone (3). Fred, now  

hears additional in form ation and uses the direction the sound is coming from  to 

guide him  to the store (4). A s  he approaches the store, the amplitude increases.

Figure 4.1: User interaction in A udvert (explained in scenario). The user hears 
a collection of random shops spatially rendered. The user selects a certain shop 
and heads towards the sound source.
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4.2.2 C ontrolled pilot study

The first study was conducted to test the spatial audio rendering techniques em­
ployed by the system, identifying if users of the system were able to comprehend 
the spatial audio feedback given by the system. As a comparison, we used two 
different types of audio clips to determine which type allowed users to more eas­
ily understand the spatial audio feedback. One system played short intermittent 
audio clips and the other played long continuous audio clips. We define short 
intermittent as audio clips that do not have continuous background sound and 
are short in length (i.e., purely spoken word, 5-6 seconds long). Long continuous 
clips contain continuous background sound and are longer in length (i.e., spoken 
word with a musical backing track, 25 seconds long). Our goal in this prelim­
inary evaluation was to determine which of these two types of audio provided 
users with the most accurate path to the audio source location. We chose these 
two test cases, as long continuos audio closely resembles a television or radio 
advertisement, where as short intermittent audio resembles receiving a prompt, 
useful snippet of information, similar to when asking a stranger for directions.

This study was conducted in a shopping mall. Participants of the study 
were members of the public that resided within the shopping mall. In total 24 
participants were recruited (Male: 18, Female: 6), with an average age of 24 (Min: 
16, Max: 37). A between groups method was employed for the study, where half 
of the participants used the system with short intermittent audio, and the half 
used the system with long continuous audio. There was a similar age and gender 
distribution between each system. No incentive was offered for participants who 
took part.

Task

So that every participant had a clear idea of how spatial audio worked, a training 
exercise was developed. This training exercise was a collection of four animal 
noises that the participant could listen to. Participants were told the locations 
of animal sounds on the map so that they could understand the link between the 
source placement and audio feedback experienced (see Fig. 4.2). The placements
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tel

Figure 4.2: Animal locations laid 011 

top of the mall map for the training 
system. The target is the location of 
the user.

Figure 4.3: Example cube placements 
011 the mall map. Pink regions signify 
the existence of a shop at that loca­
tion.

were in front, behind, to the left of and the to right of the participant. All animal 
sound sources were varying distances from the user.

For the actual study session, five different sound sources were used. Each 
sound source signified the existence of a shop at a certain point in physical/virtual 
space. Each sound source was played one after another with a small pause in- 
between. For the short intermittent audio system, the name of the shop was 
played and a very short description of the goods or services offered at that shop 
(~5 seconds). For the long continuous audio system, the name of the shop was 
similarly played, but this was then followed by a long description of the shop’s 
goods and services with a backing music track (~25 seconds). As well as having 
a longer duration, the audio contained music and was continuous unbroken.

During the study, participants were asked to place cubes 011 a shopping mall 
map to signify where they thought the sound of each shop originated from (see 
Fig. 4.3). To ensure that this study was as fair as possible, two additional 
conditions were added to the study. The first condition was that all shops included 
in the placement task should not be in the participants direct line of sight. This 
would prevent participants from glancing at the names of nearby shops. The 
second condition was that participants should not have prior knowledge of the 
location of any of the shops used in the placement task. This too, would give 
users an unfair advantage in placement tasks. To combat this second issue, all
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Cube
Placed

Figure 4.4: Segmented scoring chart to take a measurement, the wheel is centred 
on the user location, then rotated until the dotted line goes through the actual 
sound origin. The placement is scored 011 which segment the cube resides in. In 
this particular example, the participant would score 4/10 for the placement.

participants were asked if they knew the location of the five shops used in the 
study before taking part. If a prospective participant did know the locations of 
the five shops, they were not able to take part in the task.

D a ta  C ollection

We measured the physical placement of each cube 011 the shopping mall map. The 
map was A3 in size and each cube was 2cm3. Direction scores were calculated 
depending 011 the cube placement angle of error. For the direction measure of 
each cube, a moveable circular segment chart was placed over the map and scores 
from 10 to 0 were given for 22.5° segments (see Fig. 4.4). Proximity scores where 
calculated depending 011 the cube placement error in centimetres (distance from 
user). Observations and informal feedback were also recorded.
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Findings

Overall, the system proved successful in allowing participants to determine the 
general direction and proximity of sounds. However, participants sometimes got 
confused between whether audio was in front of or behind them. Unfortunately, 
this is a side effect of using off-the-shelf head related transfer functions that have 
not been trained to specific users. This limitation would not be present when 
using loudspeakers situated in the environment.

Average

D istance Error (cm) D irection Score (/50 )

Short Interm ittent 
Long Continuos

5.7 (a 4.4) 21.6 (a 8.2) 
3.6 (<r 2.7) 33.0 (a 6.5)

Table 4.1: Average distance errors and directional scores for short intermittent 
and long continuos audio.

The results of our evaluation (see Table 4.1) showed that on average, par­
ticipants using long continuous audio performed better in terms of perceiving 
both proximity (p < 0.01; Unpaired t-test; 2.1cm average difference) and direc­
tion (p < 0.01; Mann-Whitney; 11.4/50 average score difference). We therefore 
decided that short intermittent audio should be used as a brief alert of a shops 
existence (when a shop is unselected), and long continuous audio should be used 
to give a person more information about a shop and allow a user to navigate 
towards it if they wish (when a shop is selected).

4.2.3 Experim ent: exploring the value of spatial audio in 

unfam iliar public spaces

After demonstrating that our prototype was a suitable representation of spatial 
audio, our second study focused on gaining a better understanding of the usability 
and user experience offered by interactive sounds emerging from the environment. 
We wanted to learn how participants felt about these sounds appearing to come 
from physical locations in a public space, and also discover if participants could 
use these sounds to navigate towards shops they had not visited before.
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We explored these points by deploying Audvert in the same shopping mall, 
allowing mall visitors to trial our system while shopping there.

Participants

Participants of this study were again, visitors to the shopping mall. We recruited 
19 participants (10M, 9F, 17-47 years), none of which had taken part in the 
controlled pilot study. Approximately 3 were regular visitors to the mall. All 
participants could speak and understand English. No participant reported hear­
ing problems. All participants had used a mobile phone before, but not all had 
used a smartphone.

Procedure

Participants were recruited individually as they walked through the shopping mall 
and were given a short introduction to the Audvert application. For the task, 
the only prompt participants were given was to explore the shopping mall using 
the system. As participants moved around the shopping mall, a researcher stood 
around 20 metres away and updated the participant location every few seconds. 
This was achieved using the prior mentioned ‘Wizard of Oz’ technique, with a 
researcher manually entering the participant location on a second device. While 
exploring, participants were free to interact with the system as they wished. At 
the end of each study session, the participant was asked a series of questions in a 
semi-structured interview regarding their experience with the system. Again, no 
incentive was given for completing the study.

D ata C ollection

A log of each participant’s movements and interactions was recorded every second 
by the mobile device. Qualitative data on the user experience with the system 
was gathered through a post-study interview. Questions asked in this interview 
were:-

Q1 Has the system given you a better or worse understanding of the shop loca­
tions?
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Q2 How would you describe your sense of place after using the system? (Level 
of comfort and familiarity with the place)

Q3 Did you hear any shops that you have not visited before?

Q4 (If Q3 yes) Would you consider visiting one of them now?

Q5 How would you sum up your experience of using this system?

4.2 .4  Findings

The following section details the responses given to the questions asked in the 
post-study interview. One participant did not complete the entire study, leaving 
midway through the interview. Some participants were also undecided, and did 
not provide answers to all questions. Questions that participants did answer have 
been included.

Response

B etter Unaffected Worse

Q1 79% (15) 5% (1) 16% (3)

Q2 80% (12) 7% (1) 13% (2)

Yes M aybe No

Q4 63% (10) 31% (5) 6% (1)

Table 4.2: Quantitative results from questions asked in the study. 

Inform al Observations & Feedback

It became apparent in the study that not every participant was selecting a shop 
by shaking the device. By avoiding this function, the participant was not able to 
gain extra information about a shop (a long description) -  the system however, 
is still usable without this function. As Audvert provides no visual feedback of 
where the user is in the system, one participant was unsure whether a shop was 
selected or unselected at any point in time. This participant carried on for a
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further two minutes and after this period appeared to be much more comfortable 
with the system. One participant that successfully used the shake gesture to 
activate a shop was seen attempting to navigate towards the selected shop. This 
participant attempted to follow the direction of sounds, and did so successfully 
by finding the shop. The participant mentioned that they knew they were going. 
in the correct direction because they could hear the sounds getting louder as 
they got closer to the shop. This person said that they had never visited the 
shop before, and that they had no prior knowledge of its location. There was 
also another situation where a participant used the varying volume of sounds to 
navigate towards a shop. This participant had selected a shop, walked in one 
direction and then realised that the volume was decreasing -  inferring that they 
were heading in the wrong direction. The participant then turned around to face 
the correct direction and successfully found the shop tha t they had selected.

4.2 .5  D iscussion

Most participants enjoyed the experience, claiming that the system appeared to 
be ‘very accurate’ and that the direction sounds came from was the same direc­
tion that they could see the shops. A large portion—79% (15)—of participants 
said that they had a better understanding of the location of shops after using the 
system. One participant who claimed a worse knowledge of shop locations said 
that it was “difficult to differentiate between the distances of each shop. ” An­
other participant agreed, finding it “difficult to tell the distance to a shop”, but 
claiming the “direction was good. ” Although 79% of participants said that their 
understanding of shop locations had improved, a third of these (5 participants) 
claimed that they could either infer direction or distance, but not both. In most 
of these 5 cases, participants could only infer direction (4 participants). This is 
an interesting result, as without knowing both, one would imagine it being dif­
ficult to pinpoint an exact location. These participants obviously believed that 
knowing only direction or proximity was sufficient for knowing the location of a 
shop. A similarly high percentage—80% (12)—claimed that they had a better 
sense of place after using Audvert. There were 5 participants who did not answer 
this question, unable to differentiate between knowing the locations of shops and
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a sense of place. One participant said that the system gives a “good sense of 
the area. I  could tell what kinds of shops and products were available. ” Another 
participant argued that the system gave a bad sense of place as there were “lots 
of shops and I  only heard a few. ” Although a similar percentage said they had a 
better sense of place and an improved understanding of shop locations, not every 
participant who had an improved under-standing of shop locations had a better 
sense of place, showing that the two were not regarded as the same question by 
participants.

80% of participants heard a shop they had not visited before, of which, 63% 
(10) said they would definitely consider visiting that shop and 31% (5) said they 
might visit now. Only one participant decided that they would not visit a new 
shop they had discovered, saying that they are the “kind of person that comes 
to the mall for one thing.” There does appear then, to be a compelling change 
in behaviour, where the system seems to encourage participants to visit new, 
serendipitous discoveries that are made. Generally, most participants explained 
that they would like to visit these shops because of sales and discounts mentioned 
in the audio recordings. Participants who said they might visit a new shop 
often said that they would do so if more detailed information about a shop was 
available. Judging by this feedback, it seems that the content is an integral factor 
of this change in behaviour. The majority of participants liked the shake gesture. 
Two participants explicitly mentioned that they would “prefer the shake over a 
button. ” In contrast, two participants said that they were not comfortable with 
the shake gesture, preferring a button. One participants concern came from not 
wanting to shake their expensive mobile phone. To satisfy all users, a multimodal 
approach could be introduced, where the user chooses whether the interaction 
occurs onscreen or through a gesture.

We have introduced Audvert to illustrate the potential of a lightweight system 
that facilitates navigation and serendipitous discovery of large indoor spaces us­
ing spatial audio. While the idea of an audio display for navigation and discovery 
is not a new one, we argue that the novelty of our approach lies within its indoor 
application and the feedback and selection techniques employed. We use am­
plitude and directional feedback to manipulate useful, spoken audio information 
about a point of interest in real time. Audvert has also introduced a simplified
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selection technique for spatial displays through using a single active element and 
a simple shake gesture to select.

Our user evaluations have shown that Audvert was an accurate representa­
tion of spatial audio feedback, and that it is capable of helping users navigate 
towards and discover new points of interest. We saw multiple examples of users 
successfully arriving at a shop and for the majority of participants, we witnessed 
a change in behaviour with participants claiming that making new, serendipitous 
discoveries made them want to go and visit there.

4.3 Exploring perform ative audio interactions

After conducting our initial experiment and the results presenting a compelling 
argument for spatial audio in unfamiliar contexts, we went ahead with our explo­
ration of more performative place-based experiences using audio. To understand 
the true, comparative effect of extravagant, expressive audio interactions in pub­
lic spaces, we developed a number of different systems. These ranged from highly 
expressive, to secretive and suspenseful interactions similar to Audvert.

In the following section, we discuss the design rationale behind each of our pro­
posed interaction techniques, and introduce a deployment we conducted within 
the grounds of Swansea University. A within-subjects approach was followed, 
where each participant was asked to use all system variations. Prom this deploy­
ment, we discuss our findings, outlining the key benefits and drawbacks that each 
interaction technique presents.

4.3.1 P roto typ e designs

Surround You is a system that attempts to look at spatial audio in a new way. 
There are three main components to the system, two of which are clients and one 
of which is the main web server that handles all requests and carries out all of 
the computational work. The first client is the mobile application that the user 
sees and uses. This is the controller that is used to actuate each sound point. 
The second kind of client is the individual sound points. For our experiments, we 
used netbooks as clients. To each of these sound points, we connected a portable
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Figure 4.5: A sound point a netbook connected to a battery powered loud­
speaker. The netbook communicates with the central server via the Internet, 
returning the correct amplitude to play the sound through the loudspeaker.

battery powered loudspeaker so that the sound would be audible from a distance 
(see Fig. 4.5). A web server was then used to handle communication across client 
devices.

The main difference between Surround You and other embedded speaker sys­
tems is that the user has complete control of the output using a mobile device. 
Also, it is developed in such a way that n speakers may be connected to the 
system, working as independent audio streams and rn users may also connect to 
the system with the ability to control any of these audio streams simultaneously.

Interaction

When designing Surround You, we decided that the user manipulations should 
be amplified and that the effects should also be amplified. This way, in terms of 
the performance from a spectator's perspective [108], the interaction would be an 
expressive one. By making an expressive interaction, we hoped that this would 
be the most engaging experience for bystanders and would encourage them to 
become involved in the experience.
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Sound
Point

Figure 4.C: A user can activate a sound point by pointing directly at, it. The 
valid selection range (0) is based 011 the distance (d) between the user and sound 
point, and also the exaggerated activation radius (r) around the sound point.

To activate a sound point, the user must, point the mobile device in the direc­
tion of a sound point (see Fig. 4.6). To compensate for GPS inaccuracies and the 
relatively small size of the electronic sound point equipment, each sound point is 
programmed to think that it takes up much more physical space than it actually 
does. For example, if one of these sound points were to be placed inside an old 
building at a heritage site, we would assign the diameter of the building to the 
sound point. If the user then pointed at any point of t hat, building, the sound 
point would activate and begin playing. It would not be feasible to have sound 
points that have a valid selection range of a few degrees, as it, would be almost 
impossible for users to select them.

I11 Surround You, each speaker is pre-programmed with its location, making it 
location-aware. The smartphones we used were GPS enabled, allowing continual 
calculation of the bearing from the user to the sound point, which would be 
considered as the valid selection bearing to 1°. Previous research shows that a 
valid selection range should be at least 20° to achieve 90l/6 accuracy [91]. The web 
server actively checks the location and orientation of every user in the system, 
calculating valid playing ranges and using this information to determine whether 
any of the sound points are currently being pointed at (see Fig. 4.6).

When a user interacts with a sound point bv pointing the device, we use a
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tuning-in and tuning-out metaphor. When the user points directly at a sound 
point, the sound point is at maximum amplitude. The further away the user 
points from the centre of the sound point, the more the amplitude decreases. 
It does this until the user is no longer pointing at the sound point, at which 
point the amplitude level returns to zero. We used this metaphor so that the 
audio would gradually fade in and not startle spectators or those standing close 
to the loudspeakers. In the current implementation of Surround Tow, if more 
than one user points at the same sound point, the loudspeaker takes the mean 
amplitude and plays at that volume. The framework is built in such a way that 
we can quickly and easily change the effect that multiple pointing users have 
on the system. Possible effects that multiple users have could include increased 
amplitude or access to different audio streams that are not available to single 
users.

Control system s

In comparison to Surround You, a standard style audio guide system would use 
headphones instead of loudspeakers and would require the user to enter a unique 
number at each of the sound points using a number pad. As a control system, 
we recreated this standard style audio guide to see how our system fared against 
existing, conventional audio guide style systems to gain information from sur­
roundings. In terms of manipulations and effects, both are more hidden in this 
interaction, creating a secretive experience [108] from the point of view of the 
spectator.

To select a sound point using the number entry manipulation, a user must 
enter the unique number assigned to that sound point. With the addition of 
headphones, the loudspeaker feedback is substituted for headphone feedback that 
only the user can hear.

Two further systems were created with variations of the different manipula­
tions and effects mentioned. The first of these systems uses the pointing manip­
ulation and gives feedback to the user through the headphones, creating a sus­
penseful experience [108]. Our last variation uses the number entry manipulation 
and the effect is heard through the loudspeakers positioned in the environment,
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Number Entry
Headphones Loudspeakers

/GEE) ( SoundN N E  +  L Sound
Point

Pointing
Headphones Loudspeakers

f 5oun A  
^Polnt)

Figure 4.7: The four different interaction techniques used for evaluation. From 
left to right: Secretive (NE+H : Num ber E n try  & Headphones), Magical (NE+L 
: N um ber E ntry  & Loudspeakers), Suspenseful (P+H : Pointing & Headphones) 
k  Expressive (P+L : Pointing & Loudspeakers)

providing a magical experience [108] for the spectator. The' four systems can be 
seen in Figure 4.7.

4.3.2 E x p lo ra to ry  pilo t s tu d y

Before embarking on a full study of Surround You, we conducted an exploratory 
pilot study that involved the deployment of the system in a public setting - 
Swansea University campus. The aim of this pilot study was to test a number 
of varying prototypes and study methods. We recruited 8 participants (5M, 3F. 
21-40 years) from the University, all of whom where staff members of different 
departments. Of the 8 study participants, all had used a smartphone before, but 
only 7 actually owned one.

We set up 5 different sound points in close proximity on the University campus 
and assigned contextual sounds to them that one would not expect to hear in 
that context. For each of the sound points, we used sounds such as the rainforest, 
cackling geese and monkeys. We used these distinctive sounds so that users would 
know they were part of the experiment.

Each participant carried out the experiment individually. Participants were 
given very few instructions, only being told that there were 5 sound points lo­
cated in the local environment and that they had to discover them. After dis-



4 . Auditory Performance

covering all 5 sound points, the participant was asked to return to the researcher 
for questioning. For each of the participants, we tried slightly different meth­
ods of evaluation, including questionnaires, interviews and asking participants 
to attem pt sound localisation, marking a map with the location the participant 
thought each sound was originating from. In some cases, participants were also 
given different kinds of output to test, such as headphones or the mobile device’s 
speaker as opposed to the loudspeakers used in Surround You. Pointing was the 
only selection technique used in this study.

The study helped shape the full experiment (see Section 4.3.3) by providing 
a better grounding for the future procedure.

Findings

Using loudspeakers in the environment produced some interesting behaviour from 
bystanders. Most would turn round to look what was happening, some would 
stop and watch and others would go as far as approaching the participant and 
asking them “what are you doing?” or “how are you doing that?”

Some participants used the system to directly affect spectators, with one 
participant saying, “One woman jumped when she heard the monkeys. It was 
funny. ” This was a recurring theme throughout the study, where participants 
mentioned that spectators often appeared shocked or surprised.

These implications seem to suggest that expressive audio interactions do in­
deed gain the attention of bystanders, and that the participants were happy to 
assume this role, playing an active part in directly affecting bystanders and spec­
tators. In the full study, we will attempt to record the effect that the performance 
has on bystanders.

In this pilot, it was also decided that the study location was overcrowded with 
five individual sound sources. For this reason, sound points in the full study will 
be fewer, and will be more uniformly spaced.
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4.3.3 Experim ent: exploring perform ative audio  

in teractions

We conducted a study over eight days on the grounds of Swansea University, 
Wales. During exploratory testing, we discovered tha t the behaviour of both per­
former and spectator were interesting, so our study focused on interpreting the 
behaviour of both participants and bystanders. As we did not question specta­
tors in this study, particular emphasis was placed on finding out the performers 
enjoyment, comfort and the perceived effect of their performance on bystanders 
between systems.

Participants

For this study, all participants who were recruited were affiliated with Swansea 
University. A total of 16 participants (11M, 5F, 18-50 years) took part in the 
study. This included 2 members of staff and 14 students (6 postgraduates and 
8 undergraduates). All participants except one had used a smartphone before, 
with 13 of the 16 participants owning one. All 16 participants reported having 
no hearing difficulties prior to taking part in the study.

Before each study session, participants were also asked a set of questions re­
garding any group activities they regularly partake in (i.e. Team sports, singing, 
dancing, lecturing etc.) and whether they saw themselves as an introvert, extro­
vert or ambivert. A short dictionary definition was given to users to help make 
their choice of personality trait. These questions were asked so that we could gain 
a brief understanding of how used to performing our participants were. Upon self 
assessment, 4 participants claimed to be introverts, 1 extrovert and 10 ambiverts. 
There was one participant who did not wish to answer this question. In terms 
of group activities, 6 participants reported not partaking in any regular group 
activities, with the remaining 10 taking part in one or more regular group ac­
tivities. By observing this data, we concluded tha t the majority of participants 
were fairly comfortable performing in front of others, with the remaining quarter 
of participants having little experience of performing around others.
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Procedure

The study was spread over 8 days, with each session lasting for around 30-45 
minutes. For most of these days the weather was relatively cold, cloudy and 
windy. There was only one study session where it began to rain lightly, but the 
participant decided to carry on with the study. Although the Swansea University 
campus is not a visitor attraction as such, it was again chosen for the main study 
as it is a busy public location that provided a good network infrastructure upon 
which to operate our systems.

When each participant arrived outside at the study location, they were asked 
to read and agree to the ethically approved research consent form and were given 
a demographic questionnaire to complete. After completing the short question­
naire, the participant was given a short briefing regarding the capabilities of 
system, including the different selection (number entry & pointing) and feedback 
(headphones &; loudspeaker) techniques. The participant was also shown the 
physical location of the four sound points used in the study (see Fig. 4.8).

A within-subjects design was used, where each participant was required to 
use all four of the different systems (see Fig. 4.7). The order systems were used 
in was counterbalanced to reduce the effects of presentation order on results. For 
each condition, the participant was first given instructions as how to use the 
prototype. For the pointing selection, participants were told that all they were 
required to do was point at the individual sound points to activate them. For the 
number entry selection, participants were told that they were required to visit 
the number displayed at each sound point and enter it into the mobile device. 
To avoid participants learning the numbers for each sound point and not having 
the visit them again, two random double digit numbers were displayed on each of 
the sound points. Each sound point in our experiment consisted of a numbered 
label and a netbook with a portable speaker (see Fig. 4.9).

Once participants had been introduced to the first interaction technique, they 
were asked to explore the area for 2-4 minutes, returning to the researcher once 
they had activated and listened to all four sound points. During this time, the 
researcher took notes of participant and bystander behaviour. When participants 
returned to the researcher, they were then given a system with the same manipu-
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Taliesin
Arts

Centre

Figure 4.8: Left: The location the study was conducted in. Right: The locations 
of each of the four sound points used in the study.

Figure 4.9: Left: A participant pointing at a sound point. Right: A close up 
of the sound point - a portable speaker and netbook protected by a waterproof 
cover. Also, a numbered label for the number entry systems.
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Session 1 & 9 Session 2 &10 Session 3 & 11 Session 4 & 12

NE+H NE+L NE+L NE+H
NE+L NE+H NE+H NE+L
P+H P+L P+H P+L
P+L P+H P+L P+H

Session 5 & 13 Session 6 & 14 Session 7 & 15 Session 8 & 16

P+H P+H P+L P+L
P+L P+L P+H P+H

NE+H NE+L NE+L NE+H
NE+L NE+H NE+H NE+L

Table 4.3: Order of using systems in each study session. NE+H - Number En­
try & Headphones, NE+L - Number Entry & Loudspeakers, P+H  - Pointing & 
Headphones, P+L  - Pointing & Loudspeakers

lation technique (pointing or number entry), but now with either headphones or 
loudspeaker (depending on which one had not been used). As before, participants 
were asked to explore the four sound points for a further 2-4 minutes. After us­
ing this second system, participants returned to the researcher and were asked to 
answer some comparative questions regarding the two systems in a questionnaire.

Participants were then asked to repeat the experiment, but using the new 
input technique (pointing or number entry) with the two different outputs again 
(headphones & loudspeakers). Once participants had used all four systems and 
answered the same comparative questionnaire again, participants were then in­
terviewed with questions regarding their entire experience. Participants were 
thanked for taking part and given a voucher once they had completed the post­
study interview.

Table 4.3 depicts the order in which the systems were used in each study 
session.

D ata collection

Data was collected in the form of a pre-study demographic questionnaire, two 
mid-study questionnaires given to the participant after using both variants of 
each input system (number entry & pointing), informal observations and a post­
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study interview.

The pre-study demographic questionnaire focused on gaining background in­
formation from a participant such as their experience of mobile phone use, whether 
they have a hearing impairment, whether they see themselves as an introvert, ex­
trovert or ambivert and if they regularly partake in group activities. These last 
questions were asked to gain a sense of the personalities of our participants, and 
whether they were used to performing. The two questionnaires given to partici­
pants during the study, required participants to rate their enjoyment and comfort 
level on a 7-point Likert scale after using each set of systems. One questionnaire 
was given to the user after using the first two systems with the same selection 
method (e.g., pointing). The same questionnaire was then given when the user 
had used the final two systems with the other selection technique (e.g., number 
entry). At the end of both of these mid-study questionnaires, the participant was 
asked by the researcher, “W hat did you think of these two systems?” This ques­
tion was deliberately left open and allowed participants to compare the systems 
or give an account of their experience however they pleased. During the study, 
informal observations were made of both participant and bystander behaviour. In 
terms of participants, observations of general behaviour when using each system 
were recorded in note form, along with any incidents that the researcher deemed 
interesting. For bystander observations, the number of people in the local vicinity 
was recorded, along with the number of those that stopped to look or reacted to 
the system in any way. The investigator kept count of bystanders and spectators 
in a tally chart, making the process quick and simple. In some cases, detailed 
accounts of bystander behaviour was also recorded. The post-study interview 
gave participants an opportunity to reflect on their entire experience.

4.3 .4  Findings

The following section includes the results from the study, including the two ques­
tionnaires given to the participant after each interaction technique, the post-study 
interview and observations made of participants and spectators during each study 
session.

73



4. Auditory Performance

Num ber Entry Pointing

H L H L

Com fort (1-7) 
Enjoym ent (1-7)

6.44 {a 0.70) 5.31 (a 1.31) 
5.81 (cr 1.01) 5.63 (cr 0.85)

5.69 (a 1.26) 4.44 {a 
5.38 (cr 1.05) 4.56 (a

1.32)
1.27)

Table 4.4: Average score for comfort and enjoyment level for each system (1-7 
Likert-type scale; 7 being high).

Questionnaire betw een interaction techniques

Participants were asked about their comfort and enjoyment levels when using 
each of the interaction techniques (see Table 4.4).

Pointing and loudspeakers was rated lower than all other interaction types for 
enjoyment, showing statistical significance against each of the interaction tech­
niques (p < 0.05; Wilcoxon signed-rank test). It was also rated as the most 
uncomfortable, which also showed to be statistically significant against all other 
interaction techniques (p < 0.05; Wilcoxon signed-rank test). Although number 
entry and headphones was ranked both the most comfortable and the most en­
joyable interaction technique, it did not register significantly higher than all of 
the others. A few participants mentioned that they were more comfortable with 
using loudspeakers the second time around. As well as the increased control and 
accuracy of number entry over pointing, some participants also mentioned that 
they liked the idea of being able to activate a sound point and walk away.

Post-study interview

Most participants preferred number entry as a selection technique as opposed to 
pointing. Participants that chose number entry said that they did so because it 
worked well and gave them greater control over what was playing. The general 
consensus among all participants was that pointing was convenient and fun, but 
again number entry gave more control. Regardless of selection techniques, most 
participants preferred using headphones as they provided a more personal and less 
invasive experience, along with the ability to manually control the mobile device 
volume. Participants that preferred the loudspeakers did so because it was easier
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to differentiate between audio streams, and they liked the idea of spectators being 
able to link their pointing gesture to the loudspeaker output.

The vast majority of participants decided that the number entry and head­
phones interaction offered the most solitary experience. When asked to comment 
on their views on a solitary experience in this context, participants’ replies were 
universally positive, with one participant saying, “I  was more comfortable, wasn’t 
worried about others and could concentrate on the info. ” One or more of these 
individual aspects were mentioned by most participants. When asked about 
number entry and headphones as individual factors, the view of most was encap­
sulated by a single participant who said, apeople didn’t seem to take much notice, 
i t ’s just normal behaviour. ” At the other end of the spectrum, most participants 
thought that the pointing and loudspeaker interaction offered the most sociable 
experience, with one participant explaining, “they can see the interaction and 
listen. ” Participants commented that “some [spectators] were looking for where 
sound was coming from ” and “I  think someone stopped their conversation to look 
and see what was going on. ” A few participants however, raised concern with the 
loudspeaker feedback, saying, “the speakers got people’s attention, but it depends 
on the context if i t ’s ok” and “if they want to listen then fine. Otherwise, not 
so much. ” The majority of participants did not notice a change in spectator be­
haviour when pointing, although some participants said that “a couple of people 
noticed” and “some gave strange looks. ”

When asked, five people said that they had purposely tried to affect the actions 
of others or gain reactions from spectators. Of these five, some tried harder than 
others, claiming that they purposely tried to scare people that were walking by. 
An example of this was when one participant said, “towards the end, I  waited 
until a guy was in front of it [the speaker]. It didn’t scare him, but he jumped a 
bit. ” These 5 participants were all seen to be playing around with spectators, 
trying to make them look for where the sounds were coming from. The other 
11 participants claimed that they tried to be as inconspicuous as possible. One 
participant said, “I  tried to stop the sounds as soon as possible. I  Tried to avoid 
interrupting anyone. ”

Participants voted the two loudspeaker systems as the most performative 
ones. Opinion was divided between whether a system being performative in a
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Num ber Entry Pointing

H L H L

M ost Solitary  
M ost Sociable

15 (94%) 
0

0
4 (25%)

1 (6%) 
0

0
12 (75%)

Favourite Interaction  
Least Favourite Interaction

10 (63%) 
0

3 (19%) 
1 (6%)

1 (6%) 
4 (25%)

2 (12%) 
11 (69%)

M ost Perform ative 0 5 (31%) 1 (6%) 10 (63%)

Table 4.5: Quantitative results for questions asked in the post-study interview.

public place was actually a good or a bad thing. One participant explained, 111 
think it could be fun. I  don’t get embarrassed in public but some would. ” Another 
participant remarked, “I  don’t want to be a performer. It wouldn’t come naturally, 
but the system works well for a performance. Others always look and listen. ”

The quantitative results gathered in the post-study interview are provided in 
full in Table 4.5.

Observations

Participants did not give away many reactions during the study. The main re­
action that was observed from participants was smiling and laughter when they 
were looking at the reaction of spectators (when using loudspeaker versions). 
There were, however, some participants that appeared a little embarrassed when 
using some of the systems and attempted to use each interaction technique as 
quickly as possible. Participants who stood further away from loudspeakers when 
selecting them generally appeared more comfortable. Overall, participants ap­
peared to stand closer to sound points when using the loudspeaker versions, even 
though they could be heard from far away. This was also true for both pointing 
systems, where participants also appeared to approach sound points more closely 
than when using the number entry systems.

Throughout the entirety of the study, the researcher recorded 528 bystanders 
who were standing nearby. These were not participants of the study. Of this 
number, 216 were deemed to have played an active part as a spectators, being 
in focused relation to the performance [58]. Spectator acknowledgements ranged
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N um ber Entry Pointing

H L H L

Potential Spectators 104 130 84 210

Spectators in Focused R elation 0 (0%) 73 (56% ) 4 (5%) 139 (66%)

Table 4.6: The number of spectators that were in focused relation with each 
interaction technique.

from small reactions to stopping to look and listen to what was going on. Table 4.6 
shows the number of spectators that acknowledged the system and/or performer 
for each interaction technique:

Through all of the study sessions, not a single potential spectator acknowl­
edged the performer or system when using the number entry and headphones 
interaction technique. In some cases, potential spectators were standing very 
close to the performer but still noticed nothing. The headphone and pointing 
interaction technique was acknowledged by 5% of spectators. These spectators 
appeared intrigued by the pointing interaction. The pointing and loudspeaker 
interaction technique gained the most attention, with 66% of potential specta­
tors acknowledging the system or performer in some way. In most of these cases, 
spectators would begin by looking for the sound source. Once they had found 
the sound source, some would then attem pt to look for the cause of the sound. 
In some cases, the performer purposely hid or stood further away so that they 
could not be seen. Acknowledging spectators showed a range of reactions; those 
standing close to the speakers sometimes gave a shocked or annoyed expression 
and began to walk away, some were seen smiling and laughing and there were 
also some spectators that appeared confused.

4.3 .5  D iscussion

Generally, different participants liked individual aspects of each of the inter­
action techniques, but there was a clear preference among participants for the 
more secretive, number entry and headphones interaction technique. In contrast, 
there was a clear dislike among participants for the more expressive, pointing
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and loudspeaker interaction technique. The accuracy and level of control for 
selection—especially when feedback was public—appeared to be a large factor in 
participants’ bias towards number entry. The privateness of the headphone feed­
back and the ability to control the volume then drove many participants towards 
a preference for headphones. Many participants said that they were uncomfort­
able affecting others with loudspeakers, but it is possible that participants only 
had this opinion due to where the study was conducted. To know whether this 
is true, we would have to try the system out in a number of different contexts. 
It could be, that our findings do not hold true in the heritage site context and 
people may find Surround You more enjoyable and more comfortable. Despite 
this, according to Benford et al. [16], there are some potential benefits to devel­
oping uncomfortable interactions, but this was not our aim when designing these 
interaction techniques.

Interestingly, when participants were asked to give an example of the best 
usage scenario for the number entry selection and the headphones feedback, sug­
gestions for both were indoor related. In contrast, suggested usage scenarios for 
pointing and loudspeakers were both primarily outdoor based. Although partic­
ipants believed that pointing and loudspeakers—rated as the most sociable and 
performative interaction—should be used outdoors, it was still rated as the least 
favourite, least enjoyable and least comfortable when used outdoors. This seems 
to strengthen the context argument, that participants may find the loudspeakers 
more acceptable elsewhere. If our findings held true in for instance, a visitor 
centre context, we would argue that there may be some reticence to our new 
approaches. Even if our findings held true in this context, our loudspeaker inter­
action techniques might still provide the most sociable and engaging experiences.

In our study, the main reason the pointing selection did not always work 
as users had hoped was due to a combination of GPS inaccuracy, network lag 
between communication devices and more generally, users lack of familiarity with 
the technique. Throughout the study, users were observed standing very close to 
sound points, expecting to be able to point at a very small, specific point that we 
had marked out by the physical locations of each loudspeaker. From this study, 
we have learnt that one should not pinpoint a very small, exact location in space 
where something can be activated when pointed at. In exploratory testing prior
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to the study, participants were not told the location of the loudspeakers. These 
participants were happy to explore and did not seem to mind if the valid pointing 
location changed. There was no reference point as to where the pointing should 
work, so it did not bother participants when it moved around. In future, we 
suggested that pointing may be more suitable when used with bigger targets in 
a larger area, where the targets are more spaced out.

Although the only interaction techniques that gained any real spectator a t­
tention used loudspeakers, they did tend to grab the attention of at least half of 
the spectators that passed by. When using loudspeakers with both selection tech­
niques, interesting behaviour was observed in a number of participants. Around 
a third of participants purposely attempted to gain reactions from spectators. 
Most of the remaining participants claimed that they tried to act as inconspicu­
ous as possible. Those who tried to gain reactions tended to stand far away from 
sound points when activating them. All of these participants found it rather en­
joyable confusing or startling people who were nearby. Although some spectators 
appeared confused or shocked at first, most reacted with a smile or a laugh when 
they saw the performer and/or the location of the loudspeaker. A few spectators 
however were witnessed looking annoyed and walking away. In a future experi­
ment, it would be interesting to interview spectators and ask them about their 
feelings regarding this.

4.4 Public deploym ent in visitor center

After conducting our comparative study of performative interaction techniques, 
it became apparent that although successful at gaining attention and generating 
curiosity, extravagant, expressive interactions were not as popular with users as 
we had first imagined. Many performing participants reported feeling uncomfort­
able when triggering these sounds, not wanting to draw too much attention to 
themselves or to disturb others. Additionally, there was no statistically signifi­
cant difference between the attention garnered by hidden or amplified manipula­
tions, though there was also a clear preference among participants for the hidden, 
screen-based manipulations -  providing a greater level of control.
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Based on the feedback from this study, we developed a new variation, con­
tinuing to use amplified audio produced by loudspeakers, though exchanging the 
gestural interaction for a more definite, screen-based on-off switch. Interested if 
our findings from the previous study were also context based, we then decided 
to carry out a further deployment in a more public, naturalistic setting -  the 
Hafod-Morfa Copperworks. During the deployment, all visitors were able to use 
the system, and we were interested in speaking with those who did, and also those 
who did not use the system. It was hoped that this new deplojunent context, 
improved interaction variation and discussions with bystanders would provide 
additional, useful insights into performative mobile location-based experiences.

4.4.1 P rototyp e design

As participants in the performative audio comparative study enjoyed the definite 
control and anonymity of the number entry interaction, the prototype for de­
ployment in a visitor centre focused on the similar magical design concept [108], 
where manipulations are hidden and effects arc amplified. Instead of using num­
bers to identify each sound point like in the previous magical system though, 
quick response (QR) codes were used. QR codes were chosen as an access point, 
as they are already commonly used as a portal to information for visitors in pub­
lic spaces1, and would hopefully be seen as an acceptable point of entry to the 
system for visitors with compatible mobile devices. Although previous research 
suggests that QR codes are perhaps less favourable than visual recognition and 
number entry [153], QR codes are the only technology here that work without 
requiring a site-specific application. For visitors who were not able to scan QR 
codes—but could still access the internet—a text web address was provided (see 
Fig. 4.10).

When visitors scanned a QR code or manually entered the URL, the corre­
sponding web page would load for that point of interest (POI). On this webpage 
was the title of the POI, a short description and an on/off switch (see Fig. 4.11). 
The need for a short description was prompted by our experiment in Chapter 5, 
where our findings suggested using a mixture of performative and informative

1History Points QR Codes -  h ttp ://w w w .h istoryp oin ts.org
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Vivian
Engine
House

http :tf900 .g i/1s6zhz

Figure 4.10: Large QR codes were placed at each point of interest that had an 
interactive sound point. A web address was also added for visitors who did not 
have a reader installed. These signs were branded with site-specific graphics to 
align with other interpretation available 011-site.

design. The switch in the web page controlled the amplified audio at that par­
ticular POI. The switch state was synchronised between all devices -  if 5 users 
had a particular POI open in their web browser and one user turned the switch 
011. the switch would change to ‘011 ' for all devices.

The audio snippets that could be triggered at eac h POI were carefully tailored 
to the specific location where they were to be deployed. I11 the case of the 
following experiment, the audio snippets that were used were; a canal, a river, an 
engine house, a locomotive shed and a works-entrance. Each audio snippet was 
a personally curated, rich collection of sounds, attempting to recreate a fairly 
realistic soundscape.

4.4.2 S tudy : public  aud io  in a  pub lic  co n tex t

We conducted a study 011 an open day at the Hafod-Morfa Copperworks in 
Swansea. Wales. QR codes were placed outside of points of interest so that 
visitors could scan them and gain access to the control page for tha t sound point 
(see Fig. 4.10 & Fig. 4.11).

As well as our sound exhibit that had been placed on-site for the day, other 
interpretation that was available included information placards with text and
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Vivian Engine House

O ff On

This tall rectangular building w as constructed  
by Vivian & Sons betw een I860  and 1862, to 
replace an earlier engine house located on the 
site. The new  engine house contained a vertical 
steam  engine used to drive a rolling m ill, and it 
w as substantially enlarged in 1910. The  
build ing w as built from dressed Pennant 
sandstone and grey - blue bricks manufactured 
at the copperw orks itself. Behind the engine  
house is a tall tapering ch im ney stack  
constructed o f  red brick, w hich rests on an 
octagonal plinth.

<- lla fod -M orfa  C o pperworks Sound Exhibit

Vivian Engine ® tJpdatt<l

Off

This tall rectangular building was constructed  
by Vivian & Sons betw een 1860 and 1862, to 
replace an earlier engine house located on the 
site. The new  engine house contained a vertical 
steam engine used to drive a rolling m ill, and it 
was substantially enlarged in 1910. The 
building w as built from dressed Pennant 
sandstone and grey - blue bricks manufactured 

at the copperworks itself. Behind the engine  
house is a tall tapering chim ney stack 
constructed o f  red brick, which rests on an 
octagonal plinth.

Hafod-M orfa C opperworks Sound Exhibit

Figure 4.11: The interface for turning a POI 011 and off. Left: POI in the off state. 
Right: POI in the on  state. A11 ‘updated' pop-up also appears to acknowledge a 
successful response from the server.
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gloj

Figure 4.12: Existing interpretation available 011-site. Left: Information Placards 
Center: Worker Statues Right: Wind-up Character Sounds

images describing points of interest, statues of workers commisioned by an artist 
and also wind-up sound boxes that played back the voices of individuals who were 
historically involved with the site (see Fig. 4.12). This existing interpretation 
was relatively new to the site, though not related to our research.

Participants

I11 the hope of achieving a true reflection of visitor opinions, participants were 
recruited 011-site at the Hafod-Morfa Copperworks. These were visitors, all with 
the intention exploring the site 011 its official opening day. Estimates from the 
organisers put the footfall at around 5.000 for the day.

I11 total, we recruited 13 participants (2M, 11F), forming 5 separate groups 
(see Table 4.7). Participants were not asked their explicit ages, though consider­
ing their age brackets, 4 were children, 2 were young adults, 5 were adults and 
2 were older adults. Around half of the participants had visited or seen the site 
previously, with the remaining participants visiting the site for the first time. 
None of the participants had been exposed to the technology 011 display prior 
to the day of the study. All participants in the study had walked around and 
explored the site prior to taking part in the study.

One of the participants in Group 5 was an artist involved with other inter­
pretation at the same site, though had 110 involvement in this research. Group 4 
was not actually a group but a single participant. The participant is still referred
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G roup Age G ro u p G ender

Adult M
Adult F

1 Child F
Child F
Child F

o Old Adult Mz Old Adult F

q Adult FO Child F

4 Young Adult F

Adult F
5 Adult F

Young Adult F

Table 4.7: The constituents of the 5 groups recruited at the open day.

to as a Group 4 in the evaluation as not to cause confusion.
The individual groups of this study later went on to take part in more open 

discussions regarding the sharing of personal media using mobile performative 
technologies -  reported in Section 7.4.

Procedure

Prior to the open day, the investigator placed 5 loudspeakers across the Hafod- 
Morfa Copperworks site, hidden around different outdoor structures and points 
of interest (see Fig. 4.13). Using the interaction described in Section 4.4.1, all 
visitors to the site were given the ability to turn these loudspeakers on and off 
when visiting each point of interest. During this period all usage data of the 
sound exhibit was logged, and intermittent, informal observations were made of 
visitor behaviour.

After the event had been running for an hour, participant recruitment began, 
discussing visitors’ experience of visiting the site. Before taking part in the study, 
participants were first asked if they had explored the site on that day. This was 
integral to the study, ensuring that visitors first had the chance to potentially
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Figure 4.13: Top: the Vivian Engine House. Bottom: a map of the POI locations 
1-5 at the Copperworks; 1: Locomotive shed 2: River quay 3: Engine house 
4: Works-entrance 5: Canal basin.

see, hear and interact with the sound exhibit. Visitors who had explored the 
site were asked if they would like to take part in a short, semi-structured group 
interview regarding their experience of exploring the site. Visitors that were 
happy to take part were then asked to read and agree to an ethically approved 
consent form detailing the experiment terms. Where individuals such as children 
were involved, parents or guardians gave consent on their behalf.

After consenting, participant groups took part in a 15 minute semi-structured 
interview regarding their experiences of exploring the site. Upon completion, 
each group was given a £5 Amazon voucher as a token of appreciation for taking 
part in the study.

D a ta  collection

Data was collected in the form of informal visitor observations and a semi- 
structured interview that gave visitors the chance to express their opinions of 
the sound exhibit.
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The informal observations were captured by an investigator in-between con­
ducting semi-structured interviews. During this time, the investigator walked 
around the site and blended in as a visitor, observing others’ behaviour. General 
notes were taken on visitor behaviour that related directly to the sound exhibit 
on site. This included both visitors who interacted directly with the exhibit, and 
also those that passively experienced it by standing nearby.

The semi-structured interview data from each group was audio-recorded to 
ensure that important information and quotes were not missed by the investiga­
tor. The interview questions were all unbiased, with most being open-ended in an 
attem pt to provoke thoughtful responses. While most of the questions provided 
qualitative data, there were also some that required straight yes or no answers. 
These questions were an attem pt to understand whether visitors had understood, 
seen, heard or were even aware of certain aspects of the exhibit.

O pen usage logs

During the open day, all 5,000 visitors were free to interact with the audio exhibit. 
Each time a visitor interacted with a sound point, log data was captured. This 
data included how many unique visitors had loaded the control pages, when sound 
points had been turned on and off and also by who. The log data was captured 
to give an idea of how many visitors were actually using the sound points, and 
how they were using them.

4.4 .3  Findings

The following section includes the results from the study, including the open 
usage log data, informal observations of visitor behaviour and the semi-structured 
interviews that some visitors chose to take part in.

O pen usage log data

When distinguishing individual users by distinct IP addresses, there were a total 
of 22 unique users. Throughout the day, the QR code signs received a collective 
91 scans. Users carried out a total of 133 actions between all sound points, with 
67 (50.4%) ‘on’ actions and 66 (49.6%) ‘off’. This meant that over all users, there
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A ction (Count)

Scan (Count) On Off

Hafod Quay 20 14 14
Locom otive Shed 14 10 10
Engine H ouse 30 20 21
Works Entrance 17 16 15
Canal Basin 10 7 6

Table 4.8: Scan and action count for each sound point.

were an average of 1.46 actions per page load. The total scan and action count 
is contained in Table 4.8.

However, upon observing the log data more closely, it is clear that of the 
91 page loads, 25 (27.5%) resulted in no actions. Considering the remaining 66 
(72.5%) page loads, the average number of actions per page load for users who 
actually committed an action was 2.02. For users that intermittently switched 
between the on and off states repeatedly, the log data suggests that on average, 
they left around a 10-20 second gap before the next action. Of the 22 unique 
users that made scans, 7 (31.8%) users did not carry out any actions at all.

Although the number of unique users was fairly low, we did see some conflict 
in control. At 13:41:26, a user turned the works entrance on. Then, 28 seconds 
later at 13:41:54, a second user turned the works entrance off. The first user then 
came back 4 seconds later, turning the works entrance on again. At 13:44:45— 
when the first user had left the scene and began triggering sounds at the canal 
basin—the second user then came back and turned the works entrance off again. 
The log data shows that there were 6 separate occasions where this kind of pattern 
was exhibited throughout the day, with two to three individual users switching 
between control in a period of less than 5 minutes. This behaviour happened 
across all sound points except for the canal basin, which was the quietest and 
most secluded sound point.
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Informal observations & feedback

The majority of the visitors at the site were of an older demographic, though 
this was not unexpected at a heritage site. While walking around the site, the 
investigator got into a conversation with a visitor who was scanning the codes at 
sound points. The visitor did not realise that the on and off switch on the page 
would control the ambient sound at that point of interest. After discovering this, 
they were very excited and explored the site a second time, activating all of the 
sounds as they stopped at each sound point.

When sounds were triggered, they transformed fairly quiet areas into indus­
trial cathedrals, appearing the bring the place back to life. This shocked many by­
standers, especially those who did not understand what had triggered the sound. 
Upon speaking to a number of visitors to the site, they were not aware that anyone 
was triggering the sounds, or that the option to trigger sounds was even available 
on-site. These visitors thought that the sounds were autom atical^ triggered on 
a timer, and had no human intervention.

When sounds had been playing constantly for some time, visitors would often 
pay a large amount of attention to the points of interest, looking for where the 
sounds were coming from. These visitors, however, were unable to locate the 
sounds sources, as they were purposely well hidden in an attem pt to remove the 
obvious digital element.

Sem i-structured interviews

All five of the groups that took part in the semi-structured interview reported 
hearing the ‘digitally recreated sounds’ as they moved around the site. Three 
groups reported hearing 4-5 separate sounds, with the remaining two groups 
hearing 2 sounds each.

When asked what their initial reaction was upon hearing these sounds, reac­
tions between the groups were mixed. Groups 2 and 3 reported a sense of awe. In 
Group 2 in particular, this was exhibited by a participant remarking, “I  thought 
you had fired it up. I  thought, how on earth have you done that?!” Groups 1 
and 4 were more reflective, discussing that the sounds made them ponder what 
the site would have been like in its heyday. The two adults from Group 1 con­
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versed, “[It] sort of brought it to life didn’t it. [...] Tried to imagine what it was 
like, back in time. [...] What the workers had to put up with. [...] The noise.” 
One participant from Group 5 was also reflective, but not before being shocked, 
exclaiming, “My initial reaction was ‘Good ...! What is that?!’ Because it just 
seemed to come out of nowhere. And someone was pointing in the trees, and it 
was like, is there going to be some big bulldozer or something come over the top?” 
Another participant in this group had the complete opposite reaction, saying “I  
thought it was normal [when] walking past the engine house. [...] For that couple 
of seconds, it sounded right. ”

Groups 1, 3 and 4 spent their time actively looking for the sounds. In Group 1, 
the parents reported that their children enjoyed searching for the sounds. Group 
2 and 5 did not actively seek out sounds. When describing the introduction of 
sounds into the site, two groups commented that the sounds enhanced the experi­
ence, with the other three individually referring to the sounds being meaningful, 
a source of immediate information and generally being effective in conveying a 
sense of place. A participant in Group 5 gave an interesting analysis of the 
sounds, saying, “I  didn’t actually enjoy the noise. I  don’t like machine noises, I  
like bird noises. [...] I  suppose I  enjoyed the canal a bit more because it was more 
decipherable -  you know, you could actually listen to it and go, ‘Oh yeah, I  get 
that. I  understand what those noises are. ’ Where as down by the river, I  didn’t 
feel like I  could deconstruct the noise in any way. ”

Groups 3 and 4 were the only ones that reported trying to activate or control 
the sounds. Both of these groups liked the fact that the sound points were 
controllable, commenting that it felt ‘good’. The single participant in group 4 
summarised the positive points of control, saying, “If you don’t like a sound, you 
can turn it off. You have a sense of power. [...] I t ’s also good, say if, you wait for 
people to come around you and you switch the sound off, and they’re not using 
the app. [...] And then, you just randomly turn it on and they’re like, ‘Oh my 
...!’” Neither of these groups reported a conflict of control at any point. Both 
groups commented tha t the activation of sounds evoked shock and awe among 
bystanders, prompting them to then move closer to the points of interest. A 
participant from Group 3 recalled, “[They] came running... [laughing] Towards, 
towards definitely.” Both groups also suggested that bystanders did not know
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it was them who was controlling the sounds. The same participant from Group 
3 went on to say, “We found it quite amusing down by the Quay, to be turning 
it on and off. Because people on the other side didn’t know we were controlling 
it, so that was quite fun [group laugh]. ” The single group 4 participant similarly 
remarked, “It was pretty cool as well that nobody knew”. They then continued to 
say tha t for this reason, they did not feel “embarrassed.”

Turning now to the groups that did not attempt to activate or control sounds. 
Groups 1 and 2 were not aware that the sounds were controllable until the inter­
view. Group 1 reported scanning some codes, though one participant admitted, 
“I  seen a switch, but I  thought that meant turn the QR code reader off. ” No 

participants in Group 2 had a device capable of accessing the internet. The 
remaining group—Group 5—said that they were aware that the speakers were 
controllable, though didn’t attem pt to control them as they were already acti­
vated. At the end of the interview, the participant in Group 4 suggested using 
signs or a poster, “explaining that you can turn the sounds on and off. ”

4 .4 .4  D iscussion

During the deployment, of the estimated 5,000 attendees at the site, we recorded 
only 22 unique users -  7 of which did not trigger any of the sound points. Al­
though this appears to be a very low number, the majority of visitors that we 
spoke to on-site had heard the sounds produced by the system at some point 
during their visit. We believe that there are a number of reasons for the low 
numbers of visitors who interacted directly with the system. Many of the visitors 
to the site were of an older generation, and did not have a device capable of inter­
acting with the QR codes or accessing the Internet. Something else that became 
apparent during observations and the semi-structured interviews was that many 
visitors were actually unaware that these sounds could be manually triggered. 
This was even the case for some participants who scanned the QR codes, think­
ing the on/off switch controlled a setting on their own device. Perhaps, as one 
participant suggested, if the ability to control these sounds was better advertised, 
visitors would have been more willing to try it out. We believe the fact that many 
visitors—even those who scanned the codes—remained completely unaware of the
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functionality, shows that this is not the expected kind of interaction that people 
are used to in public spaces. In mainstream location-based services, users are 
used to being consumers, passively receiving information -  not taking part as a 
performer.

The two groups of participants in the semi-structured interview that had 
turned sound points on and off admitted to trying to provoke reactions among 
bystanders by unsuspectingly triggering sounds when they were nearby. In both 
cases, the participants said they thought that bystanders did not know it was 
them that was controlling the sounds. The participant in group 4 went on to 
say that this was the main reason for them not feeling embarrassed. Although 
bystanders did not interact directly with any of our participants that triggered 
sounds, participants did report that the sounds affected bystander behaviour, 
with visitors “running” towards sounds and talking about them. Also, although 
none of our participants experienced a conflict in control, we believe that the 
conflict in control recorded in our log data may well have created some social 
conflict or discussion amongst the users involved.

Overall, participants in this study portrayed a very different attitude to those 
of our previous experiment in the University. All were upbeat and very excited 
by the technology potential, including both those who controlled, and those who 
experienced the sounds passively. Those who controlled were not worried about 
disturbing people or becoming a spectacle. This could perhaps, be attributed to 
the ability to trigger sounds confidently, with control from afar. We believe that 
the different context may have also played an important role, where the sounds 
were of collective interest to the visitors. Participants in the interviews all thought 
that the sounds used at each POI were highly representative of what the site 
would have sounded like in its heyday, though one participant had concerns with 
the composition of the sounds. This participant gave an interesting analysis of 
the audio used, saying that it was more enjoyable when it could be broken down. 
Although we made an attem pt to simulate reality closely, this participant’s point 
is something to perhaps consider in the future development of public soundscapes, 
if sounds are intended to be enjoyable and a pleasure to listen to.
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4.5 Conclusions

In this chapter we began by exploring the value of spatial audio for discovery 
and navigation in large, unfamiliar places. We then carried out a deployment 
study on a number of performative audio experiences, comparing the effects of 
each. Due to the numerous unanswered questions born from our findings in this 
second study, we conducted further research on a refined prototype in a more 
naturalistic, public deployment. Throughout this chapter, we have demonstrated 
a number of novel interaction methods—magical to expressive—that allow users 
to trigger amplified audio in public spaces using their mobile device as a control.

In our initial experiments, we discovered the engaging qualities of spatial audio 
in unfamiliar surroundings, allowing listeners to gain a better understanding and 
sense of place within a very short period of time. Our early prototype helped 
visitors discover new points of interest they had not visited before, and also 
provided a clear enough representation of spatial audio that users were able to 
successfully navigate towards these sounds without visual cues.

Following Reeves et al.’s [108] spectator observability taxonomy as a guide, 
we then developed four different interaction techniques; secretive, suspenseful, 
magical and expressive. Each of these interaction techniques was tested in the 
same public setting, with participants able to compare each approach. There was 
a clear dislike among participants for the most expressive interaction technique— 
involving pointing at loudspeakers—with many preferring the conventional secre­
tive approach of screen-based number entry and headphone feedback. This cause 
for dislike was attributed to a lack of definite control with the pointing gesture 
manipulation, as well as the University context, with performing perception [42] 
most likely playing a part. Participants creating a spectacle of themselves or 
causing a disturbance in this particular context may be seen as antisocial, or 
perhaps less acceptable.

With these findings, we altered our interaction technique, providing a more 
definite control through an on/off switch, which was then made publicly accessi­
ble through a web page. We then decided to carry out an additional experiment 
in a more naturalistic deployment, where the context was different—Hafod-Morfa 
Copperworks—and the feedback was of shared public interest. With this new sys-
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tern and context, users appeared to be much more comfortable using the system, 
enjoying the triggering of sounds.

When using Surround You, our expressive audio interaction, we were sur­
prised to see that bystanders did not approach the performer. Similarly, when 
using the magical interaction at the Hafod-Morfa Copperworks, no bystanders 
were reported to have communicated with users who controlled the points of in­
terest. Although bystanders did not always approach the performer directly as we 
had first imagined they would, curiosity and mindfulness were prevalent among 
bystanders in both of these experiments, with the majority of spectators reacting 
positively to amplified sounds, looking for the audio sources and discussing them 
with friends.

4.5.1 D esigning for perform ative audio place-based  
experiences

From the design and evaluations of prototypes in this chapter, we suggest a 
number of factors that are critical to the success of an engaging performative 
audio place-based experience. Many of these factors are applicable to the entire 
performative mobile place-based experiences design space.

It is clear from the experiments conducted in this chapter that, amplified audio 
proved both engaging and immersive. Both expressive and magical interaction 
techniques gained a large amount of attention from bystanders, turning them 
into spectators. The visibility of manipulations had less of an effect. Amplified 
loudspeaker audio made users feel fairly uncomfortable in a University setting, 
though this was not the case when amplified audio was used at the Hafod-Morfa 
Copperworks. For this reason, we suggest that the acceptability of these kinds of 
amplified, public interactions is heavily dependent on the context. When using 
our expressive prototype, pointing gestures gave users a feeling of less control. A 
more simple and definite on/off was preferred, also allowing users to stand further 
away from the effect, offering users anonymity -  openly welcomed by some. In our 
later study at the Hafod-Morfa Copperworks, many visitors claimed that they did 
not have a compatible device or were not aware of the interaction possibilities. 
We recommend making interaction points clear, physically and digitally -  many
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people were not aware the technology was controllable, some even after scanning.
Although a very low number directly interacted with the system, a much greater
number were still able to be a part of the experience, making it very inclusive.

Affordance Ensure that the technology, access points and functionality are 
all clear. Upon arrival at the interactive space, we suggest some kind of 
prompt—physical or digital—that there are sound points in the area that 
can be actuated. Physical markers should then be placed in the environ­
ment at each sound point, either as an access point or a prompt to trigger 
a nearby sound point. In the user interface, next to the trigger or switch, 
we recommend making the functionality explicit and clear for users.

Visitors to public spaces are used to being consumers, passively receiving 
information. It is important these prompts and affordances exist so that 
users will know what the technology is, as well as how and when to interact.

Control For the experience to be usable and enjoyable, there needs to be a high 
level of definite control when triggering and stopping sounds. Our amplified 
gestural pointing mechanism worked, though was perhaps too expressive, 
with too many affecting variables. This sometimes led to triggering a dif­
ferent speaker to the one the performer had intended on interacting with, 
or even triggering multiple speakers within a direct line of sight. There 
seems to be an overwhelming preference for being able to accurately choose 
a sound point and then explicitly decide when it should be on or off.

V isib ility  Amplified effects had much more of an impact on bystanders than 
amplified manipulations -  at least on the mobile scale. Compared to ef­
fects, differing levels of manipulation visibility garnered barely any atten­
tion at all. Although this was the case, performers who used the magical 
interaction techniques reported that they enjoyed their manipulations be­
ing hidden, where it was not always obvious that they were the ones who 
were controlling.

Engagem ent In the case of magical and expressive interaction techniques, both 
sparked curiosity and conversation amongst bystanders, though no specta­
tors engaged directly with the performer. We conclude that perhaps people
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are drawn towards effects, and not manipulations. In our experiments, the 
amplified effect was placed far away from performers, and performers were 
not approached. If designers desire engagement between spectators and the 
performer, we suggest placing the effect with or around the performer.

C o n tex t The social acceptability of these interventions is heavily dependent on 
the context. Amplified audio was enjoyed impetuously at the Hafod-Morfa 
Copperworks, though was deemed less acceptable on a University campus. 
We conclude that these kinds of interactions are perhaps more acceptable 
where the sounds are of shared public interest, and are also carefully used 
to compliment the surrounding environment, rather than append to it.
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Visual Performance

In this chapter we focus on visual performance, exploring the use of visuals to 
create more performative, extravagant, expressive place-based experiences. We 
began by thinking of the more expressive kinds of mobile visual interactions -  the 
result of which culminated in the design and creation a pico-projection prototype, 
able to project a set of small-scale images and videos. As with our performative 
audio prototypes, it was again our goal to develop an experience with amplified 
manipulations and effects, making the experience as accessible as possible to 
bystanders. We carried out a deployment study of our pico-projection prototype, 
comparing its expressive and performative nature to a more conventional, screen- 
based interaction. We report on the results of this experiment, discussing the 
use of pico-projections for performative interactions. The chapter concludes with 
a set of design implications for performative visual experiences in public spaces. 
Our visual experiments were the first that wes carried out, and therefore, do not 
build upon the findings of our other research.

5.1 Introduction

Many of the mainstream location-based information services to date have focused 
on delivering images, multimedia or text in situ, direct from the internet to a 
mobile device screen. While this sort of interface does indeed provide valuable 
location-based information, we feel that it is lacking in some of the more exciting 
or participatory interactions that could be possible. Small mobile screens are

97



5. Visual Performance

good at displaying private and personal information, but this also makes them 
very poor at displaying public information to groups of people.

The Augurscope [130] was an early outdoor mixed reality prototype for groups 
of people at an attraction. The system used a wheeled tripod base, and a laptop 
to display historical augmented content. While far from a current mobile portable 
device, the system allowed groups of people to share their experiences in situ.

In an attem pt to draw people away from the screen, we have looked at devel­
oping publicly visible content using projectors. Bert Bongers was one of the first 
to realise the potential of taking a projector outside of its intended context [19]. 
Before the introduction of pico projectors, Bongers took to the streets at night 
with a full sized projector to project gateways to alternate realities. Over time, 
situated projections have become more interactive, with certain examples allow­
ing users to control the content that is projected by external means [84, 126]. In 
L.A.S.E.R. Tag [84], a user is able to use a laser pointer as a paintbrush. The 
projections are aimed at large outdoor objects, giving the user a canvas to paint 
over the real world. Full-size projectors have been used on many occasions to 
augment buildings as part of a multimedia performance, using 3D video mapping 
to make the buildings appear to come to life (e.g. see h ttp ://n u fo rm er.co m /). 
Sauter developed an intrusive but playful artwork named Light Attack [125], 
where a white silhouette of a person was projected onto the walls and sidewalks 
of streets from a moving car. A further example of situated, but moving pro­
jection is demonstrated in [72], where projections are dynamically generated and 
displayed on the banks of a river from a riverboat.

Since the introduction of pico projectors, although there has been interest in 
their uses in public space, there has been little research regarding their usage 
as mobile guides -  in particular, where a person is able to explore and learn 
about the place that they are in. Pathlight [152] is a mobile guide designed 
for a museum. Its main purpose is to give information about exhibits, but it 
also doubles up as a navigation guide within the museum, directing the user to 
different exhibits using projected arrows. Researchers, have been quick to take 
advantage of pico-projectors in mobile information scenarios, using projectors for 
collaborative learning [74] or gaming [158]. Our prototype is inspired by these 
previous designs, but we focus on the collaborative, shared viewing experiences
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possible when using public mobile projection, such as those discussed by Greaves 
et al. [61] and Robinson et al. [118].

In this chapter, we report on a prototype system to display pico projected 
images and animations. By using a handheld projector to view digital content, 
instead of the typical touch screen on a modern mobile device, we aim to allow for 
a more expressive visual mobile experience, with performance and collaboration 
in mind. The novelty of this work lies with the use of pico projection to augment 
exhibits at a visitor attraction. While some of the findings have been seen in 
prior works, the performative perspective of this research sheds new light on the 
possibilities.

5.1.1 Extravagant, expressive visual place-based  
experiences

Although projections have been used in public spaces before, in this research, we 
are specifically interested in developing a mobile visual experience that promotes 
a more active social engagement between visitors. Where other kinds of mobile 
augmented reality (AR) lens applications overlay information over a camera im­
age, here, using pico-projection, we take this type of AR lens application one step 
further -  overlaying the real world itself. The amplified visual effect here, then, 
is the projection -  taking the content out of the screen, enlarging it and placing 
it in the environment to be viewed publicly.

In terms of amplified manipulation, our first choice here is again gestures 
and movement. Both are well suited to pico projectors, as they are lightweight, 
portable, and do not require complex tracking. In particular, there was a large 
emphasis on the user being able to control the projections in a free-form way, 
positioning projections using a red dot, preventing the need for a sophisticated 
tracking system. It was hoped that the free-positioning of projections—without 
the bounds of tracking—would allow for more amplified manipulations.

Therefore, we image a performative, extravagant, expressive visual place- 
based experience as one which makes use of publicly visible projections, and can 
be expressively controlled by moving the mobile device, gesturing and walking 
through space freely, projecting without sophisticated tracking.
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5.2 P ico projections for performative 
interactions

Following an in-depth review of the literature and a discussion of a suitable mobile 
concept, we proceeded with the design and development of a performative visual 
prototype. In the following section, we introduce our pico projection prototype, 
designed to encourage a more playful and active engagement amongst visitors. 
As a baseline, we also introduce a comparison system, which follows a more tra­
ditional, mainstream screen-based information approach. Both techniques were 
deployed in-situ in a visitor centre, and compared in a between subjects study. 
The results of this study are presented, and we discuss their implications.

5.2.1 P rototyp e design

We developed a mobile prototype to demonstrate performative, place-based pro­
jection. Since we wanted to test the system with real visitors at a local attraction, 
we worked with the curators of the National Botanic Garden of Wales, carefully 
crafting and tailoring the types of performative projection specifically to the con­
text of their visitor attractions. One of the key reasons for working with this 
attraction was their previous interest in being early adopters of emerging tech­
nologies. For example, the gardens (both outdoor sections and displays in the 
large indoor glasshouse) are viewable on Google Street View1, allowing visitors an 
online 3D tour of the attraction before visiting. Our system reuses QR codes and 
some curated content from a previous project at the National Botanic Garden of 
Wales (similar to [122]). We use QR codes for indoor location awareness and as 
a visual indicator to show users that they can interact with that exhibit.

For this research, our main aim in using a pico projector is not as extra 
screen space, but specifically to allow a visitor to augment the real plants and 
objects with digital content, acting out or performing actions with the elements 
they project. Our approach contrasts with text projection onto objects [80], as 
we do not project text information into the environment, but visual animations

1GoogleMaps Street View : National botanic garden of wales (h ttp ://g o o .g l/m a p s /  
exaFC)
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Jlistemon Citnnus Jlistemon Citrinus

Some plants rely on tire to spread 
their seeds.

Some plants rely on tire to spread 
their seeds

Please focus the projected target 
close up on a leaf.

Cancel OK

Please press OK to continue.

Cancel OK

I
1 2 ; fi. forbs, grasses, shrubs and trees 
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exposed to range fires or forest fires - that is. 
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Figure 5.1: Using both prototype systems: scan QR code with iPod touch (Start) 
Performative: prepare (PI Sz P2: confirm and point target) and project (P3: a 
fire) or. at right, Informative: confirm scan (II) and display text (12).
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Figure 5.2: Projecting images and animations in performative mode. Clockwise 
from top left, projections show: a leaf on fire; a sunbird Hying to a plant: raindrops 
falling on a leaf: and. a witchetty grub on a tree trunk.

that attem pt to overlay and bring the environment to life. Where spectators are 
present, the moving and positioning of the projector and the effect can create an 
illusion of AR.

Rather than previous lens-based approaches, however, the augmentation is 
projected directly onto the physical elements to which it refers. Our system uses 
an iPod touch attached to a pico projector (see Fig. 5.1). The iPod is used to 
scan QR codes situated next to eight exhibits around the gardens' visitor centre. 
After scanning, an image and sentence of context about the exhibit are shown 
onscreen, along with a prompt to focus a projected target on the object. The user 
presses a button when ready, and imagery or animation is then projected. As 
the prototype was built for use at this specific attraction, the imagery used is of 
insects, animals or environmental factors that are related to the plants and other 
displays at the botanic gardens. Figure 5.2 shows several such examples, where 
the projection appears next to or on top of the related artefact. Apart from the 
initial QR scan, the system does not implement any additional tracking. This
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allows users of the system to project freely onto objects in an attem pt to promote 
performative and playful behaviour. For this prototype, content and QR codes 
are stored and recognised locally, as the device is designed specifically to augment 
this particular attraction. For use with a wider set of attractions, we imagine an 
online repository of content paired with displays in other visitor centres.

Inform ative, screen-based system

We also built a second, alternative mode into the system, allowing us to com­
pare traditional screen-based location information with the projected content 
approach. After recognising the QR code and showing the same initial content 
on-screen as in the performative system (i.e., a sentence of context and an image), 
upon pressing a button it then displays a page of textual information about the 
object, instead of a projection (see Fig. 5.1).

5.2.2 Study: a com parison o f perform ative and  
inform ative interactions

We conducted a study over six days at the National Botanic Garden of Wales. 
The aim was to test both systems with real visitors in situ. We had two research 
questions:

RQ1: How do perceived learning and enjoyment through performance with pro­
jections compare to perceived learning and enjoyment with text-based in­
formation?

RQ2: How does the performative aspect of the projector system affect involve­
ment or interest from non-participant visitors when compared to the infor­
mative system?

Participants

Twenty groups of participants were recruited as they entered the building. Ten 
groups used the informative system and ten used the performative system. A 
total of 58 participants took part, with 34 people using the informative and 24
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using the performative system. Participants’ ages ranged from 3-80, with 29M 
(Male), 29F (Female) overall, and similar gender distribution between systems. 
The average group size was around 3 participants, with 3.4 (a 1.26) and 2.4 
(a 0.84) on average for the informative and performative systems, respectively. 
None of the participants had used a pico projector before, and very few had 
used QR codes. Most participants were repeat visitors to the garden. Groups 
consisted mainly of couples or families looking for something interesting to do on 
a day out.

M easures

To gather users’ opinions of the system, a short survey was built into the pro­
totype. After scanning a QR code and either projecting or reading the related 
content, the prototype prompted the group to give feedback. Groups were in­
structed to give feedback collectively. The survey questions asked:

Q1 How many other visitors stopped to look at what you were doing?

Q2 Rate your enjoyment of this particular QR code experience.

Q3 Rate the value of this particular QR code experience as a learning resource. 

Q4 How has your understanding been affected by this QR experience?

Questions 2 and 3 allowed participants to select a rating from 1 (low) to 5 
(high). Q4 allowed a selection from ‘decreased,’ ‘unaffected,’ and ‘increased.’ In 
addition to the survey, participants answered a short semi-structured interview 
at the start and end of each session. For one of the six days, two additional 
researchers observed groups’ behaviours from a distance while they used the pro­
totype, being careful to avoid intruding on the experience. In total four groups 
(13 visitors) were observed, with three using the performative and one using the 
informative system. In addition, during that day, many visitors who were not 
participating in the study were also observed.

A pre-study interview gathered information regarding participants’ previous 
experience with QR codes, projectors and smartphones. Participants were also
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asked about any previous visits to the botanic gardens, and their ages, genders, 
and the number of participants in each group were recorded.

1. Have you been to the Glass House before? (if so, when?)

2. Have you used QR codes before? (if so, where?)

3. Have you used the QR codes here in the Gardens? (if so, when?)

4. Have you used a Smartphone before?

5. Have you used a Pico Projector before? (if so, where and when?)

6. Group Size, Gender(s) & Age(s)

A post-study interview focused on the effect the prototype had on partici­
pants’ and other visitors’ experiences during their visit. Participants were also 
asked to report any surprising, exciting or annoying experiences with the system, 
and how other people around them reacted when they saw it in use. Finally, 
participants were risked to suggest any improvements they might like to be made 
to the prototype or the experience.

1. How has your visit to the glasshouse today been affected by the QR system  
you’ve just used?

2. Was there anything that surprised or excited you during the experience?

3. Was there anything that angered or annoyed you during the experience?

4. How did people react around you when you were using the system?

5. On a scale of 1 to 7, how would you rank the usability of the system?

6. How did you cope with finding the QR codes?

7. Can you suggest any improvements to the (projector/information) experi­
ence?
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Procedure

The study used a between-groups method where each group used either the per­
formative projection system or the informative textual system. Participants did 
not use both systems to avoid learning artefacts. At the start of each session 
the study procedure was briefly described to the group, and they were asked 
to confirm that they wished to participate by reading and signing an ethically 
reviewed research consent form. In an attempt to minimise the possibility of sep­
arate groups of participants encountering each other, the researcher conducting 
the study left a 20 minute interval between recruiting new groups.

Figure 5.3: Top: the large glasshouse in which the study took place. Bottom: 
the garden map with exhibit locations 1 8 indicated.

After groups agreed to participate, a short training session was conducted to 
demonstrate usage of the system to the group. The group was then given the 
prototype (in either performative or informative mode), and an information sheet 
in case they needed further guidance. This sheet also incorporated a map showing 
the approximate location of eight QR codes to scan (see Fig. 5.3). Because the 
study was conducted in such a brightly lit area, the location of each of these codes
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was carefully selected so that projections would have the best visibility possible. 
These areas were shaded and darker than the rest of the glasshouse.

After receiving these instructions, the group then left the researcher, finding 
and scanning each separate code and completing the five survey questions after 
viewing the content associated with each display. Discreet observations were 
made of participants during some study sessions. At the end of each session, the 
group were debriefed in a short post-study interview, thanked for participating 
and given a gift voucher.

5.2.3 F indings

Firstly, we will consider the data gathered by the mobile application after each 
exhibit (see Fig. 5.4). For Q l, the average numbers of non-participant visitors 
that were reported were 1.39 for the informative system (a 1.66) and 1.88 for 
the performative system (<r 2.33). There is an overall significant difference in 
participants’ rating of whether their understanding of an exhibit was affected 
(Q4), with the informative system seen to be more beneficial in that respect 
(p < 0.002; Mann-Whitney). Turning to the ratings of enjoyment (Q2) and 
perceived learning (Q3), there was no significant difference between systems.

In the post-study interview, all participants indicated that they had noticed 
interest from other non-participant visitors around them. A common sentiment 
was captured by one participant, who said: “if people were around they looked.” 
In some instances, other visitors were curious enough to ask participants what 
they were doing. Three groups using the performative system reported that they 
demonstrated the system and engaged with non-participant visitors. One of these 
said that their performance involved 13 visitors who became interested in what 
was happening.

Feedback from the post-study interviews for both systems suggests that in 
nearly all cases groups felt that using either of the systems had enhanced their 
experience. Participants often commented that the system they used added in­
terest to their visit, with one participant claiming that the performative system 
gave “an extra dimension. ” Some of the groups with children (using either of 
the systems) noted the enjoyment in seeking out and scanning the QR codes
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Figure 5.4: Box plots of survey results (Q2. Q3. Q4) for both systems. Top: 
overall results between systems: understanding is significantly increased when 
using the informative system, but there is no evidence of an effect on enjoyment 
or learning. Bottom: individual results for enjoyment and learning separated into 
exhibits 1 8.
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themselves. One participant using the informative system explained this, but 
noted: “the children love to find the codes and scan them but they’re not inter­
ested in reading any of them. ” One group mentioned in the post-study interview 
that people would sometimes get in the way of their projections. This would 
seem to suggest that participants were pointing projections at a specific object, 
strengthening the argument that participants were using the performative system 
as intended -  to project onto surfaces that the device instructs. Several partic­
ipants commented that the brightness of the projector was sometimes an issue. 
One participant went as far as returning to find a researcher during the study to 
ask “how am I  supposed to rate this [projection] if I  can’t see it?”

O bservations

Considering first the group observed using the informative system (four adults; 
one child) -  in general this group gathered closely around the system after scan­
ning each QR code. No single individual in this group took control of the proto­
type; instead, participants took it in turns to scan each QR code. In some cases 
one participant read aloud to the rest of the group; for other exhibits individu­
als read to themselves instead, huddled tightly around the device. While other 
visitors were aware that the group were doing something unusual, they were not 
seen to experience the information the group was reading.

W ith the performative system, where three groups were observed, there was 
evidence that projection encouraged participation beyond the device itself. Par­
ticipants were not gathered around the device, but were seen to be focused on 
the projections rather than the prototype. In one group (two adults; two chil­
dren), an adult held the device and let the children direct his hand, pointing the 
projections at plants while visitors stood by and watched.

In terms of the non-participant visitors that were observed, most wandered 
slowly and casually, occasionally glancing at their surroundings. We only ob­
served one group of visitors (one adult; two children) who seemed more ac­
tively engaged in the exhibitions. This group moved directly between information 
points, paying attention mainly to the signage and other content, such as draw­
ings showing the plants’ native habitat.
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All groups were asked in the pre-study interview if any participant had used 
a handheld projector previously. Out of 58 participants, none of them had ever 
used a handheld projector before. Initially we were worried that this lack of 
experience would affect the participant’s experience of the performative system. 
Upon reviewing the usability scores (1-7) that group’s presented in the post­
study interview, it was evident that such a problem did not exist. On average, 
the performative system received a score of 6.1/7 (min:3; max:7; a 1.28) and the 
informative system received a score of 6.7/7 (min:6; max:7; a 0.48). One possible 
explanation for the slightly lower performative system score may be that 90% of 
informative groups had prior experience with a smartphone like device, whereas 
only 70% of performative groups had prior experience with a similar device.

5.2.4 D iscussion

The higher rating given to the informative system in terms of ‘understanding’ is 
not surprising given that the system provided detailed textual content for each 
exhibit, in contrast to the performative system’s images and animations. We 
might have expected a higher rating for perceived ‘learning’ in the informative 
version for similar reasons; and, conversely, a higher rating for ‘enjoyment’ for the 
performative. However, no significant effect was apparent. For this reason, then, 
we may speculate that both types of system provide benefits in these respects 
-  allowing for both informative and performative modes in future designs would 
seem a sensible approach.

Clearly image quality, particularly brightness, impacts on the efficacy of pro­
jection. Visibility seems to have played a part in participants’ opinion of the 
performative prototype as a learning resource. For example, the significantly 
lower rating for exhibit 2 in the performative system may have been because a 
darkly coloured projection was used in a very light part of the glasshouse. No 
significant difference was found in the numbers of people reported as stopping to 
watch by participants using both systems. However, post-study interviews and 
group observations suggest tha t bystanders had a more active engagement with 
the performative prototype.
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5.3 Conclusions

In this chapter we began to explore the design space of extravagant, expressive 
visual interactions for mobile devices. We made the decision to use pico projec­
tions for two reasons; projection is an amplified effect, and should therefore be 
more publicly accessible than a private mobile screen, and also, the projector is 
easy to move around in a freeform way -  allowing for amplified, gestural control 
without complex tracking. Considering our design choices, we went on to build 
a projection prototype which we believed was a good representation of what a 
performative, mobile visual experience may be. We then carried out an in-situ 
deployment of our performative projection prototype, comparing it to a more 
conventional information guide that one may expect to see in a visitor centre.

The results of our deployment seem to suggest that a pico projection system— 
such as the one employed here—may encourage people to engage with their sur­
roundings rather than focus on signage or, if using a conventional mobile device, 
the device itself. Furthermore, there is some evidence that projection might al­
low groups to enrich their shared experiences and to draw in bystanders. The 
choice of locations and attractions for performative projections can clearly im­
pact on the effectiveness of the approach. Future work could explore how to 
camouflage QR codes to enhance the fun we observed some children having dur­
ing the hunt for markers. Forcing visitors to stand in “disruptive” locations to 
project content—for example, changing the flow of others along a pathway—may 
encourage spectators. Careful stage-craft is needed, though, to avoid annoying 
bystanders or embarrassing performers.

Pico-projection brightness will remain an issue for some time. To accommo­
date this, and to further use digital output to prompt physical engagement, we 
might consider providing more stage direction to users. For example, in the gar­
den context, instead of simply asking people to target the beam on an exhibit, 
the group could be asked to stand round the plant (providing shade), with one 
of them cupping their hand around a leaf (further darkening the object) before 
animations begin. Or perhaps larger scale projections.

The novelty of this work lies with the use of pico projection to augment objects 
at a visitor attraction. In particular, there was a large emphasis on the user being
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able to control the placement of the projections in a free-form way. While some 
of the findings have been seen in prior works, the performative perspective of 
this research sheds new light on the possibilities. Taking into consideration our 
previous auditory performance findings, along with the current limitations of pico 
projectors, we have decided that in the case of performative mobile place-based 
experiences, audio is perhaps a more accessible effect for bystanders. For this 
reason, we have chosen not to pursue the use of pico projections any further in 
this research.

5.3.1 D esigning for perform ative visual place-based  

experiences

From the design and evaluation of our performative projection prototype in this 
chapter, we suggest a number of key design implications that will encourage 
designers to develop engaging performative visual place-based experiences. Some 
of these factors are also applicable to the wider performative mobile place-based 
experiences design space.

In this chapter, we demonstrated the possibility of a performative projection 
prototype without the need for complex tracking or control. Users were literally 
able to point the projections where they wanted them to appear, providing playful 
and intuitive control. The low-visibility of the dimly lit projections appeared to 
play a part in some of the more critical feedback received from participants. This 
could perhaps be overcome with more powerful projections, or careful direction 
and instruction to users, providing tips on where or how best to project. Addi­
tional stage-craft could also play a part in the experience, encouraging further 
social interaction through the clever placement of exhibits, directly impacting 
the movement and flow of visitors. Concluding, the performative and informa­
tive approaches ranked very similarly among participants, suggesting that both 
approaches have their merits. Some combination of both approaches, would per­
haps, be the most desirable solution.

Control Users can be given control of pico projections without the need for com­
plex tracking. With a small amount of priming/direction, users will point
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the projection where it should be. In our study, this free-form gestural 
control allowed users to manipulate the projections expressively. The sheer 
simplicity of this interaction makes the connection between the manipula­
tion and effect clear, perhaps, giving users a high sense of control -  which 
was proven desirable for performative, expressive audio (see Section 4.5.1).

S tag e-craft There is only so much that a user can be expected to do with a per­
formative system, without further direction. We believe that stage-craft, 
such as strategically placing exhibits to intercept the flow of visitors and 
prompting users to carry out additional tasks such as physically interact­
ing with exhibits, could all enhance the performance further. This would 
be achieved through careful planning and curation, signage and further 
instructions to the user.

V isib ility  No significant difference was found between the number of bystanders 
who stopped to look at each system. Clearly, here—although we had en­
couraged visitors to project in dark places—the brightness of the pico pro­
jector did not have an amplified enough effect. Designers should be very 
careful in ensuring that the brightness of projections are suitable for the 
context.

V arie ty  In our study, the informative and performative approaches both scored 
fairly equally. When designing a performative place-based system, there 
may, perhaps, be too much emphasis on the performance, with the system 
not providing enough useful information. We suggest that designers are 
mindful of this, and should cater for a combination of approaches, providing 
more in-depth information, allowing users to make sense of the performance. 
This finding prompted a description to be added to our prototype in our 
audio experiments at the Hafod-Morfa Copperworks (see Fig. 4.11).
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D irecting the Performance

In this chapter we build upon the findings of our previous investigations into per­
formative auditory and visual interactions, extending the framework to enable 
remote, large-scale, dynamic performances. We refer to this concept as portable 
media hotspots (PMH) -  where users and their devices can be commandeered, 
receiving directions to follow, and amplified media direct to their mobile device. 
Our motivation stemmed from connecting experiences, and utilising multiple mo­
bile devices to create large displays, rather than using embedded peripherals -  
as we had used in our previous audio research. We began by designing a proto­
type remote guidance mechanism, allowing a controlling user to remotely direct a 
hotspot user through the use of tilt gestures. A controlled study was carried out, 
measuring the system’s guiding accuracy and affect on preferred walking speed. 
Encouraged by the findings of this first study, we developed a second prototype 
-  retaining and improving all of the original features. We deployed the second 
prototype in a public setting amongst castle ruins, offering small groups the op­
portunity to remotely direct each other around and trigger contextual sounds at 
will. From our experiments, we outline a number of key design implications for 
remote performative experiences such as portable media hotspots.

6.1 Introduction

While walking through a busy city centre, one can expect to find a whole range 
of ambient audio and visual displays -  screens and speakers providing the latest
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news and offers, or simply setting the mood. Predominantly, the kinds of displays 
we seem to encounter in public spaces are static and rooted to the ground. This 
is usually the case as these kinds of displays have a high power consumption and 
require a constant, wired supply of energy. Also, large public displays are often 
fairly expensive and need to be secured accordingly.

A large percentage of the global population own a mobile phone [137], many 
of which are smartphones. Mobile devices such as smartphones can be used in 
a similar manner to retrieve and display location-based and context-aware infor­
mation, though as we have discussed before, the results are often kept private. 
Although mobile devices are not as visually or aurally extravagant as large, sit­
uated public displays, they are far more abundant. Perhaps, then, these mobile 
devices can be used together in unison, to create large, dynamic ambient dis­
plays. We have already learnt from our previous studies that placing the effect 
directly on or around the performer encourages spectators to engage directly 
with the performer, promoting a more active engagement. As well as promoting 
a more active engagement, mobile devices are low-cost, low-energy and can be 
moved freely around a space, or even be directed towards specific positions in 
space. Bearing all of these qualities in mind, we have a vision -  to use Internet 
connected mobile devices as scalable, controllable outdoor displays.

The idea of using mobile devices as a collective screen-based visual display is 
not an entirely new one [131], though less research has been conducted on the 
use mobiles as a collective audio display. Samsung Group Play1 is one particular 
example of a mobile application that attempts to use multiple mobile devices as 
a collective audio display, though its functionality is fairly limited, allowing a 
user to share and transm it only one audio track at a time to other devices. Each 
device must also be connected to the same wireless network for the application 
to function. MoPho [149] is an example of a more creative scalable mobile audio 
display, where each mobile phone is used as an instrument in an orchestra.

Something that is not usually considered in collective mobile displays is how 
each device should be directed into position. There appears to be no common 
mechanism of sending and receiving instructions. A remote guidance mecha­
nism is especially useful if the instructions are to be sent to many devices, and

1 Samsung Group Play App - goo .gl/094hXV
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over a large geographical area. Some researchers have experimented with remote 
guidance involving humans controllers before [8], though mainly to aid visually 
impaired people. In this case, the controlling user sat at a computer, viewing 
the scene through a camera and sending verbal instructions to the impaired per­
son via a GSM voice call. As we are interested in sending instructions to many 
devices at once, this is perhaps not the best mechanism to use here. For navi­
gation over a small area, arrows have been found to be a simple, unambiguous, 
egocentric instruction which are easy to interpret [37]. Arrows have been used 
in museum navigation before [152], though projected from a handheld pico pro­
jector. A similar approach was used to that mentioned by Chittaro et al. [37], 
where a photograph of a landmark was overlaid with an arrow.

6.1.1 D irecting extravagant, expressive place-based  
experiences

We were interested in developing a remote guidance mechanism for the posi­
tioning and control of portable media hotspots (PMH). In contrast to previous 
examples that use the mobile device for collaborative input [50], we focus on the 
use of these devices as an extravagant, scalable, fully controllable, distributed 
display for use in public spaces. Throughout the chapter, we refer to the mobile 
devices that form this display as portable audio hotspots (PAH). Portable audio 
hotspots are a subclass of portable media hotspots, focusing on the audio as the 
amplified effect. The location of, and sound produced by each PAH should be 
able to be controlled individually, or as a group. This task is overseen by a con­
trolling user who has control over all connected hotspots. While PAH devices 
receive and play sounds accordingly, location and directional instructions are to 
be interpreted by the human user. For such a framework to remain usable, the 
direction mechanism must be simple, effective and robust for both the controlling 
user and the hotspots. Considering guidance techniques tha t allow the specifica­
tion of a destination and/or explicit directions, we present a novel framework for 
the positioning and control of portable media hotspots in outdoor public spaces.

Our novel direction mechanism makes use of a simple set of tilt gestures. This 
method was designed the give the controlling user a high level of granularity,

117



6. Directing the Performance

providing a specific direction to move a hotspot in as opposed to an end location. 
The acceptability of gestures in public is a topic that has been discussed in depth 
by Rico et al. [111]. We have have chosen to use the tilt gesture specifically as it 
is a subtle but noticeable gesture, and we believe its egocentric nature provides 
a strong correlation between the direction the device tilts and the direction the 
user receiving instructions should move in. It also provides an eyes-free method of 
direction, where the controlling user can focus their full attention on the hotspot.

Unlike many mobile location guides [69, 78, 94], we have chosen not to use 
audio as a means for navigation, but purely as a means of creating a public 
soundscape. For directional instructions, we have chosen to use arrows, though 
unlike previous work [37, 152], we do not overlay the arrow over an image -  
we display an arrow that can rotate 360° onscreen, always pointing towards the 
direction to move in. Robinson et al. discuss haptic feedback for use in navigation 
[116], though we chose to use haptic feedback to alert the user of a new instruction 
-  long vibration, and when one ends -  short vibration bursts. This means that 
hotspot users only need to look at the screen once per instruction.

To illustrate our imagined use case for this technology, we present the following 
scenario -  a user taking part in a remote controlled soundscape. A controlling user 
orchestrates the experience, with visitors acting as performers in a soundscape.

Scenario. John decides to visit a medieval castle for the day. Upon arrival, he 
registers his interest in being part of an ongoing interactive soundscape exhibit at 
the site. Later on, John’s device awakens with a buzz, presenting an arrow with a 
direction to walk in. He follows the instruction. While walking through a crowd, 
his mobile device begins to emit the sound of a raging battle. John continues to 
follow the arrow presented on the device. After following the directions for some 
time, John arrives at a courtyard. The directions stop, and the sound on John’s 
device has now changed to a medieval market place. John stands and listens 
as other visitors walk by, their mobile devices producing a whole range of other 
sounds. A t this point, John notices that some other visitors are being directed to 
stand near him. Suddenly, a trumpet fanfare erupts from these visitor’s devices. 
Along with others, John then receives the same next instruction. They proceed to 
walk through the castle grounds together, emitting a fanfare as they pass-by.
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6.2. Developing a direction mechanism.

6.2 Developing a d irec tion  m echanism

This first section in the chapter discusses the design and evaluation of our initial 
remote guidance prototype, Director. We begin with an explanation of the pro­
totype, from both the controller and hotspot’s point of view. We then report 011 

an experiment we conducted to test the accuracy of the guiding approach, and 
also its effect on preferred walking speed.

6.2.1 P ro to ty p e  design: p hase  I

Director is a mobile application that runs on the Android platform. To guide a 
PAH. the controlling user must carry out tilting gestures (see Fig. G.l). We chose 
simple gestures as a control as they feel like a natural mapping, and can be done 
without looking at the screen, allowing the controlling user to focus their full 
attention on hotspots they are currently controlling. Hotspots receive directions 
as an arrow on screen (see Fig. 6.3a). An arrow also appears on the controlling 
user’s device, though only in the direction of the instruction they are currently 
sending.

Figure 6.1: Left: Tilting towards - sending an instruction to walk towards the 
controlling user. Right: Tilting left - sending and instruction to walk left of the 
controlling user. The controlling user can tilt their device backwards or forwards 
to make a hotspot walk towards or away, and left or right to turn left or right.
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Figure 6.2: Tilt gesture directions the hotspot receives are based on the bearing 
between the controlling and hotspot devices. All instructions are egocentric to 
the controlling user.

The tilt gesture instructions work by first calculating the bearing from the 
controlling device to the hotspot device, for example 86°, and then adding 0°, 
90°, 180° or 270° depending on whether the instruction is away, right, toward 
or left (see Fig. 6.2). Then, after taking the hotspot device orientation into 
consideration using the digital embedded compass, it displays an arrow pointing 
towards the resulting direction.

To send sounds to a PAH user, the directing user must click on the controller 
icon seen in Figure 6.3a, top left. This reveals a list of sounds that the controlling 
user can send (see Fig. 6.3b).

To test our first Director prototype, we conducted a controlled experiment. 
The focus was on testing the new tilt gesture guidance mechanism, measuring the 
guiding accuracy and effect on preferred walking speed. We also briefly discuss 
a deployment pilot study, testing the full system in a public context before the 
development of a second prototype.
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Figure G.3: The Director mobile user interface. Left: The flow of interaction 
while sending/receiving remote guidance in the initial prototype. Right: The 
popup interface containing a list of sounds that the controlling user can send to 
the hotspot user.

6.2.2 E x p e r im e n t:  sy s tem  effect on  speed  an d  accu racy

As our tilt gesture guidance mechanism with arrows was a novel, untested con­
cept, our first study focused on determining how well this kind of navigational 
approach could work.

There have been numerous cases where researchers have measured the capa­
bilities of mobile guiding technologies when walking [59, 104, 105]. Goodman et 
al. [59] give a number of important pointers on using field experiments to eval­
uate mobile guides. They suggest following participants from a distance as not 
to influence them -  something we consider in our experimental design. Another
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important suggestion is “the extent to which the use of a device disrupts normal 
walking." This can be measured in percentage preferred walking speed (PPWS), 
taking into account first the participant’s preferred walking speed. PPWS has 
been used in a number of different experiments [104, 105], one of which evaluated 
the effect of a gestural audio interface on walking speed by timing laps of a cir­
cuit mapped out by cones. Bearing all of this in mind, we developed a collection 
of tasks that would allow us to determine the PPWS of hotspot users and the 
accuracy to which they could be controlled.
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(b ) M irrored Director pa th  

Figure 6.4: Paths used to determine PPWS when being guided by gestures.

To determine user’s PPWS, we first had to capture users normal Preferred 
Walking Speed (PWS). as well as their walking speed when using the system. 
To determine a user’s PWS, we arranged a set of sports cones in a 4x5 grid 
formation, 4 metres apart from each other and defined a path through them 
with a blue ribbon. The study was conducted on a flat field and the distances 
between each of the cones was accurately measured between each study session. 
As the path traversed 6 sides inside the grid, the ribbon path was 24m long. Each 
participant was asked to walk along the blue ribbon from start to finish at their 
normal walking speed (see Fig. 6.4a).

The second part of this task involved introducing the gesture guidance mech­
anism to participants. Participants were briefed on how the system worked and 
were asked to assume a specific starting position on the grid. Participants were
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asked to begin the task as soon as they received the hist instruction. The second 
path was a complete mirror image of the first, ensuring that the path complexity 
remained the same, but without any learning effects (see Fig. 6.4b). Participants 
were not told that this path was a mirror of the first.
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Figure 6.5: The four 7-segment numbers used as paths. An extra layer of cones 
around the edges allows errors to occur.

The third and final task was an attem pt to understand how accurately par­
ticipants could be directed around complex paths in a small area. The paths we 
used were the sides of 4 different numbers from a 7-segment display (see Fig. 6.5). 
In this task, we measured deviations in two different ways. When participants 
deviated less than a cone away from the correct path, but then righted themselves 
by rejoining the correct path, we recorded a ‘self-correction’. When participants 
incorrectly followed an instruction by walking to the wrong cone, we recorded 
an ‘error’. In the instance that participants made an error, they were redirected 
back to the last correct cone on the path, and continued from there.

In an attem pt to keep the level of guidance skill fair throughout all partici­
pants, the same expert user was used as the controlling user in all tasks. This user 
was an investigator. For each of the sessions, the controlling expert user stood 
around 30m away from the grid (see Fig. 6.6), increasing the distance between 
both devices in an attem pt to compensate for GPS inaccuracies.

When participants finished the tasks they received a questionnaire, followed 
by an interview to discuss the overall experience. All tasks in this study were 
video recorded for later iri-depth analysis of timings, errors and general user 
behaviour.
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Figure 6.6: Expert Controlling User guiding a participant around the two-path. 
The numbers 0. 4 and 9 were also used as paths.

In total, we recruited 20 participants (10M: 10F) with an average age of 21 
(Min: 18: Max: 26). All participants were University students from a large range 
of subject areas. Each study session lasted around 30 minutes, and participants 
were given a £5 Amazon voucher for taking part.

6.2.3 F ind ings

The results have been divided into four subsections: the effect on walking speed, 
guiding accuracy and user feedback.

P e rcen tag e  p re fe rred  w alking speed (P P W S )

When timing participants’ walk along the 24m blue ribbon path, the average 
time taken was 18.86s (Min: 14.2s: Max: 24.5s). Using a simple speed = 
calculation, the average PWS for participants was 1.3m/s (Min: 0.98m/s; Max: 
1.69m/s).

When timing participants’ walk along the 24m path delivered as instructions 
through Director, the average time taken was 24.32s (Min: 18.2s: Max: 31.3s). 
Participants’ average walking speed when using Director was calculated as Im /s 
(Min: 0.77m/s; Max: 1.31m/s). When using the Director system, the average 
participant’s PPWS was calculated as 78.35% (Min: 59.1%; Max: 92.68%)). Com-
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paring each participant’s results, their walking speed when using Director was 
significantly lower than their PWS (p < 0.0001; paired t-test).

Of the six instructions given, on average, each participant paused around two 
to three times. Here, participants were either waiting for the next instruction 
to arrive, or confirming it before beginning to walk again. If we take these 
pauses into account, focusing only on the time that participants were walking, 
the average time it took for participants to complete the path with Director 
was 21.26s (Min: 17.3; Max: 29s). W ith these new times, participants’ average 
walking speed was 1.15m/s (Min: 0.83m/s; Max: 1.39m/s). This means that if 
we only consider the time that participants spent moving, the average PPWS for 
participants was 89.16% (Min: 71.36%; Max: 111.22%). These individual results 
were also significantly lower than participant’s PWS (p < 0.0001; paired t-test). 
The results are summarised in Table 6.1.

A verage

T im e (s) Speed  (m /s ) P P W S  (%)

R ib b o n 18.86 1.3 100

D irector 24.32 1.0 78.35 (a 9.58)
-w ith o u t pauses 21.26 1.15 89.16 {a 9.15)

Table 6.1: Results of the PPWS task.

Accuracy o f approach

Of the four 7-segment number paths used, every participant managed to complete 
the number zero-path and two-path with no errors. For the number zero-path, 
we did observe one deviation, though it was self-corrected. This meant that after 
120 instructions, 1 (0.83%) had been mis-interpreted at first, but the participant 
corrected their direction after walking a step or two. We observed a similar self­
correction rate with all paths, with 2% of instructions on the two-path being 
self-corrected, 3.33% on the nine-path and 4% on the four-path.

The only deviations that were not self-corrected-which caused errors-occurred 
on the four-path and nine-path. When following these paths, we witnessed 2
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errors out of 100 instructions (2%) and 3 errors out of 120 instructions (2.5%) 
respectively. In each of these instances, participants left the correct path. From 
our results, considering all instructions, there were 16 deviations in total (3.64%). 
Of these deviations, 68.75% were self-corrected and 31.25% became errors. These 
results are summarised in Table 6.2.

D eviations

Instructions Self-corrections Errors

Zero-path 120 1 (0.83%) 0
Two-path 100 2 (2%) 0
Four-path 100 4 (4%) 2 (2%)
N ine-path 120 4 (3.33%) 3 (2.5%)

Table 6.2: Total number of instructions and deviations over all participants. 

Feedback

In the questionnaire, enjoyment, usability, comfort and effectiveness as a naviga­
tion technique all ranked highly among participants (see Table 6.3).

Avg. Score ( /7 )

Enjoym ent 5.8 (cr 0.70)
U sability 6.1 (cr 0.79)
Effectiveness 5.7  (cr 0.86)
Comfort 6.25 (cr 0.79)

Table 6.3: Results of the 7 point likert-like scale post-study questionnaire; 1 being 
very low and 7 being very high.

In the interview phase, participants commented that it was fun and simple 
following the arrow, not knowing what direction would be presented next. One 
participant remarked, “it made me feel like a kid again. ” Regarding the usability 
of the application, one participant went as far as to say, “i t ’s just an arrow 
on the phone, you can’t get much more simple than that. ” Another participant 
claimed that the system would be easy for someone who is terrible with directions,
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saying, uThis is a like a live thing, telling you to stop and start. I ’m terrible with 
directions and managed that, so it must be pretty good. ” Participants were very 
keen on the idea of remote guidance, with one claiming that it was comforting that 
another person on the other end was directing you. One participant did mention 
however, that having to look at the device screen a lot impacted adversely on 
their enjoyment. The same participant went on to voice their concerns regarding 
the possible dangers of affixing ones attention on the device completely.

Many participants remarked that the directions given by the application did 
not always line up directly with the cones, so they were forced to make sometimes 
difficult decision on which cone to walk to. An issue was also raised regarding the 
timing of instructions, with some arriving just before cones and others arriving 
just after, leaving participants debating whether to stop walking or continue to 
the next cone. A number of participants suggested priming the user with the 
next instruction to expect, just a few seconds before.

All participants believed that the system was effective in achieving simple 
navigation, though some questioned it’s ability in the real world, where instruc­
tions are “not just left or right. ” Another issue raised was that of the direct 
line of sight being broken between the controlling and the hotspot user. In these 
cases, the controlling user would be blindly directing hotspots. Some participants 
suggested ways in which this limitation could be overcome, including a map of 
user locations to make reference to, or even a similar solution to that seen in [8], 
where a live video feed from the hotspot user’s mobile camera is streamed through 
to the controlling user.

6.2 .4  D iscussion

Generally, all participants enjoyed the experience of being directed, finding the 
system comfortable, usable and effective as a guiding technique. The main con­
cerns from participants were regarding a delay in receiving instructions, and di­
rections sometimes not lining up with the cones. Although this posed a slight 
problem in our task, it would not present such a problem in the real world as 
there are no such visual markers. One participant raised concern with the 90° 
directions, commenting that there would not be enough control in real life situ­
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ations. In the next iteration of Director, we will introduce increased granularity, 
featuring 45° increments.

When looking at the effect of the system on PWS, we can conclude that 
there is a large effect (1.61; Cohen’s d). There were times during the task where 
participants remained stationary at a cone. This was attributed to either waiting 
for the next instruction to arrive—sometimes due to connectivity lag—or pausing 
to confirm before they committed to the next instruction. Though we cannot 
omit lag entirely, we can speculate user’s PPWS if instructions were received and 
followed simultaneously. If we negate the time where participants were stationary 
during the task, on average, PPWS was nearly 90%. Considering participants 
followed spontaneous sequential directions, we believe this small disruption to 
users PWS, even with the pauses (78.35%), is an acceptable figure.

The results of the accuracy task show a very low number of deviations, most 
of which were self-corrected by the participants themselves. After studying the 
errors in detail, it appears that every error occurred by participants continuing 
to walk in the same direction as the last instruction. We believe this was also 
due to lag, with participants still following the previous direction. Although the 
error rate was low, we believe that again, if the intermittent lag did not exist, we 
would be able to achieve an error rate much closer to zero.

6.3 Public deploym ent in a visitor centre

In our controlled user study, we learnt that our guidance technique was a fairly 
accurate remote mechanism. We also discovered a number of potential improve­
ments that could be made to the technique.

In this section, we discuss our second iterative prototype, adding new func­
tionality, as well as retaining and improving all of the features in the original. 
We deployed this second prototype in a public visitor centre, exploring the expe­
rience of directing a performative experience in a public space. Our experiment 
explored two different aspects; the usability of the system and the effect on peo­
ple’s experiences during the performance, including the controlling user, hotspot 
users and bystanders. We conclude with a discussion of our findings, and a set 
of design recommendations for remotely controlling portable media hotspots.
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6.3.1 P ilo t  s tu d y  a t  th e  H afo d -M o rfa  C op p e rw o rk s

Before refining our system further for public deployment, we first conducted a 
pilot study at the Hafod-Morfa Copperworks. By conducting this pilot study, we 
hoped to gain a better understanding of how the system and its instructions would 
be interpreted in a real world scenario. This pilot study involved 8 participants 
(2M; 6F), testing both the audio and guidance mechanism together. The task 
involved an expert user directing participants on a guided audio tour of the 
heritage site (see Fig. 6.7).

Figure 6.7: Participants being directed in the pilot study.

In total, we conducted four study sessions, each of which involved an expert 
user directing pairs of participants on a path around the site (see Fig. 6.8). At 
each point of interest, the expert user would trigger the matching audio snippet.

These tests suggested that the sound produced by the Android device loud­
speaker was not audible enough in public spaces. This was demonstrated by 
participants holding the devices up to their ears to listen. It was also apparent 
that more flexible control was required, with the ability to send hotspots off to 
specific locations without defining a full path through gestures.
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Expert
Guide

Participants

Figure 6.8: The four points of interest that participants were guided through: 
(1) Canal bridge (2) Large chimney (3) Engine house (\)  River quay

6.3.2 P ro to ty p e  design: phase  II

Our second prototype was an iterative version of our initial prototype (see Section 
6.2.1), retaining and improving all of the features. Considering participants' 
opinions and concerns from the first study, a number of changes were made. 
To compensate for the background noise apparent in our pilot test, we chose to 
attach small loudspeakers to the PAH devices (see Fig. 6.9).

In terms of gestural control. 45° intervals were introduced as opposed to 90°. 
These shorter intervals were added to give the controlling user a greater range 
of directional control. Participants in the first study were also concerned about 
controlling hotspots out of their direct line of sight. For this reason, the controller 
interface was changed to an interactive map, marking the PAHs (see Fig. 6.10).

In the controller interface, each available PAH appears as a grayscale android 
figure on the map. To carry out any kind of interaction with a hotspot, the
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Figure 6.9: The loudspeaker attached to PAH devices.

controlling user must select the hotspot on the map. Once selected, the android 
icon turns green. Any number of PAHs can be selected at the same time. The 
interface details the number of connected and selected PAHs at the top of the 
screen. This information is especially useful if hotspots exist outside of the local 
111a}) view. The audio snippet selection menu was also updated to include more 
options (see Fig. 6.10b). The menu is accessed by tapping the blue dot the 
current location of the controlling user. Once open, the user selects the speaker, 
and then chooses an audio snippet to send. These snippets are presented as small 
icons, each representative of the sound they trigger. For example, the sword icon 
triggers a battle audio snippet. All snippets continue to play on loop until they 
art' instructed to stop. This can lie done by selecting the mute button on the 
radial menu. Each PAH has the ability to play the same, or different sounds 
simultaneously, depending on which ones are selected.

Another feature implemented was the ability to drag and drop PAHs on a 
map (see Fig. 6.10a). This was introduced to allow the controlling user to send 
hotspots on longer, unsupervised paths to specific locations. This is achieved 
by first selecting a PAH on the map. and then dragging it to the end destina­
tion. Only one hotspot can be dragged at a time, though all can lie dragged 
sequentially. Hotspots that have received these kinds of instructions appear with 
a green trajectory towards their intended destination. Trajectories can be can­
celled by selecting a PAH and then the cancel location icon in the radial menu. 
The tilt gesture mechanism works as in the first prototype (see Fig. 6.2), though 
only when a PAH is selected. With the tilt gesture, all selected hotspots can be 
directed simultaneously.

For hotspot users, a green coloured background was added to denote when 
they had been selected. This was an attem pt to alert them that they were likely
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.ii r " ' 4 :4 0  p m

Connected: 2 Selected: 1

Google

,i 4 :40  p m  

Selected: 1Connected: 2

(a) Drag and drop trajectory - the (b) Audio snippet menu - a battle,
green line denotes the path to the des- a dragon, a fanfare, a market and a
tination. church.

Figure 6.10: The controlling user's interface. Selected PAHs appear green, and 
their current state is overlaid as an icon on the left, a place marker is shown to 
indicate that an instruction is being sent and on the right, a speaker is shown to 
indicate that an audio snippet is being sent.

to receive a new instruction soon. This was something that participants requested 
in the first study. Apart from this change, the PAH application remained very 
similar to the first prototype (see Fig. 6.3a).

6.3.3 S tudy : te s t in g  th e  full sy s tem  in a public v is i to r  

ce n tre  co n tex t

Our second study was an exploratory study, focusing on how the Director system 
would be used in a public context. Specifically on the audio front, we were
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interested what kind of effect the triggering of sounds in public spaces would 
have on controlling users, hotspots and bystanders. We were also interested in 
how hotspot users react to and deal with social situations that may arise from 
navigating crowds and emitting different sounds. From a technical perspective, we 
were interested to see how our guidance techniques would stand up in a real world 
scenario, where there are crowds, obstacles to negotiate and other uncertainties.

The study was designed to simulate a group of friends visiting an attraction, 
all taking part in an interactive soundscape, similar to that in our scenario (see 
Section 6.1.1). The site chosen was the grounds of a 12th-century Norman castle, 
on a free-entry day to ensure that the location was busy with other visitors. Each 
session involved one group of 3-4 participants.

Upon arrival at the site, participants were given a device each and introduced 
to Director. Participants were told that there was no specific task, other than to 
use the system to create a soundscape. Unlike the previous study, participants 
were given a chance to become the controlling user. Once the group of partic­
ipants had chosen which one of them would be the controlling user, the other 
participants dispersed around the area, participating as PAHs. When ready, the 
controlling user proceeded to guide the hotspots around, triggering and stopping 
the audio snippets at their leisure. Every group repeated the session once again, 
but with a different participant as the controlling user. This gave more than one 
participant in each group the chance to be the controlling user.

In total, we recruited 11 participants (8M; 3F) with an average age of 29 (Min: 
20; Max: 53). These participants were organised into three groups, meaning there 
were six different sessions. Two of these groups were pre-recruited University stu­
dents and staff, and the other was a group of visitors recruited in-situ. Of the 
participants, 7 reported listening to sounds in public places using their mobile de­
vice, all but one using headphones. This participant used the device loudspeaker 
to watch videos on the web. Each participant was given a £10 voucher for taking 
part. None of the participants had taken part in the first study.

Similar to other public exploratory studies [157], we observed participant 
and bystander behaviour with the help of video, concluding each session with 
an audio-recorded semi-structured interview. Like other location-based services 
studies, we also logged device usage data [116, 147], allowing analysis of usage.
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6.3 .4  Findings

The results of this second study have been divided into three subsections: the 
observations made during each study session, the device log data captured and 
the semi-structured group interviews that ensued after each session.

Observations

During each study session, it became apparent that controlling users were placing 
a large amount of attention on the device screen. Throughout each session, there 
were, however, two recurring situations when controlling users would look up 
from the device. The first was when a PAH was near to its intended destination, 
and the controlling user switched to the tilt gesture guidance for fine control. 
The second was when the controlling user was about to trigger an audio snippet, 
and would look towards the PAH and other bystanders for a reaction. Much 
of the time, however, controlling users sent hotspots out of their direct line of 
sight, using the map as their reference. Around half of the hotspots followed 
directions exactly, jumping over walls and down grass verges. Others took a 
more improvised approach, using paths and alternative routes to avoid obstacles. 
Bystanders also sometimes caused an obstruction. In one session, a hotspot was 
directed towards a group of people sitting, eating a picnic. The participant looked 
at the controlling user and shook their head, refusing to walk closer.

Some participants fully embraced the experience, engaging in performative 
exchanges with one another. For hotspots, this was mainly apparent when they 
were unable to follow an instruction any further due to obstacles. In these circum­
stances, hotspots would often raise their hands in the air in a theatrical manner, 
as if to show the controlling user that they could not follow the instruction, and 
that they had given up. One particular hotspot participant handled this issue in 
a different way, purposely walking into the obstacles, perhaps for comedic value 
-  ultimately, attempting to convey the same ‘hopeless’ message to the control­
ling user. In this same session, the controlling user also exhibited performative 
behaviour, exaggerating their tilt gestures so that the hotspots were able to see.

Much of the time, the controlling user sent PAHs on different paths to different 
locations, with different sounds. We did however, witness one occurrence where
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the controlling user trigged the same audio snippet for all hotspots and sent 
them to the same location. All of the hotspots converged on the destination 
playing the church audio snippet. To bystanders, this would have sounded like a 
group of monks coming together and praying. There were numerous occasions in 
each session where participants crossed paths briefly. When close enough, these 
participants acknowledged each other, often engaging in conversation regarding 
the experience. This same behaviour was also exhibited when hotspots crossed 
paths with the controlling user. Most of the time this occurred among hotspots, 
though hotspots also crossed paths with the controlling user and exhibited the 
same behaviour. This happened whether participants knew each other or not. 
Although the controlling user was ultimately responsible for what directions and 
sounds were sent to hotspots, in one particular session when crossing paths with 
the controlling user a hotspot was seen taking over the performance, requesting 
certain sounds and locations to travel to. In this case, the controlling user obliged.

Bystanders did not tend to pay much attention to hotspots being directed 
around, though they did pay attention to the audio snippets. During a session, 
one participant commented, "People are. probably wondering. what are these n u t­

ters walking around with sounds coming out?!" In another session, a hotspot was 
playing the church audio snippet, at the same time being directed through by­
standers. One group of bystanders was overheard saying, "Oh. tha t's the church

Figure 6.11: Participant discussing the system with a bystander.
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over there is i t?” At which point, the hotspot walked past. The group of by­
standers then realised that the sound was coming from the device and started 
laughing. In most instances, bystanders would acknowledge the audio snippets 
by turning to look, sometimes stopping if walking. There was one instance where 
a child began to follow a hotspot for around 10 seconds. The same child-along 
with a group-later stopped the hotspot to ask what they were doing. Similar be­
haviour was observed in most sessions, with one or two bystanders approaching 
hotspots and asking questions (see Fig. 6.11).

D evice logs

Each session lasted an average of 8 minutes and 56 seconds. Of this time, hotspot 
participants spent an average of 7:20 (82%) receiving either an audio snippet or 
a direction, and 1:36 (18%) receiving neither. Individually, on average, hotspots 
received audio snippets for 4:50 (54%) and directions for 2:48 (31%). The fanfare 
audio snippet was chosen the most often by the controlling user, and this sound 
was also played for the longest period (see Table 6.4).

Frequency D uration (s)

B attle 7 490
Dragon 9 666
Fanfare 15 1654
Market 7 840
Church 11 988

Table 6.4: Total number of audio snippets triggered and play duration over all 
sessions.

In total, the drag and drop guidance mechanism was used to send 86 instruc­
tions, 33 of which were rerouted paths. Of the 53 completable paths, 43 (81.1%) 
were completed successfully and the remaining 10 (18.9%) were cancelled by the 
controlling user. The gesture guidance mechanism was used to send 405 instruc­
tions in total (see Fig. 6.12). In terms of how many hotspots the controlling user 
had selected at any one point in time, 1 hotspot was selected 117 times, 2 were 
selected 63 times and 3 were selected 12 times. The paths of hotspots from one 
session can be seen in Figure 6.13.
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Figure 6.12: Gesture frequency distribution.

Figure 6.13: PAH paths for one session - red, green and blue. Controlling user 
path in white. The controlling user generally stood very still, and hotspots were 
directed extensively, often out of sight.

S e m i-s tru c tu red  p o s t-s tu d y  in terv iew s

All of the hotspot participants said that they were comfortable and confident in 
the directions given, commenting that they were simple and easy to follow. A 
number of participants did however mention that there were some instructions
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they were simply unable to follow due to obstacles. In these cases, participants 
said they improvised where possible, taking alternative routes. In one group, a 
participant suggested a mechanism for communicating with the controller when 
these situations arise. This was contested by another member of the group, 
arguing, “I  actually prefer it the way is. [..] I  mean, you know where you have to 
go, and you just have to find your way to that point. You will end up there one 
way or another. ”

All participants who acted as controlling users claimed that the hotspots 
were ‘easy’ to control. Two of these participants said the most enjoyable thing 
about the experience was seeing bystanders reactions to the sounds produced by 
the PAHs. One of these participants remarked, “I  try to send them [hotspots] 
to crowded places and see how they react... see how other people react around 
them. ” This was something that a number of hotspots enjoyed, one of which 
mentioned that their favourite part of the experience was, “Not knowing what 
sound was going to come out of the phone next. ” Participants noted that most 
bystanders were aware that something going on, though not exactly what. Many 
participants saw the sounds as a “trigger for curiosity. ” One reported, “I  think 
they looked up to the sounds. I  don’t think they minded us walking around, but 
then like, the bells and the monks, [everyone laughs[ Yeah, I  got a few funny 
looks. ” Another remembered, “At one point, these people were having like a 
stereo experience, with music coming from both sides of them. [..] They looked 
bemused and then wandered off.” This fascination and enjoyment of gaining 
bystanders’ attention was encapsulated by one participant’s comment, remarking, 
“You attract attention obviously and then people start talking to you. Which I  
kind of like, because usually you’re very isolated. It makes it a bit more open.”

Role preferences were spread equally among participants, with some prefer­
ring the simplicity of being directed and others preferring the ‘power’ of control. 
Multiple controlling users confessed to using the system mischievously, with one 
directing a PAH in circles and another directing a PAH up and down a hill sev­
eral times. In general, this only occurred between friends and more extroverted 
individuals, and the hotspots did not mind this. Two hotspots went as far as to 
say, [PI] “I  quite liked following the arrows...” [P2] “...yeah you can just sort of 
switch off can’t you...” [PI] “...almost be a child isn’t it...” [P2] “...yeah, the lack
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of responsibility. ” All participants said the experience enhanced their visit to the 
site. At least one participant from each group pointed out that the directions 
took them places they would not usually go, with one participant referring to 
their favourite part as, ‘Being sent around the back of the castle [...} I t ’s not that 
bad, i t ’s quite nice!”

6.3.5 D iscussion

Controlling users spent a large amount of time looking at the onscreen map. We 
believe this is not necessarily a bad thing, as it gave them a quick overview of the 
positions and states of all hotspots. Without the map, we presume hotspots would 
have been much more difficult to locate and interact with, especially when out of 
sight. It also appears from the results that controlling users most often selected a 
single hotspot when sending instructions. This and the fact hotspot participants 
spent 18% of the time standing around with no instructions or sounds, seems to ' 
suggest controlling users may have been overloaded, even with three hotspots.

The simplicity of the directional arrow was liked by all, and most of the 
time, hotspots were pointing in the correct general direction, attempting to follow 
instructions closely. Improvisation, however, played a large role in public spaces, 
with obstacles and impassable objects. As many hotspots discovered though, if 
they walked around obstacles and followed the general direction, they arrived at 
the same location. In most instances, hotspots did indeed manage to arrive at 
the intended destination using this technique. This ability to improvise was made 
possible by the fact that participants saw the arrow as a general guide, which 
always rerouted based on their current GPS location and device heading.

Director proved a powerful tool for orchestrating an audio performance. The 
most popular sounds were the fanfare, church and market place -  all of which 
were fairly neutral in comparison to the violent nature of the battle and dragon. 
This, perhaps, made them more enjoyable sounds to listen to. We witnessed 
some situations where hotspots were reluctant to fully commit, avoiding social 
conflict, though on the whole, many participants were happy to play a full, active 
role in the performance. Two participants discussed the fact that they would not 
usually walk around randomly, producing these sounds, but the experience gave
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them the entitlement, comparing it to being a child again. We saw a number 
of participants exhibiting signs of more expressive, performative behaviour in 
their actions, with exaggerated tilt gestures, purposely walking into obstacles 
and expressing helplessness and discontent.

Additional examples of participants using the system to create a performance 
include triggering the church audio snippet for all hotspots, making them con­
verge together at the same point, and also when hotspot participants reported 
surrounding a bystander, giving them a ‘stereo audio’ experience. Many of these 
encounters did not happen by chance. As controlling users admitted in the 
post-study interview, they had tried to get reactions from bystanders, direct­
ing hotspots near to them. One hotspot said they enjoyed the open nature of the 
experience, enabling them to start discussions with strangers. These events were 
caused by the guidance mechanism encouraging participants to cross paths with 
bystanders, and the amplified audio drawing attention.

During all of our experiments, participants joked about using the system for 
mischievous purposes. We witnessed one hotspot being directed up and down 
a hill repeatedly, and another around in circles. We also witnessed controlling 
users unintentionally direct hotspots off ledges, down grass banks and over walls. 
The area we conducted our study in was fairly safe, though nothing is to say that 
hotspots will not be directed towards roads or other hazardous situations in other 
public spaces. The dangerous potential of this system raises some interesting 
ethical issues regarding accountability. Before using the system, users should all 
be made aware of these potential dangers.

6.4 Conclusions

We presented the design and evaluation of a novel, low-cost, low-energy, lightweight 
and scalable portable audio display using existing mobile devices. Our work over 
both studies now provides a baseline for handheld, performative, remote guiding 
technologies such as Portable Audio Hotspots.

Both studies identified the key potential benefits and drawbacks of using Di­
rector, in a controlled setting and an open public space. In our first study, we 
discovered a number of important issues with our design, which we were able to
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address before taking our system into a real world setting. Our gesture guidance 
mechanism was proven to be a very accurate remote guidance technique, though 
connectivity sometimes played a part in delayed instructions. We also discovered 
that mobile device speakers alone were not audible enough in public spaces, so a 
miniature loudspeaker was added to each of our devices for amplified effect.

Our public deployment study showed that Director could be used to create 
a performative experience, with many participants happy to assume this role. 
Generally, participants enjoyed the experience and got used to playing the differ­
ent roles very quickly. In terms of the controlling and hotspot roles, preferences 
were split equally among participants, with some enjoying the power of control, 
and others enjoying the social experience and lack of responsibility when being 
controlled. The dynamic and amplified nature of the system directly affected 
the experience of many spectators. It also promoted a very activate engagement 
among participants and bystanders, with many approaching to ask questions.

Although we have only touched upon the use of mobile devices as portable 
audio displays, this kind of framework could be extended to include many other 
mobile modalities, such as the pico projection used in Chapter 5, or haptic feed­
back. We define this broader design space as Portable Media Hotspots (PMH), 
and believe that there are many more interesting displays left to experiment with.

6.4.1 D esigning for rem otely controlled perform ative  

place-based experiences

From the iterative design and evaluation of the prototypes presented in this chap­
ter, we suggest a number of key design implications when designing remotely 
controlled performative place-based experiences. Although we experimented with 
audio as an effect, we believe that these design implications are applicable to the 
wider portable media hotspot design space.

In the experiments reported in this chapter, we have once again seen the en­
gaging and immersive qualities of amplified effects in public spaces. However, 
the remote direction and movement of multiple hotspots provides an extra di­
mension to mobile performative experiences, further enhancing enjoyment and 
engagement. Controlling users enjoyed directing hotspots around extensively,
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provoking reactions from both hotspots and bystanders. Hotspots enjoyed the 
lack of responsibility when receiving and following directions, visiting new areas 
and engaging directly with bystanders. However, the added direction mechanism 
introduced a new potential issue, with the possibility of hotspots blindly following 
directions into hazardous or dangerous situations.

We have categorised the results of our studies into four key findings. These 
findings form key design implications for scalable, performative mobile experi­
ences tha t employ remote guidance.

Control Simple tilt gestures proved to be a useful eyes-free method of control, 
especially when directing hotspots near to their destination -  allowing a 
finer level of control. However, gestures alone were not enough. The map 
and drag-and-drop functionality were vital to the controlling user being 
able to keep track of the overall situation, and also directing hotspots more 
extensively on unsupervised paths.

To further reduce cognitive load for controlling users, we suggest increasing 
the number of controlling users as the number of hotspots increases. We 
propose that each controlling user would then have their own mobile device, 
or perhaps share a tablet between multiple users.

Im provisation Use live directions that afford improvisation. In our controlled 
study, participants were asked to follow the directions to the next cone -  
which was not a problem as the study was conducted on an open field. 
In a busy public space however—with impassible obstacles and hazardous 
situations—hotspots were not able to follow all instructions. In this respect, 
an egocentric, live and responsive arrow was a simple direction, allowing 
users to see the general direction they should head in. If it was not possible 
to head in the exact direction the arrow was pointing in, participants were 
able to improvise by rerouting.

Engagem ent Similar to findings in our performative projection experiment, we 
have confirmed that placing the amplified effect on or around the performer 
promotes a more active engagement between bystanders and the performer.
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However, the introduction of a direction/guidance mechanism saw an addi­
tional factor for promoting a more active engagement. The dynamic move­
ment element drove hotspots into bystander’s personal space. This, com­
bined with the amplified audio element, made the experience even more 
accessible to bystanders. We encourage designers to be mindful of these 
kinds of interactions, in the hope of facilitating a more social and engaging 
experience for all.

Ethics There is an inherent danger to this kind of remote guidance technique, 
with controlling users potentially directing hotspots into hazardous situa­
tions -  both intentionally and unintentionally. If a hotspot leaves a control­
ling user’s field of view, or if a hotspot follows a controlling user’s directions 
verbatim, hotspots could quite easily find themselves in hazardous situa­
tions. A mutual understanding is needed, requiring confidence from the 
controlling user, trust from the hotspots and a certain level of cautiousness 
from both. Although we do not have a definitive solution for this issue, 
designers of these kind of guidance techniques must be aware of and care­
fully consider the ethics -- which may differ depending on the location and 
context.

143





C h a p t e r  S e v e n

A ttitudes, Integration & 
Regeneration

In this chapter we discuss communal attitudes towards our technologies and per­
formative approach. Along with our previous findings, we take on board partici­
pant opinions, considering how these technologies may be integrated into a public 
space such as the Hafod-Morfa Copperworks to facilitate regeneration.

We began our investigations with a focus group comprising of members of the 
community interested in the Cu@Swansea project. In this focus group, we demon­
strated our performative audio and visual prototype interactions. Participants 
were encouraged to discuss the interactions amongst themselves and with the 
researcher, making comments and asking questions where appropriate. We later 
held another focus group, this time with the Cu@Swansea project stakeholders. 
Again, a number of performative technologies and concepts were demonstrated 
within this meeting, giving the project stakeholders an opportunity to see and 
hear of the kinds of experiences we had been designing, also allowing them to 
voice any opinions and potential concerns.

Further public engagements were carried out during deployments, with visitors 
taking part in open-ended discussions on the use of performative technologies, 
touching on the concept of sharing personal media. Considering our combined 
engagements, we conclude with a set of guidelines to help promote the social 
regeneration of the Hafod-Morfa Copperworks, and also similar public spaces 
that could benefit from an enhanced, more active engagement between visitors.
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7.1 Introduction

The classic way in which heritage sites—similar to the Hafod-Morfa Copperworks— 
usually operate, is to either preserve the ruins as they are, or to attempt to restore 
them and turn them into facilities. In most cases, visitors to the site can then 
acquire additional information through textual, visual and audio interpretation 
guides that may be available. In our case, our goal was not to develop a set of 
interpretation applications, but to design a set of performative interactions and 
experiences that would help encourage a more active engagement among visitors 
to the site -  to make the site a pleasant, enjoyable and usable space for the pub­
lic. By developing these technologies to be more performative, we hope to give 
visitors a more expressive medium to evoke memories, enabling them to connect 
with the site and with others.

At the Hafod-Morfa Copperworks, we started with a blank canvas. Through­
out this research, this canvas has continued to evolve, with new interpretation, de­
velopments and events. We have been engaged with all parts of the Cu@Swansea 
project throughout, providing us with opportunities to involve stakeholders, the 
local community and the wider public in the design and evaluation process. This 
has given individuals and groups the ability to express their own opinions of what 
they would like the site to become. While the studies we have reported on so far 
have given us an idea of the usability of the interactions and how they directly 
affect people, we know less about what people generally think of the idea of ex­
travagant, expressive computing. We also know less about how these technologies 
will integrate within the site, and if or how people will use them -  after all, at 
such sites visitors are used to being consumers, not producers [6].

The experiences we have demonstrated and deployed so far have been expres­
sive and magical [108], allowing people to take control of amplified feedback. We 
are also interested in taking the performative concept further, allowing people 
to share their own media instead of using curated content. This would enable 
visitors to contribute expressive audio, video, thoughts and memories that they 
think are relevant to the space, as well as then being able to experience them in an 
expressive and engaging way. We hypothesise that this emphasis on contribution 
will promote an enhanced feeling of ownership, and may possibly encourage peo-
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pie to revisit an area to discover new content. The acceptability of this approach 
is explored at the end of this chapter in our public engagements.

The main focus of this research has not been on evaluating the long-lasting 
regenerative effect of these interventions, though here in this chapter, we ask the 
question; how might these technologies be successfully integrated within the site, 
so that visitors will want to use them and begin to enjoy the effect they have?

7.2 Com m unity focus group

On the 7th March 2013, a quarterly gathering called ‘Friends of the Hafod’ was 
held. The purpose of these meetings is for the main bodies involved in the regen­
eration of the Hafod-Morfa Copperworks to provide an update on the progress of 
their individual projects. It is also a good chance to network with people who are 
interested in taking an active role in the regeneration of these sites. On this day, 
a focus group was held to demonstrate two performative experiences that may 
potentially be deployed at the Copperworks to facilitate visitor interaction. It 
was hoped that this session would provide valuable feedback on the acceptability 
and usability of the prototype technologies.

7.2.1 Focus group  

Technologies dem onstrated

Two prototype systems were brought to the session -  a version of the performa­
tive projection system from Section 5.2.1 that we named the Hafod Torch, and 
Surround You from Section 4.3.1. The underlying concept of the Hafod Torch 
is similar to our previously mentioned performative projection prototype, but 
for this session, we removed the QR code functionality from the system and al­
lowed users to choose their animation by pressing and holding a button. In this 
demonstration application, four animations were included. These animations 
were chosen carefully and were relevant to the things a visitor would have been 
able to see at the Hafod-Morfa Copperworks when it was fully functional. The 
animations that the Hafod Torch projected were smoke, fire, sparks (see Fig. 7.1) 
and water.
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Figure 7.1: The Hafod Torch projected sparks flying from left to right.

Sounds that were used with Surround You were closely matched to the kinds 
of sounds that would have been heard at the Hafod-Morfa Copperworks during its 
heyday. These sounds included: a busy locomotive shed, an engine house, barges 
on a canal and boats navigating a river. If this system were to be deployed for 
public use. these individual speakers would be placed in their respective locations 
on site.

P a rtic ip a n ts

During a networking break, members of the meeting were invited to attend a 
focus group where they could learn about and experience the potential kind of 
prototype systems that could be integrated into the Hafod Copperworks. Of 
the 80 people that attended the meeting on the day, around 20 stayed for the 
focus group session. These participants were generally middle to old aged and 
came from a range of backgrounds. There were participants who were academics, 
technologists, engineers and archeologists, but the majority of participants were 
general members of the public.

Feedback from these participants was gained through informal verbal coin-
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ments and questions, and also post-it notes that participants were asked to write 
feedback on at the end of the session.

Procedure

For the duration of the session, a presentation was given. There were two break 
off points during this presentation where each of the systems were given separate 
demonstration time. Participants in the session were asked to come and stand at 
the front of the room so that they could play an active role in the demonstrations.

The first system that participants were shown was the Hafod Torch. Each of 
the animations was shown to the group and participants were told why these spe­
cific animations were chosen. During the demonstration, participants were asked 
for suggestions on what other kinds of things could be projected. A conversation 
then ensued regarding possible changes and additions to the system to improve 
it.

The second system that participants were shown was Surround You. For this 
system, a demonstration video of possible usage at the Hafod Copperworks was 
shown. During the video, participants were given an explanation of how the sys­
tem was working and why particular sounds were coming from certain buildings. 
After the video had finished, participants were given a real life demonstration of 
the system working indoors. Again, continuing with the theme, industrial noises 
were used. During the course of this second demonstration, participants asked 
questions and actively contributed suggestions.

Participants who were interested in taking a closer look at the systems were 
given a chance at the end of the session. At this point, participants were given 
the opportunity to test the systems for themselves. In total, the session lasted 
for around 40 minutes.

Findings

It became apparent during the demo session tha t many participants were inter­
ested in being able to create their own media for these systems. Instead of only 
being able to use animations and sounds that had been supplied with the systems, 
participants claimed that it may be beneficial to allow users to create and share
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their own animations and sounds through these technologies. One suggestion of 
the kind of media that could be captured and shared by users at the site was 
sightings of plants and animals. This participant also suggested being able to 
record animal noises.

After seeing the Hafod Torch, without seeing Surround You, the first sug­
gestion that many participants made was to incorporate sound into the same 
system. In terms of Surround You, after watching the demo video, most partic­
ipants thought that the sounds came from the phone. Participants were quite 
shocked and excited when they saw the system being used in real life and realised 
tha t the sound came from situated speakers. When the real life demonstration 
was given of Surround You, a number of individuals in the room that were not 
a part of the session came to see what was going on. In terms of audio choice, 
participants said that they thought it would be a good idea to hear the voices 
of workers at the site and for people to be able to share their own stories. One 
participant explained that they liked both experiences because they were in con­
trol of the output. Generally, all participants responded very positive^ to both 
systems.

Use for disabled users was mentioned by one participant saying, “you have to 
think of these things near the beginning. Tve seen these new technologies at sites 
before and people don’t think about how disabled people will use them. ” Another 
participant commented that both systems were “innovative ideas, easily adapted 
for those who are visually/auditory impaired

Concerns that participants had were with regards to the cost of the equipment 
and whether the equipment was resilient enough to work at the Copperworks. 
Another point that a participant raised was the question of how a user who had 
an older device would interact with these technologies, and if a visitor without a 
mobile device could be a part of these interactions at all.

7.2.2 D iscussion

Although the majority of participants were of an older generation (50+ years), 
both the Hafod Torch and Surround You prototypes were embraced by all that 
were present. All participants that used the systems found the technologies easy
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to use with little instruction. The ability for users to create and share their own 
media seemed to be a popular view held amongst most participants. Continually 
fresh user contributed content may indeed be a good way of engaging visitors 
and getting them to come back to the site. The only possible difficulty with this 
contribution mechanism is how the content is regulated. As the Hafod Copper­
works site will be publicly accessible to those of all ages, it would be important 
for inappropriate content to be dealt with somehow.

The fact that many more people began to join the session when the live 
demonstration of Surround You began is another indication that the system is 
good at drawing bystanders in. The audio in the system is fairly loud and when 
a person cannot see the audio source, they are bound to be drawn in by curiosity. 
When designing a performative system for public use, the needs of those with 
disabilities should be taken into account. This could possibly extend as far as 
creating remote experiences and interactions for those who are not able to visit 
certain parts of the site.

Regarding the resilience of the technology at the site, careful considerations 
will need to be made when designing a final product so that these technologies 
will continue to work under the tough conditions at the Hafod Copperworks. The 
site has no internet access or power which may cause potential problems.

During the session, one participant spoke of the possibility of a visitor not 
having a device capable of interacting with these technologies. As long as a 
visitor is in the presence of a performer who is using the system, we argue that 
they are still a part of the experience, but as a spectator. If a visitor does 
not have a device capable of interacting and there is no one else around that is 
performing, we will have to think very inventively of how they may remain a part 
of the experience.

7.3 Stakeholder focus group

To engage the Cu@Swansea project stakeholders, we organised a focus group 
meeting where we could demonstrate the technologies and concepts that we had 
been researching. It was hoped tha t this would give us a different perspective 
compared to that of the community focus group, potentially raising different
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concerns on a higher, project level. The focus group was held on the 12th May 
2014, inviting stakeholders to come along and discuss interpretation at the Hafod- 
Morfa Copperworks, based on our research to date. In this section we outline the 
procedure and technologies demonstrated at the focus group meeting, concluding 
with a discussion of our findings.

7.3.1 Focus group

Technologies dem onstrated

In this focus group, we brought our three main prototypes; the Hafod Torch 
(see Section 7.2.1), Surround You (see Section 4.3.1) and an early Director (see 
Section 6.2.1) prototype. The'Surround You prototype was demonstrated in the 
same proof of concept video used in the community focus group.

Projections used in the Hafod Torch were the same as previously mentioned in 
the community focus group, and the Director prototype shown to participants was 
a display of the ability to connect to and send directional instructions and sounds 
between devices (see Fig. 7.2). Sounds used in the Surround You prototype were 
all industry based, including a canal, an engine house and others.

Participants

Participants were recruited through an email sent to all Cu@Swansea project 
stakeholders, inviting them to a focus group to discuss the experiences we had 
designed and developed. The majority of stakeholders agreed to attending the 
meeting. In total, 9 stakeholders (8M; IF) attended, averaging 47 years old 
(min: 23; max: 54). Participants included a project co-leader, the project man­
ager, design and contract admins, interpretation and events planners and other 
contributing team members. All participants had visited the Hafod-Morfa Cop­
perworks before, and did so on a regular basis.

Procedure

All participants were asked to sign an ethically approved consent form, detailing 
the aims of the focus group and that the entire process would be audio-recorded.
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Figure 7.2: Directional instructions were sent between devices to demonstrate 
the guiding functionality.

The focus group followed a very similar procedure to our community focus group, 
with a presentation describing the technologies and break off points to demon­
strate the technologies to participants. The first prototype that was shown to 
participants was the Hafod Torch. Then, participants were shown the Surround 
You proof of concept video. The remainder of the meeting focused on Director. 
Participants were encouraged to interrupt the presentation or demonstrations at 
any time to discuss or ask questions, though much of the feedback came after all 
of the concepts had been demonstrated. The focus group lasted for around 40 
minutes in total.

F ind ings

From analysing the audio-recorded discussions, we were able to identify three 
main themes that the project stakeholders were interested in discussing:-

P e rfo rm a tiv ity : Crossing the consumer-producer divide, including teaching and 
encouraging people to use these performative technologies.
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R elation: A comparison of performative and conventional interpretation tech­
nologies, with arguments for and against each.

Sustainability: How the prototype technologies may be integrated within the 
site in a sustainable way so their use may continue.

Beginning with performativity -  one stakeholder had initial concerns with the 
concept of performative technologies. Speaking about Director specifically, this 
participant asked, “to what extent do you have to brief the user before hand?” 
They went on to say, “you have to have two people, you need the director and the 
directed, you need to explain what people are doing, you need someone to explain 
what happens next.” Another participant suggested that this particular remote 
guidance approach would work well with children being directed by a teacher.

The stakeholder with the initial concerns later went on to say “i t ’s purely 
about engaging with the site in a different way ... this isn’t about understanding 
or interpretation is it ... I ’m just thinking about people turning up cold to use it, 
and how you would encourage them to get going with this. ” Another participant 
again interrupted, claiming that this was not such a big problem. Their own past 
experience suggested that people who visit these kinds of sites do research prior to 
arriving, allowing them to prepare before hand. This participant continued “for 
somebody that wanted to engage with something technical like this, they would 
probably be aware in the first place and that might be the actual thing that draws 
them to the site. ” The concerned stakeholder later responded, “i t ’s quite a simple 
thing isn’t it, but it requires a massive leap of the imagination from people using it 
to actually engage with it properly. I t ’s not about receiving information, i t ’s about 
doing stuff to the site yourself. ” All stakeholders agreed that this technology 
“opens the site up to a group of people who may not have visited. ”

Participants in the focus group were very keen on comparing the technologies 
with existing interpretation and experiences they had witnessed elsewhere. Turn­
ing to participants discussion on Director again, two participants were in favour 
of removing the remote guidance element, replacing it with a more conventional, 
automated GPS approach that triggered sounds and events automatically -  re­
moving the need for a human controller. One participant retorted, arguing, “it ’s 
all about the interaction though isn’t it ... it becomes very passive.” This was a
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turning point in the conversation, after which, participants recalled a number of 
more performative experiences that they had encountered, including an unfolding 
experience through text messages in the Titanic Quarter in Belfast, projections 
of a swimmer in the Roman Baths in Caerleon, interactive projections in a local 
leisure centre and other interactive and immersive experiences in the Rhondda 
Heritage Park. Participants agreed that these technologies allowed visitors to 
experience these places in a “playful way. ” A stakeholder concluded this part of 
the discussion saying, “I  think i t ’s great to have the experimental stuff, otherwise 
i t ’s quite predictable.”

The final theme that stakeholders were interested in discussing was the inte­
gration and sustainability of these technologies within the site. Referring back 
to the participant who mentioned the Rhondda Heritage Park -  this participant 
commented, “they’ve got some fantastic stuff there. It worked for the first cou­
ple of years and they’ve never had the money to fix it. It doesn’t work anymore 
and people have lost that as part of the experience. ” There was much talk of 
the robustness of the technologies, being able to continuously work outdoors in 
different weather conditions. Another large concern participants had was with 
security, with multiple participants discussing the possibility of peripherals and 
devices being stolen from the site. Finally, there was talk of refreshing the expe­
rience, giving visitors a reason to keep coming back to the site. One stakeholder 
suggested engaging with schools from a history and technology perspective, cap­
turing sounds and images that could then be experienced at the site through 
these performative technologies.

7.3.2 D iscussion

Crossing the consumer-producer divide presented a large problem for one stake­
holder. As discussed throughout this research, many visitors are not used to 
performing or actively contributing, often expecting such visits to be passive. In 
an unstewarded site such as the Hafod-Morfa Copperworks, this is perhaps more 
troublesome, as there will be no one on-site to inform people of the technolo­
gies available, or how to use them. To ensure the successful adoption of these 
technologies, the interactions will have to be well advertised, and also provide
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clear instructions on how to use them -  perhaps through signage or other digi­
tal prompts. However, another stakeholder repeatedly made the point that many 
visitors to such sites plan their journeys, and may already know what technologies 
to expect at the site, providing an opportunity to prepare themselves. This same 
participant went on to say that these technologies may even encourage people 
to visit the site, especially those of a younger generation who would not usually 
consider visiting.

Many participants were able to recall existing performative experiences they 
had engaged with in other public spaces. These participants recognised the ben­
efits of a non-passive experience, with one in particular arguing against a more 
passive, automated guidance interaction. While participants saw the potential 
advantages of extravagant, expressive experiences, one participant raised the topic 
of sustainability. With any technology intervention, it may work for a number 
of years, but will most definitely require additional funding and maintenance to 
keep running. This is something that is perhaps often overlooked, and should be 
carefully considered in grant applications and budgets.

Robustness was regarded a highly important factor in sustainability. Our 
current implementations are only prototypes, so are perhaps less robust than 
they could be. Further development will be able to fix this issue, addressing 
any vulnerabilities. Security was also important to many stakeholders, with the 
possibility of mobile devices, peripherals and other equipment being stolen. We 
can attem pt to secure on-site peripherals and equipment in secluded locations 
and in secure boxes. If we were to deploy these technologies on-site, we assume 
that visitors would bring their own devices, meaning we do not need to be con­
cerned with visitors returning mobile devices. Fundamentally, both robustness 
and security are at the peril of funding. Something else stakeholders mentioned— 
that would cost far less money—is encouraging the local community and schools 
to contribute images and sounds to the site, keeping the media available fresh. 
This would perhaps encourage visitors to revisit the site, and could easily be 
incorporated into our framework.
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7.4 F u r th e r  public engagem ent

Our engagements so far have focused on asking both the community and project 
stakeholders on their views of how performative technologies may fit within the 
Hafod-Morfa Copperworks. A common, recurring theme within these engage­
ments has been the ability to share media at the site. The community wished 
to share media, perhaps allowing them to leave their mark on the site, creating 
a feeling of ownership. Stakeholders suggested the same functionality, though 
to create fresh content and to keep drawing visitors into the site. Freshly con­
tributed content may indeed have the potential to provide the community with a 
sense of ownership, while at the same time getting people to revisit the site and 
also draw in new visitors.

In an attem pt to better understand visitors opinions 011 sharing performative 
media, 011 14th June 2014, we conducted a short discussion with a number of 
groups in-situ at the Hafod-Morfa copperworks (see Fig. 7.3), asking visitors 
what they thought about the concept of being able to share their own images, 
videos and sounds for others to experience at the site.

Figure 7.3: A public engagement event encouraging visitors to discuss their 
thoughts and experiences.
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7.4.1 Engagem ent 

Participants

In the hope of achieving a true reflection of visitor opinions, participants were 
recruited on-site at the Hafod-Morfa Copperworks. These were visitors, all with 
the intention exploring the site on its official opening day. Estimates from the 
organisers put the footfall at around 5,000 for the day.

In total, we recruited 13 participants (2M, 1 IF ), forming 5 separate groups 
(see Table 7.1). Participants were not asked their explicit ages, though consider­
ing their age brackets, 4 were children, 2 were young adults, 5 were adults and 
2 were older adults. Around half of the participants had visited or seen the site 
previously, with the remaining participants visiting the site for the first time.

Prior to these discussions, these groups also took part in a semi-structured 
interview regarding a performative auditory deployment (see Section 4.4.2).

Group A ge Group Gender

Adult M
Adult F

1 Child F
Child F
Child F

o Old Adult MZ
Old Adult F

Q Adult F
O Child F

4 Young Adult F

Adult F
5 Adult F

Young Adult F

Table 7.1: The constituents of the 5 groups recruited at the open day.

158



7-4- Further public engagement

Procedure

Participants were first required to have walked around the site and heard the 
performative audio exhibit that was deployed on that day (see Section 4.4.2). 
After conducting a short semi-structured interview regarding their experience of 
this deployment, participants were then asked to engage in an audio-recorded 
open discussion on the sharing of personal media a t the site.

Firstly, participants in each group were introduced to the Hafod Torch proto­
type. This was to show participants a potential way of experiencing imagery in a 
performative manner, as well as the performative audio they had already experi­
enced on-site on that day. Once participants had seen the projection prototype, 
the researcher began to discuss the possibility of being able to share personal me­
dia at the site to be experienced by others through these performative mediums. 
The main points the researcher used to direct the discussion were:-

• The acceptability and attitudes towards sharing media at the site.

• The specific kinds of media people would share at the site.

Findings

Of the five groups, two were very excited by the idea of being able to share their 
own personal media at the site, making clear that they would like to contribute 
images and sounds. Another group mentioned tha t they would not personally 
contribute, though could imagine other visitors willing to do so. One group 
were not explicit on whether they would contribute media to these experiences. 
The remaining group clearly stated that they would not share media, with one 
participant commenting, “[it] never entered my frame of mind. ”

Two of the five groups were quick to mention tha t they would expect to see 
strict filtering on the media that is uploaded, ensuring that unsuitable items are 
removed. Most of the groups had a strong feeling that many people would be 
interested in contributing, with one particular group commenting, “people in the 
Hafod seem very favourable to that. They ’re all willing to share. ” A number of 
groups saw the opportunity to capture historical accounts and archive data from 
the local community and past workers at the site. As well as the contribution
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of stories, testimonies, historical and archive material, many participants were 
also in favour of contributing more ‘contemporary’ media and interpretations 
of people’s experiences in the area. The same participant from the previous 
group again commented, “you look at twitter and Facebook, people are open to 
sharing their personal experiences and activities. ” To deal with different kinds 
of contributions, a number of groups touched on the topic of categorisation, 
attempting to sort the contributions by theme. One particular group favoured 
the idea of separating contributions into the “past, present and future. ” The past 
would contain historical sounds and images, the present would capture people’s 
experiences at the site in its current state, and the future would be a forum for 
people to share their visions of what they would like the site to become.

In terms of specific sounds that participants themselves could imagine shar­
ing at the site, suggestions were presented mainly in the form of personal anec­
dotes and stories. Some participants suggested contributing their own industrial 
sounds, though one participant said it was important that “human sounds, as 
well as machine sounds” were included at the site. This participant believed that 
human sounds were more emotionally engaging.

Imagery that participants could see themselves sharing were mainly personal 
images such as their children playing at the site, their family and old photos of the 
local area. One participant mentioned that they would like to have contributed 
images and videos of when they personally worked at the site, showing processes 
such as “rolling copper.” This participant, however, commented that they were 
not allowed photography in the works, so this kind of media would be hard to 
come by. Approaching the issue from a more contemporary perspective, one 
participant was interested in sharing the work of local artists, filmmakers and 
community projects, utilising the site as a kind of exhibition space, demonstrating 
the work that is going on in the community.

7.4.2 D iscussion

There appears to be a clear divide between visitors who would personally share 
media and those who would not, though most participants did believe that others 
would want to contribute media to the site in some kind of way. Potential con­
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tributions that participants suggested ranged from historical archive material, to 
present experiences and future aspirations for the area. A number of participants 
were keen on screening contributions, ensuring that the media remains clean and 
suitable for the range of audiences that visit the Hafod-Morfa Copperworks. In 
such instances where visitors are given powerful authoring tools, designers may 
indeed need to consider measures to counteract malicious or offensive content. 
A simple method to regulate content would be to have a verification step that 
is carried out by a trustworthy person, though this may become arduous as the 
number of contributions increases. Another solution would be to use a more 
democratic approach, where visitors themselves can vote content up or down de­
pending on its likability. Although regulators should aim to remove undesirable 
content, a set of simple guidelines should be produced to ensure that there is a 
coherent definition for what constitutes ‘undesirable content.’ It may be the case 
that the heritage site welcomes more general contributions from the community, 
some unrelated to the site.

We also welcome the idea of categorising and making contributions search­
able. The simplest method of accessing contributions would be to let visitors have 
access to the entire archive. Although this would be the easiest solution to imple­
ment, it is not necessarily the best. It is quite likely that over time, the archive 
would become too large to access in its entirety. Simple filtering techniques could 
be used on the meta-data to keep content relevant to visitors’ specific context, 
such as time, place and theme. Visitors should also perhaps, have the ability to 
tag content, linking it to other relevant media contributions.

7.5 Conclusions

We conducted two focus groups, introducing the concept of performative mobile 
experiences through showcasing a number of prototype interactions. One of these 
focus group included members of the local community, and the other comprised 
of stakeholders of the Cu@Swansea project. Our findings from these focus groups 
prompted us to carry out a further, in-situ investigation into visitors opinions of 
performative interactions. Collectively, the results of these investigations have
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raised some important points regarding attitudes towards and the acceptability 
of performative mobile interactions.

Conducting two separate focus groups was very useful, as our community and 
stakeholder groups came from two different perspectives, motivated by separate 
aims, objectives and outcomes. Members of the community focus group were 
mainly interested in the live interaction, and how it would directly affect the 
experiences of people at the Hafod-Morfa Copperworks. Stakeholders, on the 
other hand, were interested in how to encourage people to use these technologies, 
and ensuring they remain sustainable. Both focus groups were very positive 
regarding the prototypes. One subject that both focus groups showed a combined 
interest in was content sharing -  allowing visitors to contribute sounds and images 
when visiting the site.

In our further public engagement investigating performative sharing, we learnt 
that there was a clear divide in visitors who did, and did not want to share media 
at the site. However—similar to findings in both of our focus groups—participants 
of this public engagement continued to believe that there are sufficient people 
who would contribute media at the Hafod-Morfa Copperworks. The vetting of 
contributions was a major concern for some, with participants recommending the 
regulation of content. We discussed a number of ways in which this could be 
done. We also discussed the topic of filtering and categorisation of contributions, 
keeping content relevant to those who access it through search and context.

We do not know whether performative sharing would indeed provide a sense of 
ownership or continue to draw people into the site, but it is a feature that has been 
continually requested, and is perhaps worth exploring further in future work. We 
believe that this kind of contribution mechanism would at least compliment the 
mobile performative framework, allowing visitors to not only experience, but also 
share sounds and images in a performative, extravagant and expressive manner.
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D iscussion & Conclusions

We set out in this thesis to investigate the underexplored design space of per­
formative, extravagant, expressive place-based experiences. Many of the mobile 
location-based services and experiences to date have focused on private, secretive 
interactions that leave people disconnected from one another -  digitally divided. 
In the Hafod-Morfa Copperworks—the subject of this work—we would like visi­
tors to have the opposite experience. We would like to encourage people to visit 
the area, to start conversations and have a social, more meaningful experience 
when they arrive there. This digital regeneration project— Cu@Swansea—is the 
underlying motivation for our work here.

Approaching the issue from a broad perspective, in this thesis, we have looked 
at developing interaction techniques that may help facilitate more active social 
engagements amongst visitors in public spaces. Armed with a vision, we began to 
explore potential interactions from a performative perspective, designing interac­
tions to be as expressive and as extravagant as possible. By creating a spectacle 
with visible performers, it was hoped that such interactions would encourage vis­
itors to approach and engage with one another. Previous work has also shown 
that performativity is particularly relevant in the heritage context, with this more 
active role promoting reminiscing and participation amongst visitors.

At the beginning of this thesis, we outlined that we would be investigating the 
use of audio and visual effects as a baseline for performative mobile interactions. 
We achieved a performative audio experience by placing interactive loudspeakers 
in the environment, and we achieved a performative visual experience through
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encouraging users to overlay the environment with pico projections. After exper­
imenting with these performative audio-visual interactions, we then considered 
a technique for scaling-up and orchestrating these performances, making them 
remotely collaborative. Each performative experience was deployed in a public 
space and studied with potential users. Although our studies focused mainly on 
the usability of our designed interactions, we were able to gain some early insights 
into their potential social benefits. Throughout this work, we made a conscious 
effort to include both the Hafod local community and project stakeholders in the 
design process. This was realised through organising a number of focus groups 
and community engagement events.

In this thesis, we have provided a number of examples of novel, performative 
designs to promote a more active social engagement amongst visitors in public 
spaces. Each contributing chapter has studied and evaluated these concepts, 
drawing key design recommendations from the findings. Our focus groups have 
then given a different, broader perspective, concerning the opinions of different 
parties involved in a large regeneration project. We believe that our findings will 
help designers, developers and other researchers who are interested in pursuing 
performative, public, mobile controlled interactions.

In this chapter, we bring together our key findings, summarising and present­
ing them in a way that will be helpful for the design and evaluation of future 
prototypes. We hope that this framework will inspire and assist people in building 
and researching the next generation of prototypes.

8.1 Contribution summary

At the beginning of this work, we discovered an underexplored design space -  
peformative, extravagant, expressive place-based experiences. Our main contri­
bution here is a novel, mobile place-based framework to enable performances in 
public spaces.

In Chapter 1, we began by looking at existing location-based services, arguing 
for the need for more performative, extravagant and expressive experiences that 
draw us together in public spaces. We also spoke of our underlying context and 
motivation—the Cu@Swansea project—which entails the digital regeneration of
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the Hafod-Morfa Copperworks. Chapter 2 reviewed previous literature, situating 
our work within the field. We began by introducing the broad theme of context- 
and location-aware computing, then narrowing our scope towards mobile guides, 
navigation and control. We continued by discussing face-on interactions, and how 
we may facilitate these through a range of eyes-free and heads-up interaction tech­
niques. Continuing the theme of social experiences, we then probed deeper into 
socio-spatial interaction. In our literature review, we considered past attempts at 
community engagement and regeneration projects, and how performative com­
puting may help facilitate a more active social experience for collocated visitors.

Chapter 3 included a discussion of our methodology and research approach, 
documenting what we planned to research and how. We decided to conduct the 
majority of our research by designing and deploying public interventions, allowing 
us to get first hand experience of how mobile performative interactions would 
work in-the-wild. Additionally, we stated that we would determine the needs and 
concerns of both the local community and project stakeholders through a number 
of focus groups and community engagement events.

Chapter 4, the first of our contributing chapters, explored audio as an effect 
in a performative mobile experience. We conducted an initial experiment with 
spatial audio, exploring the engagement benefits of sounds originating from the 
environment. We then explored more extravagant, expressive experiences that are 
possible with sounds and interaction outside of the device. Situated loudspeak­
ers were used, that could be triggered by movement, gestures or visiting certain 
points of interest. Amplified audio was very effective in turning bystanders into 
spectators. Control was shown to be an important aspect for performers, di­
rectly related to comfort and enjoyment. The deployment location also had a 
major effect on comfort and enjoyment, highlighting that the suitability of such 
interactions depends on the context.

Chapter 5 then explored the visual modality as an effect in a performative 
mobile experience. A pico projection prototype was developed, where projections 
could be controlled in a free-form way, simply by moving the device. The system 
was built to encourage users to project into and focus on the environment as 
opposed to looking at their screen. We carried out a public deployment in a 
visitor centre, where users could project insects, animals and processes. Similar
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to our audio experiments, the expressive nature of the interactions promoted a 
more active engagement amongst bystanders and performers. However, although 
not compared directly, the scale and brightness of projections appeared to make 
them less effective for this same purpose.

Chapter 6 drew the previous contributing chapters together, detailing an inter­
action for directing large scale, performative mobile experiences. By harnessing 
users’ mobile device speakers, we were able to create a mechanism for orches­
trating a life-size human soundscape. A controlling user could trigger sounds on 
individual users’ devices, and also position them in space with a novel guidance 
mechanism. Again, we saw a continuation of the kinds of behaviour observed 
in previous chapters, with amplified audio prompting curiosity and conversation, 
though even more so due to users being forced into close proximity of each other. 
When remotely directing, the complex and continually changing nature of real 
world settings meant improvisation played a large part -  which our simple feed­
back technique was able to cater for. Issues were also raised with the ethics and 
accountability of remotely guiding and controlling users in public spaces.

By building and deploying a number of extravagant and expressive mobile 
performances, we were able to learn a great deal regarding their usabilitj'. To 
learn more about the public acceptability and attitudes towards these kinds of 
experiences, we conducted a number of focus groups and community engagement 
events with interested parties. The final key, contributing chapter— Chapter 7— 
reported on these investigations, exploring and discussing potential issues and 
ideas raised by participants. The chapter concluded with a discussion of poten­
tially encouraging visitors to contribute content and play a more active role in 
experiences in public spaces, further crossing the consumer-producer divide.

8.2 Place-based experiences framework

Throughout this thesis, we have learnt a great deal regarding performative place- 
based experiences. By studying our designed interactions in a range of controlled 
experiments and public deployments, we have discovered a number of key fac­
tors related to both their success and failure. Here, we draw these key findings 
together, providing a simple framework to aid in the successful design and evalu-
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P erform

Point of Contact —-

U n focu st
In teractic

D isen g a

Place-based
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E n g a g e

Performed

F o cu sed
In tera c tio n

Spectator

O b se rv e

Figure 8.1: Place-based Experiences Framework trajectory with the five concepts: 
Place-based Experience, Point o f  Contact. Perform er, Perform ed  and Spectator.

at ion of future performative, extravagant, expressive place-based experiences (see 
Fig. 8.1). The following five, essential areas along with their suggestions of 
the Place-based Experiences Framework (PEF) can assist with the evaluation of 
designs, encouraging more socially active place-based experiences:-

P lace-based  E xperience: The experience itself, including the physical location 
and space in which the place-based experience occurs.

P o in t of C o n tac t: The physical point of contact with the experience. This 
concerns i f  and how  visitors come into contact with the experience.

P erfo rm er: A visitor who has chosen to actively participate by controlling and 
manipulating the experience, sustaining a performance.

P erfo rm ed : A visitor who has chosen to actively participate, though acts through 
instructions and effects caused by another performer’s manipulations.

S p ec ta to r: A bystander who has acknowledged an ongoing performance, and 
chooses to engage in focused interaction, observing the experience.
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The framework is represented as a kind of trajectory, where a visitor must first 
arrive at the experience, and then later leaves. All visitors first arrive in a neu­
tral state as a bystander, behaving in unfocused interaction. When a bystander 
reaches a point where they are able to experience or take part in the performance 
{Point of Contact), they have three options; to remain as a bystander and 
leave, become a performer or performed by engaging and playing an active 
role in the performance, or finally, become a spectator by coming into focused 
interaction and observing the performance. The trajectory is designed in such a 
way that it allows visitors to enter any state, and allows those in contact with 
the experience—spectators and performers—to alternate between states. As in 
similar work [42], we believe that a performer is always a spectator to their 
own actions, however, in our framework, we differentiate between performer and 
spectator as visitors who are either actively participating and controlling the 
performance, or just simply observing. The distinct terms bystander, spectator, 
performer and performed are useful in describing visitors’ behaviour, and how 
they come into contact with each other.

Similar to other performance related work [54], we have chosen to use a tra­
jectory to represent the framework, as we believe it provides a simple, easy-to- 
understand representation of the five main concepts that are critical to performa­
tive place-based experiences. Designers wishing to apply this framework should 
consider the five concepts in the model, and the proposed suggestions that come 
with each. Central to the framework, is determining a suitable setting, m anip­
ulations and effects.

8.2.1 P lace-based  experience

The experience itselfincluding the physical location and space in which the
place-based experience occurs.

C ontext

One of the first things designers should consider is the context into which they 
are placing the experience. The social acceptability of extravagant, expressive
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interventions is highly dependent on context. A single experience may be greeted 
with very different reactions if situated in two different physical locations or 
scenarios. The importance of context has been discussed in previous research [42].

To enhance the acceptability and potential success of such interventions, de­
signers should understand that the overall experience—especially the effects— 
must be of shared public interest. Experiences should also be designed so that 
they complement the surrounding environment, and do not simply overlay it.

Source: This suggestion is based on findings in Chapter 4, where we deployed 
systems in differing contexts. These contexts were, Swansea University (see Sec­
tion 4-3) and the Hafod-Morfa Copperworks (see Section 4-4)-

Stage-craft & im provisation

When designing a place-based experience, there is only so much that a visitor can 
be expected to do with a performative system, without further direction. Most 
visitors will not be used to public performances and will require further direction.

There are two ways in which designers can promote more performative be­
haviour; implicit and explicit guidance. Explicit guidance can be given through 
signage, prompts and further instruction, either digitally through a device or 
physically in the environment. Implicit guidance, is perhaps a cleverer, but more 
difficult solution, requiring very careful planning and curation of a public space. 
An example of implicit guidance would involve strategically placing exhibits to 
intercept the flow of visitors, or placing exhibits in locations that require visitors 
to be more pro-active and conspicuous when interacting.

However, designers should also consider the fact that performers and specta­
tors may not be able to follow all guidance due to factors beyond their control. 
For example, there may be impassable obstacles or other spontaneous situations.

Source: This suggestion is based on observations in our experiment with pro­
jections (see Section 5.2). Improvisation appeared as an important element in 
our remote guidance experiments in public (see Section 6.3).

169



8. Discussion & Conclusions

Variety

Although performative experiences can be playful and enjoyable, they can some­
times be lacking in hard information. Designers should remain mindful, that 
certain visitors will expect to see additional information that they can use to 
backup or validate the performance, allowing them to make sense of it.

It is possible—and deeply encouraged—to design experiences where informa­
tive and performative approaches compliment each other.

Source: This suggestion is based on our experiment in Section 5.2, where there 
was no clear preference between informative and performative approaches. It is 
also based on our prototype design in Section 4-4-

Ethics

Designers should be careful when designing performative place-based experiences, 
that what they are asking visitors to engage in is neither dangerous or unethical. 
Visitors should be able to interact with each other safely while unsupervised.

This point has great importance if the experience involves remote guidance, 
control or communication between visitors. Designers should ensure that the 
experience is safe, and that the area around the exhibit is suitable for the kind 
of interaction.

Source: This suggestion originates from our remote guidance experiment (see 
Section 6.3), where sending instructions between one another presented potential 
risks and accountability issues.

8.2.2 Point of contact

The physical point of contact with the experience. This concerns if and how 
visitors come into contact with the experience.

Affordance

When a visitor arrives at a public space, most likely, they will be unaware of the 
place-based experience, or perhaps, not know how to interact with it. To make
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visitors aware of the experience, designers should ensure that the technology, 
access points and functionality are all very clearly advertised to visitors. This can 
be achieved through physical or digital markers, with at least one placed at each 
exhibit. Basic guidance should be explicit. Sheridan et al. [132] have previously 
document some of the difficulties of turning bystanders into performances.

Visitors to public spaces are used to being consumers, passively receiving infor­
mation. For this reason, advertising performative functionality and interactivity 
is crucial to potential performers engaging with the experience.

Source: This suggestion is based on our only natural deployment (see Section 
4-4), where it became very clear that visitors need to know how to access and 
control the experience. Our previous experiments had always primed participants.

Engagem ent

Amplified effects are very good at gaining bystanders’ attention. W ithout the 
need for any complex design or placement, one can gain bystanders’ attention 
and encourage them to talk amongst themselves merely by producing amplified 
audio and visual effects.

To encourage interaction between the performer and the spectator specifically, 
it is important to place the effect on or around the performer. Spectators are far 
more likely to approach or begin conversation with performers when the amplified 
effect is in the performers immediate vicinity. However, it must be noted that 
some performers enjoy anonymity, and would prefer not to be directly linked to 
causing the effect.

Source: This suggestions is based on all of our public deployments. In partic­
ular, in our projection (see Section 5.2) and remote guidance (see Section 6.3) 
experiments, we saw that producing an effect on or around the performer encour­
aged engagement.

8.2 .3  Performer

A visitor who has chosen to actively participate by controlling and manip­
ulating the experience, sustaining a performance.
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Control

For an experience to remain usable and enjoyable for a performer, it is imper­
ative that the performer retains a high level of control at all times. Performers 
become less comfortable when they feel that they have lost control, or that their 
immediate manipulations are not directly affecting the performance in a linear 
and coherent way. Hornecker and Buur [TO] have noted the importance of a clear 
link between manipulations and effects. Control should be kept simple and easy 
to understand for performers. In larger, more complex experiences, performers 
should be provided with a summarised overview of the current state of the per­
formance. This can help performers situate themselves within the experience, 
both physically and mentally.

Designers should carefully consider the link between their manipulations and 
effects-, and what kind of sensor, input, action or interface is best suited to the 
task.

Source: This suggestion is based on findings from all of our experiments. In 
particular, we saw that participants missed a high level of control in our expressive 
audio prototype (see Section 4-3)- The simple control in our projection prototype 
was welcomed by participants (see Section 5.2). Our remote guidance experiment 
taught us that an overview was useful for larger, interconnected performances (see 
Section 6.3).

8.2 .4  Perform ed

A visitor who has chosen to actively participate, though acts through in­
structions and effects caused by another performer’s manipulations

Split perform ing roles

Conventionally, in performative experiences, designers discuss the role of by­
standers, performers and spectators [134]. Performers can manipulate these ex­
periences, and are directly responsible for the effects caused.
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Here, we present the idea of a new kind of performance, where the role of 
performing is split between multiple users. In this scenario, experienced per­
formers receive a manipulation role, or an ability to control and orchestrate the 
performance. A secondary performer, known as the performed, passively receives 
instructions and effects on their mobile device. The secondary performer acts as 
a mobile automaton, where effects are performed through. This is similar to the 
theme of witting participation described by Sheridan et al. [132], though we have 
specifically designed a role which separates manipulations from effects, requiring 
little skill, yet remaining highly expressive and engaging for the performed within 
the performance frame. For this reason, we believe that the performed role lies 
between being a performer and being a spectator.

W ith performed users, performative experiences become much more scalable, 
and allow inexperienced performers to play a larger part in the experience.

Source: This suggestion is based on our work with remote guidance 6.3. We 
discovered the ability to have split manipulation and effect roles while designing 
our prototypes.

8.2.5 Spectator

A bystander who has acknowledged an ongoing performance, and chooses 
to engage in focused interaction, observing the experience.

V isib ility

When trying to gain the attention of bystanders, bystanders are much more 
susceptible to amplified effects rather than amplified manipulations. Amplified 
manipulations have a negligible effect in gaining attention.

However, when considering effects alone, there appears to be a large differ­
ence between the amount of attention that visual and audio effects garner. A 
property that makes projections less visible than sound is audible, is the fact 
that a bystander has to look around to notice a projection. Audio, however, 
is inherently easier to discover and experience, as it provides ambience through
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multi-directionality. Therefore, if increased visibility is desired, we suggest using 
audio as a primary effect.

Source: This suggestion is based on the difference in attention received by 
manipulations and effects in our performative audio experiments (see Section 
4-3). The difference between attention received for audio and visual effects can be 
observed between Chapters 4 and 5.

8.3 Future work

The work presented here displays a solid foundation for performative place-based 
experiences. We have discussed what a performative place-based experience is, 
why one may want to design such an experience, and also how, with the aid 
of a framework. We have demonstrated fully functioning examples of audio and 
visual performances, and have also taken the framework a step further by trialling 
remote controllable performances. Because we had much greater success with 
gaining attention and facilitating a more socially active experience when using 
audio as an effect, we decided to focus more of our efforts on audio. Future work 
with visual performances could look at larger, more extravagant displays, and try 
to achieve a similar effect to that which was achieved with audio.

Naturally, the next step in this research would then involve experimenting 
with additional, new modalities, discovering other kinds of engaging experiences. 
Although we have used audio and visual as a baseline, there are a whole range of 
other modalities that one could utilise, including haptics and olfactory. Effects 
could even include physically manipulating the environment, using technology 
such as servos, motors and pulleys to move objects around. There is also then 
the possibility of combining effects to create more complex performances. In the 
context of the Hafod-Morfa Copperworks, this may include combining flashing 
lights, loud industrial noises and smoke, while at the same time experiencing 
vibrations through the floor. By combining a number of amplified effects, the 
performances would perhaps become even more engaging, expressive and extrav­
agant. As well as exploring new effects, there is also the possibility of exploring 
additional mobile-based manipulations that could control these performances. In 
this research, we tested a select few manipulations, based mainly around gestures
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and movement through space. With the plethora of sensors in todays smartphone 
devices, and new ones being introduced all of the time, we imagine that there are 
many more—yet unimagined—possibilities for interacting with and controlling 
place-based experiences.

In Chapter 6, we demonstrated a remote control mechanism that could be used 
to orchestrate a coherent performance over multiple devices. Our initial investi­
gations focused on the usability of the approach, and the experience it offered. 
Further work is now required to understand how users feel about their personal 
device being commandeered and used as a peripheral in a public performance.

When conducting the focus groups in Chapter 7, it became apparent that 
when visiting the Hafod-Morfa Copperworks, sharing personal media was of col­
lective interest. Upon making this discovery, we carried out a further community 
engagement, gauging visitors’ thoughts on sharing their own media at the Hafod- 
Morfa Copperworks. This engagement proved equally encouraging, uncovering 
additional opinions and the kinds of media that visitors would share. Based on 
these findings, future work can now attem pt to incorporate a sharing mechanism 
into a place-based experience, allowing visitors to share and experience their own 
media in a performative manner. By deploying and studying a fully functioning 
prototype in-situ, we would be able discover the true value of such an experience.

Finally, perhaps the most crucial area that requires future work is the further 
validation of the social benefits that performative place-based experiences offer. 
Although we observed a number of occasions where active engagements occurred 
between visitors, further tests are now required to confirm and validate the full 
effect. To achieve this kind of understanding, the interactions and experiences 
would need to be deployed in-the-wild for a much longer period of time, collecting 
data from performers, spectators and bystanders. Such a study would yield a 
detailed account of the effects, and also the sustainability of the approach.
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A p p e n d ix  A

Contributing Publications

Much of the research contained within this thesis has been published in co-author 
peer-reviewed international conferences and journal papers. A selection of the 
work has also been presented and discussed in international conference work­
shops. For each publication, a reference has been provided, along with an ab­
stract that summarises the contents of the work. The author of this thesis is the 
first author in all contributing publications. This was due to the vast majority of 
the work being conducted solely by the author. All publications also feature Matt 
Jones as a co-author -  an active voice who has been an invaluable inspiration in 
producing the work presented here. Whilst the vast majority of work here was 
conducted solely by the author, additional help was sometimes required for re­
cruiting, observations and logistical reasons. In the following list of publications, 
where additional assistance was required, further details are provided.

As well as being given the opportunity to present and discuss this work with 
world leading researchers at numerous international conferences and workshops, 
these publications have also been distributed to, read by and inspired many of the 
stakeholders and other researchers involved in the Cu@Swansea project. Many 
of the ideas and concepts described in these publications are vastly different to 
current mainstream approaches to digital interpretation and social interaction in 
public spaces such as visitor centres and heritage sites. Of the project individuals 
that have read these publications, many have labelled the work as fresh and 
liberating, encouraging them to think more broadly about the kinds of visits and 
interactions that may be possible at the Hafod-Morfa Copperworks.
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[PI] L. Betsworth, M. Jones Regenerative Social Engagement through Performa­
tive Technologies. In CHI 2014 workshop on Socially Engaged Arts Practice 
in HCI, Toronto, April 2014

A bstract. In this paper we discuss the use of performative technologies for 
regenerative purposes in a heritage context. Our motivation stems from a 
heritage site of world significance—The Hafod-Morfa Copperworks—being 
left abandoned for some time, leaving the area overgrown and unused. By 
re-opening the site and introducing performative technologies that encour­
age participation, we hope to encourage the local community and other 
visitors to engage with and re-use the site. Here, we introduce a number 
of prototype technologies that we have already developed and begun test­
ing. Taking these experiences into account, we discuss the implications 
of visitors playing the role of a performer, and the trade-offs of using an 
experienced artist or performer.

[P2] L. Betsworth, N. Rajput, S. Srivastava, M. Jones Audvert: Using Spatial 
Audio to Gain a Sense of Place. In Proceedings of IN TE RA C T 2013, Cape 
Town, September 2013. 455-462.

A bstract. We introduce Audvert -  a system that facilitates serendipi­
tous discovery and navigation through spatial audio; used to navigate and 
discover points of interest in large, unfamiliar indoor environments. Our 
main aim was to create a lightweight spatial audio display that can con­
vey a sense of a place without complex point and select interactions. We 
conducted a preliminary study comparing two audio types to see which 
best suited sound localization and a study of Audvert used in a real world 
scenario. Our findings suggest that long continuous audio performs bet­
ter than short intermittent audio for sound localisation. We also discover 
a change in behaviour when using the system, with a large percentage of 
users wanting to visit newly discovered shops after using the system. We 
discuss the findings and draw research conclusions.

A ssistance. Two IBM colleagues—who are both co-authors on the 
paper—helped to recruit participants and translate during studies.
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[P3] L. Betsworth, S. Robinson, M. Jones Pico Projection for Performative Place 
Based Services. In CHI 2013 workshop on Experiencing Interactivity in 
Public Spaces (EIPS), Paris, April 2013

A b stra c t. In this paper we explore using handheld projectors in place of 
traditional location-based information services. We built a prototype sys­
tem to compare performative projection of animations and images against 
conventional on-screen information. We conducted a user study to test the 
informative and the new performative design, gathering user feedback and 
reactions to the approach. Our findings highlighted design issues and the 
potential benefits of performative projection for prompting interaction with 
exhibits as part of the experience at a visitor attraction.

A ssistance. Two University colleagues assisted in making observations of 
user behaviour -  one of which is a co-author on the paper. This co-author 
contributed a figure and refined text.

[P4] L. Betsworth, H. Bowen, S. Robinson, M. Jones Performative Technolo­
gies for Heritage Site Regeneration. Personal and Ubiquitous Computing 
18(7): 16311650, 2014

A b stra c t. Heritage sites are an important part of understanding our role 
in history. They have the potential to teach us important lessons, such as 
where we came from and subsequently, the people it has made us today. As 
members of a large, heritage-led, regeneration project, we are working with 
the Hafod-Morfa Copperworks, a heritage site in the Lower Swansea Valley 
where there is not much to see or hear. The few ruins at the site make it 
difficult to imagine what the site would have been like back in its heyday. 
Our goal at the site is to draw people together, not to view a finished piece 
of curated heritage, but rather, to start conversations about their memories 
and the significance of the site to them and to discover what they would like 
to see at the site in the future. The technology we are producing is about 
engaging with the local community and stakeholders as groups to provoke 
discussion. This contrasts with previous uses of mobile guides which only 
attem pt to be tourist aids. In this article, we report on two prototype 
technologies we have developed to help accomplish this task. Throughout
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the article, we discuss how and why designing performative technologies 
could help encourage people to visit, socialise and communicate within the 
area. Our early results suggest that expressive performative technologies are 
good at gaining spectators attention and encouraging an active engagement 
between performer and spectator.

A ssistance. In the initial performative projection experiments, two Uni­
versity colleagues assisted in making observations of user behaviour. The 
same two colleagues later helped to conduct a preliminary experiment with 
the situated loudspeaker system, leading a number of study sessions. One 
co-author contributed a figure and refined text. The other contributed fac­
tual text to the introduction.

[PS] L. Betsworth, M. Jones Director: A Remote Guidance Mechanism. In 
Proceedings of CHI 2015: Extended Abstracts, Seoul, April 2015

A bstract. When using a mobile device as a navigation aid, we are used 
to receiving computer-generated routes and directions. Remote guidance, 
however, remains an underexplored design space in mobile interaction de­
sign. In this paper, we introduce Director, a novel, remote guidance mech­
anism for the positioning of people in outdoor spaces using mobile devices. 
We conducted a study to test our novel positioning technique, testing its 
guiding accuracy and effect on Preferred Walking Speed (PWS). Our re­
sults suggest that Director offers users a fun and playful experience, and 
that our novel guidance technique is a very accurate remote mechanism.

A ssistance. The experiment was conducted with the help of two Uni­
versity colleagues, both of which helped with setting up equipment and 
carrying out observations.

[P6] L. Betsworth, M. Jones Designing a Performative Sharing Framework for 
Heritage Site Regeneration. In IUI 2014 PATCH workshop: The Future of 
Experiencing Cultural Heritage, Haifa, February 2014

A bstract. In this paper we introduce the concept of a performative shar­
ing framework to promote the regeneration of heritage sites. We discuss 
our reasoning for the use of such technologies in this context, considering
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the opportunities for exciting new interactions and experiences. Through­
out the paper, we make reference to the Hafod-Morfa Copperworks -  the 
heritage site where this framework is to be deployed. On-site, we imag­
ine visitors being given the opportunity to play a larger participatory role, 
being able to craft and control not only their own experiences, but also 
others through a range of public control and feedback mechanisms. Taking 
into account some of the novel, public experiences that are possible through 
performative design in a heritage setting, we also foresee a new relationship 
between spectator and performer, with the introduction of a contributor. 
This contributor role has the potential to assist an underlying issue with a 
large number of heritage sites and other similar visitor attractions.
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Project Roadm ap

As our research method was exploratory based, all chapters and events do not 
appear in chronological order. This thesis was arranged in the current format to 
improve coherence between chapters, making clear how certain ideas and findings 
had influenced the direction of our research. The following roadmap in Figure
B .l—along with descriptions—goes some way to explaining the thought process 
and sequence of events behind the main developments in this research.

[B.1.1] We initially began with the concept of performative projection -  a more 
performative alternative to AR lens applications that merely augment the 
screen, rather than the physical environment. After conducting an experi­
ment using a pico projector, it was clear that the effect was not gaining as 
much attention as we had hoped. Our thoughts were then based on where 
we should take the technology next, or if we were able to extend it in any 
way. We finally decided that the technology was perhaps less suitable for 
gaining lots of attention, and we placed the performative projection aside.

[B .l .2] Our second foray into performative technologies appeared in the form 
of audio. Building on our previous work with performative projection, we 
continued to use the mobile device as a control object, using similar pointing 
and gestural manipulations. We chose to experiment with audio as we 
believed that its multidirectional, omnipresent properties would make it a 
better suited effect for gaining spectator attention. Our early experiments 
with loudspeakers were quick to confirm this, with audio garnering far more 
attention than the small, dimly lit projections in our visual experiments.
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Figure B.l: A project roadmap with links between relevant decisions, concepts 
and developments (1 G).

In a later, naturalistic deployment at the Hafod-Morfa Copperworks, we 
took 011 board our findings from our initial projection experiment, providing 
the ability to perform, alongside useful information of the point of interest 

allowing visitors to make sense of the performance whilst performing.

[B .1.3] At the same time as conducting our expressive audio experiments, we 
also began to experiment with navigation and discovery using spatial audio. 
This was an attem pt to better understand the design space, seeking further 
opportunities for heads-up, face-011 interaction with public spaces.

[B. 1-4] After experimenting with a number of performative audio and visual 
experiences, we shifted our focus towards directing the performance. There 
were a number of reasons for this, including making the experience more 
mobile, and the ability to orchestrate larger collaborative performances.
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Our novel guidance and control mechanism allowed us to remotely direct 
users on small-scale journeys very accurately. Early testing and a pre­
liminary study allowed us to improve this mechanism further by adding 
additional options for directors, whilst keeping the interface minimal.

[B.1.5] Building on the previous direction mechanism, we developed a frame­
work to allow visitors to act as dynamic performers, with their devices 
commandeered for use as media outlets. Initial experiments utilised the 
visitor’s mobile device loudspeaker, with the director able to freely play 
sounds and send directions. By harnessing visitors’ mobile devices, instead 
of being limited by a small number of curated speakers in the environment, 
performances could now become much larger and more versatile.

In this work, it became very obvious that—similar to in our performative 
projection experiments—placing the effect on or around the performer pro­
moted more active social engagements between performers and spectators.

[B. 1.6] The use of mobile devices for both manipulations and effects made it 
possible to create and orchestrate lightweight, scalable, impromptu perfor­
mances. The work demonstrates that our original audio and visual experi­
ences can easily be adapted to work in unison with this remote framework. 
In future work, additional modalities could be explored, including haptics, 
or perhaps a mix modalities to make the performance more immersive. 
Future work could also explore larger visual performative prototypes.

Unlike our previous designs, where the performer was responsible for both 
manipulations and effects, this new remote technique raises interesting ques­
tions between different performers being responsible for the manipulations 
and effects, with those responsibilities now split over different devices.
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