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Abstract

Cellular mobile networks are facing the big challenge of delivering 
high data rates with high reliability everywhere and anytime in order 
to support the explosive demand for new applications and services. 
In their current design, however, this data delivery is being achieved 
by the corresponding increase of the consumed energy. This trend is 
clearly unsustainable and at some point in the future it will become a 
limiting factor of delivering the applications and services in the desired 
quality. Moreover, the high energy consumption negatively affects the 
operational cost and significantly contribute to C 02 emission. The 
mobile operators are committed to overcome both of these issues. Mo­
tivated by the energy efficiency of wireless networks, we investigate 
the transmission protocols which are exploiting the concept of Net­
work Coding (NC) in order to achieve throughput improvements with 
reduced energy consumption.

NC is known to achieve the throughput improvements but its en­
ergy consumption savings have not been studied in cellular mobile 
networks. Hence, this thesis focuses on the implementation aspects 
and evaluation of benefits of the distributed coding, NC and fountain 
coding in the Long Term Evolution (LTE) and LTE-Advanced (LTE- 
A) cellular systems under realistic constraints and assumptions. This 
thesis presents two practical inter-flow and intra-flow NC transmission 
protocols that improve the throughput, reduce the energy consump­
tion, save physical layer transmission resources and create distinctive 
energy-delay trade-offs characteristics in LTE and LTE-A networks.

The contributions of this thesis are concerned with the energy metrics 
definitions, and with the implementations of inter-flow NC, intra-flow 
NC in the LTE networks with and without the relay nodes. First, the 
energy metrics are established for cellular mobile networks to evaluate 
their power and energy consumption. The specified energy metrics are 
applicable to network equipment, links, subsystems and to the over­
all radio access network. The energy metrics used are discussed in 
light of the relevant standardization activities of the wireless access 
networks.

Second, a practical inter-flow NC protocol for the LTE network is in­
troduced. The integration of the protocol within the LTE protocol 
stack is examined. The implementation aspects and constraints of



the NC protocol for the LTE relay network is considered in order to 
assess the usefulness of the NC under realistic assumptions. The use­
fulness of the NC protocol is evaluated for varying traffic load levels, 
varying geographical distances between the nodes, varying transmit 
powers, and different maximum numbers of retransmissions. Energy 
savings of 16—25% depending on the traffic in the network is achieved.

Third, the scalability of the inter-flow NC protocol is investigated for 
multiple users and for various traffic loads. Energy savings are also 
attained when the number of users is increased and 25% savings is 
obtained for 4 users. The performance of this NC scheme is assessed 
in terms of the radio-frequency power as well as the radio overhead 
power, the throughput gain and the number of physical layer resources 
saved.

Fourth, it is shown that the Medium Access Control (MAC) layer 
is well suited to incorporate the inter-flow NC and intra-flow NC 
schemes. The intra-flow NC implemented at the MAC layer is found 
to have many benefits and to achieve good performance gains com­
pared to its originally intended implementation at the application 
layer. Intra-flow NC schemes outperform, under certain conditions, 
the standardized Hybrid Automatic Repeat Request (HARQ) schemes 
in terms of the energy consumption, the amount of radio resources 
used, and the transmission latency.

The main findings of our investigations are: the performance of net­
work coding is affected by the ratio of transmit powers of the nodes 
involved in NC, MAC layer is well suited for implementing the intra­
flow as well as inter-flow network coding schemes, and the intra-flow 
NC strongly effects the design and performance of adaptive transmis­
sion strategies including the adaptive modulation and coding schemes.
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1

Introduction

1.1 Background

The proliferation of wireless devices and applications promises higher delivery reli­
ability and increased throughput guaranteed anywhere and anytime. This growth 
has resulted in explosive data service offerings such as multimedia streaming es­
pecially to mobile devices [9, 10]. The trend of the data services growth is not 
in line with the trend of the revenue growth as indicated in Figure 1.1 [1]. Larger 
data volumes require more cell site radio equipment, and more base stations 
per square kilometer resulting in increasing energy costs in spite of the revenue 
streams remaining flat. Hence, energy consumption per bit has to go down so 
that the mobile telecommunications business can remain viable and prosperous

in].
The need to reduce CO2 emissions and the associated energy consumption are 

required in order to meet the corporations responsibility targets; they represent 
other needs for energy efficient wireless networks. The Information and Commu­
nications Technology (ICT) sector is estimated to contribute between 2 to 10% of 
the global CO2 emissions [12]. For example, Vodafone UK has an average yearly 
power consumption of 40 Mega watts. Moreover, a Long Term Evolution (LTE) 
base station, evolved Node B(eNB), covering a suburban area requires up to 4.9 
kilo watts of electrical power for its operation which corresponds to the energy

1
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Figure 1.1: Evolution of the operational cost of cellular networks over time [1].

consumption of tens of Mega watt-hours per annum. This figure is expected to 
rise further since the volume of transmitted data approximately doubles every 
year resulting in 16 to 20% annual increase of the energy consumption of mobile 
cellular networks [13]. Therefore, the Radio Access Network (RAN) operators 
are actively searching for innovative techniques that can achieve significant en­
ergy and power savings. For example Vodafone has set a group target to reduce 
its CO2 emissions by 50% by 2020 from 2006/07 levels [14], while Orange has set 
a target of 20% reduction per customer between 2006 and 2020 [15]. More im­
portantly, these targets aim to find energy savings solutions without significantly 
sacrificing the required Quality-of-Service (QoS).

Motivated by these problems, in this thesis, transmission protocols employing 
Network Coding (NC) are investigated and their integration and implementa­
tion within the LTE cellular systems are explored. First, the energy consumption 
metrics that allow comprehensive comparisons of the energy efficiencies of various 
transmission protocols with and without NC are established. The key principle of 
NC is an effective exploitation of the distributed diversity created by the broad­
cast nature of the wireless medium. The efficiency of NC can be measured as a 
reduction of the number of packets (re)transmissions, since this can equivalently 
free up the radio resources, increase the network throughput and thus save en-

2



1.1 Background

ergy. We will show that our proposed NC protocols can yield both throughput 
gains as well as energy savings, and they can be also readily integrated in the 
LTE protocol stack.

One of the main objectives of this thesis is to study the concept of NC. NC was 
first introduced from the information theory perspective as a means to achieve the 
multicast capacity in wireline networks [16]. Subsequent works were mainly the­
oretical and mostly ignored practical implementation constraints. These works 
usually assumed NC for multicast traffic and lossless links [17, 18] . They often 
assumed constant traffic, and did not consider the physical layer transmission 
constraints. However, the reality of cellular mobile networks is very different. In 
particular and importantly, traffic in cellular networks are usually unicast, and 
channels are lossy and experience fading and other channel impairments. Fur­
thermore, traffic is usually bursty and the transmission rates are usually unknown 
and difficult to predict [19, 20]. Thus, in practice, the wireless medium and its 
unpredictability makes the application of the NC techniques very challenging.

This thesis investigates the implementation aspects of employing NC in the 
LTE networks. We will show that NC can be seamlessly integrated into the 
current protocol stack of LTE networks. The throughput enhancement from NC 
translates into energy savings by exploiting the reduced number of (re)transmissions 
These energy savings come from the reduction of the consumed Radio Frequency 
(RF) power as well as of the operational energy. We also examine the scalability of 
the practical NC protocols for different LTE parameter settings and traffic loads. 
We propose NC protocols employing rateless codes implemented at the Medium 
Access Control (MAC) layer of LTE which outperform the conventional imple­
mentations of rateless codes at the application layer in terms of the transmission 
delay and the energy consumption assuming suitable adaptive modulation and 
coding schemes selections. Notably, optimization of the adaptive modulation and 
coding scheme results in distinct energy-delay tradeoff phenomena of the pro­
posed protocol. These protocols are particularly applicable to LTE-Advanced 
(LTE-A) networks.
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1.2 Thesis Contributions

The main objective of this thesis is to incorporate NC schemes into cellular mobile 
networks, and to understand the connection between the theoretical NC schemes 
considered in academic papers and the practical characteristics and implemen­
tations constraints of the current and future cellular networks. In addition, our 
aim is to obtain comprehensive evaluation of the possible NC gains and to gain 
insights into the interaction of NC with other functionalities of the cellular net­
work protocol stack. The specific contributions of this thesis elaborates various 
aspects of the overall objective and can be enumerated as follows:

1. Comprehensive review of the energy and power metrics used in the open 
literature and in the standards in order to select the most suitable metrics 
for our evaluations (i.e for the LTE RAN).

2. The selected energy metric: Energy Consumption Ratio (ECR), Energy 
Consumption Gain (ECG) and Energy Reduction Gain (ERG), are used 
for evaluations of the proposed NC schemes and of the conventional NC 
schemes in the literature.

3. Practical NC protocols implemented at the MAC-sublayer of the LTE pro­
tocol stack ate proposed, yielding throughput improvements of 19% and 
energy consumption reductions of 16 — 25% depending on the offered traffic 
in the network when applied to bi-directional unicast traffic in LTE multi 
hop networks.

4. The proposed NC protocol is shown to be scalable with the number of uni­
cast sessions in the LTE multi-hop network. The scalability is assessed with 
respect to the number of users in the cell, increasing traffic load per user, 
reduced number of (re)transmissions per packet and varying transmission 
powers.

5. The resource utilization gain due to NC is explored and shown to give a 
good indication of the energy saving potential by NC.

6. Another NC protocol implemented at the MAC layer of the LTE proto­
col stack is proposed. It is based on the rateless codes concept and allows 
parallel transmissions of multiple packet combinations in each sub-channel
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of the af interface, resulting in higher utilization of the network physical 
resources It outperforms the conventional application layer implementa­
tions of Ihe rateless codes in terms of the transmission delay and the energy 
consumption provided that the Adaptive Modulation and Coding (AMC) 
mechanian in the LTE is considered.

7. The ene:gy consumption-delay trade-offs of the conventional and of the 
proposec protocols were found to be distinctively different. This is particu­
larly use’ul in the LTE-A networks and contribute to finalizing the LTE-A 
standard

In summary, our NC schemes favour the MAC layer implementations for sev­
eral reasons. First, the Transport Block (TB) as a Hybrid Automatic Repeat 
Request (HALQ) retransmission unit facilitates faster error correction. Second, 
it also has less impact on lower layers functionality which is usually overlooked in 
the literature rn NC. Third, the LTE inherent adaptability of packet transmis­
sions, varying sizes and availability of data entities, and signaling of what data 
packets have been combined; all makes the TB the most appropriate entity for 
implementation of NC schemes. Finally, The use of the TB entity also facili­
tate the explo.tation of AMC and HARQ transmissions more than higher layer 
implementations of NC schemes.

1.3 Thesis Layout

Chapter 2 presents overview of NC, explains its background and reviews the rele­
vant literature. Chapter 3 presents a comprehensive overview of the energy met­
rics and identifies suitable metrics to use for the performance evaluations of the 
NC schemes in this thesis. It also presents a case study along with its mathemati­
cal analysis of NC and validates the analytical results by computer simulations as 
a motivation for the work in subsequent chapters. Chapter 4 presents a practical 
NC protocol for the LTE network. Its integration in the LTE protocol stack is de­
scribed and numerical analysis of its performance is obtained. Chapter 5 extends 
the considered NC protocol to the case of multiple users and also the scalability
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with respect t) the traffic loads for different channel conditions is investigated. 
Chapter 6 pr6ents a NC protocol based on rateless codes implemented at the 
MAC layer ofthe LTE along with its mathematical analysis and simulation re­
sults of its enegy-delay performance results. Conclusions are given in Chapter 7 
including area for possible future research.
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Netwoik Coding Background and 
Related Work

This chapter preents theoretical fundamentals of NC for wired and wireless com­
munications. Section 2.1 introduces NC as a new paradigm for packet transmis­
sion in telecommmications networks. Section 2.2 discusses the benefits of NC in 
wireless network. Section 2.3 outlines prior work on NC relevant to the research 
problems considered in the thesis. Section 2.4 presents our perspective on the 
inclusion of NC n wireless networks as a form of distributed coding. Section 2.5 
reviews the LTE air interface, its protocol stack and the network architectures 
using relay statims. Section 2.6 presents our preliminary study on NC proto­
cols for unicast md broadcast applications in the relay-aided cellular network 
architectures. The preliminary study on the expected gains from NC assumes 
numerical simulations which are verified via mathematical analysis. Section 2.7 
summarizes the notivations of our work presented in the thesis and the areas of 
our focus and coisiderations in upcoming chapters.

2.1 Network Coding (NC)

Significant reseaich efforts have been and are still being devoted to optimize the 
operation of telecommunications networks. A common theme of such research ef-
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forts is the way information is treated and transported in the networks. Whether, 
it is packets in the Internet or in wireless networks or signals in analogue telephony 
networks, information is transported over different streams and the contents of 
information is always kept separate in each stream. This is analogous to cars 
moving on the motorway network or fluids flowing through the pipe network. 
Therefore, the available bandwidth of the telecommunication network has to be 
shared among these independent streams in the same way that cars share lanes in 
the motorway network. Physical layer transmission schemes, packet scheduling 
and routing, congestion control and error control are examples of telecommuni­
cations network functionalities based on this principle [21].

NC further generalizes this principle. Thus, under the NC paradigm, infor­
mation streams do not necessarily need to be kept separated when transported 
through the network. NC allows both the source nodes and intermediate nodes 
to mix information streams together before forwarding them over the network to­
wards the destination nodes. This new principle has direct impact on the design 
of telecommunications networks [22]. The reliability of information delivery, the 
network resource savings and the efficiency of flow control are some examples of 
appealing NC features [23].

In wired and wireless networks, unlike traditional techniques for cooperative 
relaying, NC is considered to be a generalization of routing that allows nodes to 
perform some mathematical operations on the previously received packets before 
forwarding them to subsequent network nodes [24]. The NC principle is best 
demonstrated through the canonical butterfly example shown in Figure 2.1a, 
Figure 2.1b and Figure 2.1c.

Assume tha t the time is slotted, and the capacity per channel is one bit 
per time slot. The two sources Si and S 2 produce 1 bit of information a and b, 
respectively. Both receiver terminals T\ and T2 want to simultaneously receive the 
information bits from both sources. If receiver 7\ uses all the network resources 
by itself, it can receive both sources as depicted in Figure 2.1a. Similarly, T2 can 
receive both sources as depicted in Figure 2.1b. However, both receivers can not 
receive both sources simultaneously, since the bottleneck link R 3 — R 4  can not 
carry 2 bits simultaneously. Hence, the link R 3 — R 4 has to be shared in time.
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On the other hand, both terminals can receive both sources simultaneously if 
we allow node i?3 to use exclusive-or(XOR) for information bits a and b to create 
a © b to be sent through channel R 3 — R 4 , where the XOR operation corresponds 
to addition over a binary field. Thus, 7\ receives {a, a © 6}, and it can solve this 
system of two equations to retrieve also b. Similarly, T 2 receives {b, a © 6}, so 
that it can get also a. Thus, the NC scheme in Figure 2.1c can obtain a multicast 
throughput of 2 bps which is better than the routing approach which can at best 
achieve 1.5 bps.

The original theorem of NC was first presented by Ahlswede et.al in [25] in 
2000. The NC theorem is based on the famous max-flow min-cut theorem [21]. 
Due to their significance, these theorems will be presented next.
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b . A ^

(a) Routing to T\

' (E ?"  ~ b

<E5
(b) Routing to T2

(c) Network coding

Figure 2.1: The Butterfly Network with and without NC.

2.1.1 Max-flow M in-cut Theorem

D efinition 2.1: Consider a network consisting of a source node S  and a des­
tination node T.  The transmission from S  to T  can be done over multiple in­
termediate nodes. Thus, some nodes are connected, and the overall network can 
be represented by a graph. Each connected link is assigned a capacity i..e. the 
maximum transmission rate. A cut between the source node S  and the receiver
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node T  is a set of the graph edges (links) whose removal disconnects S  from T  [21].

D efinition 2.2: A min-cut is a cut with the minimum value. The value of a 
cut is the sum of the capacities of the edges in that cut [21].

Theorem  2.1: A network is modeled as a graph G = (V,E)  with V  vertices 
(nodes), E  edges of unit capacity, a source vertex S  and a receiver vertex T.  If 
the min-cut between 5  and T  equals h, then the information can be sent from S  to 
R  at a maximum rate equal to h . Equivalently, there exist exactly h edge-disjoint 
paths between S  and T  [21].

This theorem states that we can find a set of edge-disjoint paths from S  to T  
on which we can carry the maximum total flow of h bps through the network. In 
other words, the maximum supported information flow in a network is bounded 
by its min-cut. The min-cut represents the bottleneck of information flow between 
S  and T.

2.1.2 Main Network Coding Theorem

D efinition 2.3: A directed graph is a graph where the edge directions are spec­
ified and are uni-directional. Acyclic graph is a graph with no cycles i.e. there 
are no loops between a source node and a destination node [26].

Theorem  2.2: Consider a directed acyclic graph G =  (V, E)  with the unit 
capacity edges, h unit rate sources located on the same vertex of the graph and 
N  receivers. Assume that the value of the min-cut to each receiver is h. Then 
there exists a multicast transmission scheme over a large enough finite field Fqi in 
which intermediate network nodes linearly combine their incoming information 
symbols over Fq, that delivers the information from all sources simultaneously to 
each receiver at a rate equal to h [27].

From Theorem 2.1, there exist exactly h edge-disjoint paths between the 
sources and each of the receivers. Thus, for any receiver using all the network 
resources by itself, information from the h sources can be routed through a set
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of h edge disjoint paths, ensuring ;hat each receiver gets a rate equal to h bps. 
However, when multiple receivers ae using the network simultaneously, their sets 
of paths may overlap and they shan the network resources, resulting in rates that 
are less than h bps. Thus, Theorem2.2 states that if we allow intermediate nodes 
to combine information, then eacl of the receivers will get information at the 
same rate as if it had sole access tc the network resources.

Although defined for directed md acyclic graphs, NC can also be beneficial 
for undirected graphs in some ca:es [28]. The loops in cyclic graphs can be 
mitigated by buffering to enable NO performance gains. Hence, NC achieves the 
maximum throughput for multicasting. NC transforms the multicast problem 
into a flow assignment problem that can be, in general, solved using mathematical 
optimization methods in polynomial time [29].

Prom Theorem 2.2, we can obUin the concept of performing this mixing lin­
early, which is referred to as linear network coding. In linear network coding the 
encoding coefficients are drawn fron a finite field Fq. The encoding and decoding 
operations for linear network codirg are explained next.

2.1.3 Encoding

Assume packets are of L bits length. Groups of 5 bits are represented by a 
symbol in the field P9, q = 2s, forming a packet with L / s  symbols. The encoding 
operation is performed over finite field Fq. The encoded packet is obtained as 
(the summation performed for every symbol) [27]:

where P0l, ...POM are the M  original packets and G =  (g(l), ...g(M)) is the encod­
ing vector for the coded packet Pc- The encoded packets can be coded again with 
other packets in a recursive manner. For example, the set (Gi, PcO, — (Gn, Pcn) 
of the encoded packets can be used to generate (G',Pq) using P^ =  YTj=\ h{j)Pcj 
for the set of coefficients h = h(l), .. .h(n).  In this case G' =  22j=i

M
(2.1)
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2.1.4 Decoding

The destination receives n encoded packet; with their corresponding encoding 
vectors and can retrieve the original packetsby solving the system of linear equa­
tions [27]:

M

Pcj — 9j})Poi (2-2)
i=l

The original packets can be recovered as loig as n >  M  and there are at least M  
linearly independent combinations among those n  packets. The later condition 
implies that the size q of the finite field Fq should be large enough to guarantee 
the independence of the packet combinations. Theorem 2.2 states that there 
exist deterministic encoding vectors to be uied at each node in the network such 
that the destination node receives at least N  linearly independent combinations. 
Moreover, simulation results show that the rmdom combining of coefficient drawn 
from relatively small finite field F2 s, 5 =  8 results in negligible probability of 
selecting linearly dependent combinations [10]. If random coefficients are used, 
then the encoded packets do not need to carry the encoding vectors in their 
headers.

The decoding operation is performed in the following steps [21]:
1. The received packets with their encocing vectors are stored in a decoding 

matrix. Each received coded packet is stored as another row in this matrix.

2. The Gaussian elimination is performed. Any packet increasing the rank of 
the matrix is stored, while other paclets are reduced to zeros and ignored 
by the Gaussian elimination.

3. These steps are repeated until the decoding matrix becomes a triangular 
matrix (equivalent to having a unit vector encoding vectors for all the re­
ceived packets).

To reduce the size of the decoding matrix, usually the encoding and the de­
coding are performed on a group of packets (called a packet generation). The 
packet generation size is related to the finite field size and impacts the decoding 
performance of NC. For large enough field sizes, say 256, the impact of packet 
generation size on the performance is negligible [27].
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2.2 Network Coding Benefits

NC has originally been developed and focused on improving the throughput of 
networks. However, recently, other benefits of NC are arising especially in content 
delivery, robustness, security, and energy efficiency.

2.2.1 Throughput Gains

As indicated by Theorem 2.1 and 2.2, NC achieves the optimal throughput for 
multicast flows. In contrast, this optimal throughput is lower for the case of 
multicast routing which is Non-polynomial (NP)-complete. Whereas NC achieves 
the multicast capacity using polynomial time algorithms. Multicasting using NC 
in directed graphs has shown significant gains, however, the gains are bounded 
by 2 if undirected graphs are assumed [31].

NC also improves the throughput for unicasting. For example, in Figure 2.1c 
and under the assumption that Si wants to communicate to X2 and S 2 wants to 
communicate to Ti, NC achieves a rate of 1 bps compared to 0.5 bps achieved by 
routing for each user.

2.2.2 Reduced Com plexity

Performing NC opportunistically over packets at intermediate nodes allows us 
to apply simple distributed network algorithms rather than complex centralised 
ones with excessive overheads. For example, for file sharing using peer-to-peer 
protocols, NC achieves the optimal performance (e.g the minimum transmission 
time) using a simple decentralized algorithm. The same performance is also 
achieved with a centralized algorithm, however, at the cost of higher algorithm 
complexity and overhead [27]. The reduction in complexity reduces the processing 
power needed and hence the energy consumption.
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2.2.3 Improved Packet Transmission Reliability

For packet transmissions, the performance of end-to-end forward error correction 
(FEC) protocols and Automatic Repeat reQuest (ARQ) protocols is limited by 
the Packet Error Rate (PER) of the links. Hence, the performance deteriorates 
when there are many hops between the source and the destination. By using NC 
at intermediate nodes in such scenarios, the overall PER is reduced and hence the 
end-to-end throughput is improved as intermediate nodes can deliver sufficient 
number of linear combinations to the receiver over fewer links. Thus, this is more 
beneficial than having to retransmit lost packets all the way from the source [27].

2.3 Previous Work

The area of NC is relatively new and the results in the literature are not con­
clusive. Most of the papers published on NC are mostly theoretical and based 
on conceptual system models while focusing mainly on the multicast traffic; see 
[25], [32], [33] and [34]. The conceptual system models to study NC are often 
not applicable to mainstream services and applications provided in cellular net­
works, and more importantly, the reported results are often contradicting one 
another. For example, [35] shows that NC throughput and energy consumption 
gains in wireless networks are always bounded while they are unbounded in wire- 
line networks. The reference [35] also identifies certain architectural scenarios 
where the throughput and energy consumption gains of NC are nill or close to 
nill. Reference [36] presents some measurements on WiFi devices with through­
put improvements of 52% and 65% less energy consumption when employing NC. 
However, most results in the literature support benign effects of NC.

In efforts to address the problem of extending NC over multiple unicast ses­
sions, the bounds of the throughput and the energy efficiency improvements were 
studied thoroughly in the literature. For example, Backpressure algorithms [37] 
are used to find approximately the throughput optimal nodes for preforming the 
XOR operations. Reference [38] shows throughput improvements of NC over 
routing in directed and indirected networks with integral routing requirements.
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It also shows that the potential throughput improvements from NC are equiv­
alent to the potential improvements of the network bandwidth efficiency. This 
potential will be exploited by some NC methods in this thesis.

Reference [39] shows that under certain strong connectivity requirements, the 
throughput improvements of NC are bounded by 3. Moreover, [40] showed, for a 
network with nodes positioned at a hexagonal lattice, that the upper bound of 3 
for the energy benefit of NC can be achieved. A best known lower bound on the 
maximum energy benefit of NC over all possible network configurations, under the 
assumption that all data symbols transmitted by a node are linear combinations 
only of the source symbols that have been successfully decoded by that node, is 
2.4 [41]. For random networks, an energy benefit upper bound of 3 is reported 
in [42]. However, this bound only applies to a specific type of network codes. 
Reference [43] analyses the throughput improvements from NC of the practical 
COPE protocol in [44] from the theoretical perspective and advocates that it is 
beneficial to make routing aware of the coding opportunities in the network rather 
than being oblivious to it. Most of the above works give useful insights into the 
performance improvement gains of NC. However, it is noticed that those gains 
are mostly network topology, traffic requirements and configurations dependent, 
fn this thesis, we will investigate the conditions when NC can bring significant 
gains in LTE networks, and address the cases when such gains are more difficult 
to obtain.

Practical NC schemes to enhance the network throughput in 802.1 In networks 
are described in [44]. However, very few considerations have been given to how to 
employ NC in Orthogonal Frequency Division Multiple Access (OFDMA) based 
wireless networks, in general, and in LTE and LTE-A in particular. For example, 
Zhang et al. [45] investigates the performance of NC used at the base station in an 
OFDMA cell. Reference [45] studies joint NC and subcarrier assignment schemes 
for Worldwide Interoperability for Microwave Access (WIMAX) networks and 
shows that the coding aware subcarrier assignment results in higher throughput 
compared to adaptive assignment schemes without NC. Yuedong Xu et al. [46] 
derives the routing and scheduling schemes with NC for OFDMA relay networks. 
The authors observe throughput gains of 1.3 and 1.5 times for the fixed power and
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dynamic power OFDMA subcarrier assignment schemes, respectively. However, 
none of these references consider practical implementation aspects and constraints 
of the LTE standard. Consequently, in this thesis, the main focus is to investigate 
how the practical implementation constraints affect the usefulness of NC.

2.3.1 Network Coding for Energy Efficiency

Significant volume of the literature focuses on studying the throughput gains of 
NC. Few considerations have been given to investigate the usefulness of NC from 
the energy efficiency point of view. The bounds on the throughput gains from 
NC in wireless networks for grid topologies are reported in [47]. The gain as the 
number of transmissions is derived in [48] where NC is applied to minimize energy 
in sensor networks. Reference [49] obtains the bounds on the number of coded 
packets in a node. Although important, the work in [49] is limited to certain 
topologies and does not give the conditions when NC can provide energy savings, 
and neither is applicable to cellular networks.

Reference [50] illustrates the trade-off between the energy savings from NC 
and the lifetime of nodes in sensor networks. Both single-path and multi-path 
routing variations of the NC problem are presented and solved using analytical 
formulations and subsequent optimizations. Up to 35% energy savings can be 
obtained from the proposed multi-path protocol. However, much of the gains are 
offseted by the extra control message transmissions and overhead delays.

Reference [51] presents a routing protocol that exploits coding opportunities. 
It works on the principle of routing flows to a region where NC can be performed 
in order to increase the throughput of the network. The trade-off between rout­
ing flows to achieve the NC advantage and avoid interference is discussed in [43]. 
Although improving the throughput, both techniques have adverse impact on the 
energy consumption and can not- be applied to networks where energy consump­
tion is an issue.

Recently, energy efficient resource management for OFDMA cellular networks 
based on cooperative relaying and cognitive radio has been discussed in [52]. The 
design of resource allocation strategies for single and multiuser wireless systems
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for energy efficiency is studies in [53]. Transmission protocols such as ARQ and 
Hybrid ARQ(HARQ) has shown to reduce the transmission energy for decoding 
and in the electronic cercuitry of wireless devices including relay node [54]. NC 
schemes based on distributed coding have been applied at various wirless nodes 
including relay nodes. NC can also be jointly designed with resource allocation 
and other transmission protocols such as HARQ for improved energy efficiency. 
Hence,the focus of this thesis is to develop energy efficient NC schemes for LTE 
RANs while achieving the target QoS and throughput improvements. In contrast 
in order to realize these targets, good understanding of the energy consumption 
and the throughput performance comparisons of various transmission protocols 
with and without NC is required. The proposed approach is to evaluate the 
performance of various NC schemes from the system perspective.

2.4 Network Coding in W ireless Networks: A 
N ew  Perspective

The term ” network coding (NC)” is used throughout this thesis in the sense of a 
distributed coding among the network nodes. In distributed encoding, the packets 
from several sources are encoded together at an intermediate node. An example 
illustrating this is a Two Way Relay Channel (TWRC) shown in Figure 2.2. It 
illustrates the scenario where two nodes exchange packets with the help of another 
node R. The node R  generates the distributed code (4, 2, 2) and (3, 2, 2) for the 
relaying and NC protocols respectively. We denote the linear binary block codes 
as (N ,K ,d min) where N  is the block length, K  is the code dimension (the number 
of information bits) and dmin is the minimum Hamming distance of the coding 
scheme. (TV, A, dmin) can correct at most dmin — 1 erasures and |_(dmm — 1)/2J 
errors where |_*J denotes the floor function. We also denote the code rate as 
R = K /N .

The mapping of ‘network coding’ protocols to binary block codes is shown in 
Table 2.1 for the relaying protocol, the XOR NC protocol and the Hamming NC 
protocol. We define the delay gain of the NC protocol as a ratio of the number
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Figure 2.2: NC as a distributed coding.

of saved transmissions due to NC and the number of transmissions required for 
the relaying (i.e., without NC). The delay gain G can then be written as:

G = 1 -  — [%] (2-3)

Table 2.1: Examples of NC as distributed coding

P rotocol Binary block code Code
rate

Delay gain

Relaying distributed repetition 
encoding (4, 2, 2)

R  = 1/2
"

XOR NC distributed encoding 
(3,2,2)

R  =  2/3 1 - 3 / 4 =  1/4

Hamming
NC

distributed encoding 
(7,4,3)

R = 4/7 1 - 7 / 8 =  1/8

The Hamming NC code (7,4,3) distributed over the TWRC is described as 
follows. The nodes A  and B  each sends 2 packets to node R. Node R  then 
generates 3 packets according to the parity check matrix of the Hamming code 
(7, 4, 3) and broadcast these three packets. Since both A  and B  have their own 
2 original packets, they can resolve the remaining 2 packets from the other node 
exploiting the fact that the Hamming code (7, 4, 3) can correct 2 erasures that 
correspond to the missing packets from the other node. However, note that a 
simple XOR NC (3, 2, 2) has the largest delay gain. The delay gain corresponds to 
the number of saved time slots and hence the corresponding increase of (2-R— 1)% 
in the throughput.
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Thus, the highest possible delay gain for the TWRC in Figure 2.2 is 25% which 
is achieved using the XOR NC protocol. The (7,4,3) Hamming NC protocol has 
a delay gain of 12.5%. To the best of our knowledge, there is no other code that 
can outperform the XOR NC protocol at least for the TWRC scenario with three 
nodes. Hence, we will study the performance of the XOR NC protocol only.

More generally and similar to Figure 2.2, one can consider distributed mod­
ulation among the nodes which is known as the physical layer network coding. 
However, in our view, the intentional interference created by the physical layer 
network coding is not a desirable approach, particularly in LTE networks that are 
designed for orthogonality among the transmissions within the cell (i.e. a zero 
intra-cell interference). Therefore we only consider the XOR NC protocol applied 
at the Open System Interconnection (OSI) layers above the physical layer, in this 
thesis.

2.5 LTE Radio Access

The Third Generation Partnership Project (3GPP) LTE evolution is focused on 
two system aspects, the network architecture and the radio access. The LTE 
architecture is known as the System Architecture Evolution (SAE). In SAE, the 
network functions of the Radio Network Controller (RNC) in Wideband Code 
Division Multiple Access (WCDMA) and High Speed Packet Access (HSPA) are 
now transfered to the eNB LTE base station as shown in Figure 2.3 (from [2]). 
The LTE eNB performs both radio access functions such as Radio Resource Man­
agement (RRM), scheduling and other physical layer procedures as well as users 
mobility management functions [55]. The eNB cooperation for interference co­
ordination and Multimedia Broadcast Multicast Service (MBMS) are additional 
LTE features made possible via the new X 2  interface between eNBs. Thus LTE 
SAE have a flat Internet protocol (IP) architecture with fewer nodes and smaller 
user and control plane latencies [56].

The LTE improvements of the radio access include OFDMA for Downlink 
(DL) and single carrier - frequency division multiple access (SC-FDMA) for the
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Figure 2.3: The overall LTE network architecture [2]

Uplink (UL), channel dependent scheduling for both the UL and DL, two lay­
ered retransmissions scheme, multiple antenna support, multicast and broadcast 
support and spectrum flexibility [57].

2.5.1 LTE D uplex ing  Schem es

LTE supports both Frequency- and Time-Division Duplex arrangements (i.e. 
FDD and TDD) as illustrated in Figure 2.4. PTD uses different, sufficiently sep­
arated, frequency bands for the DL and UL, while TDD uses the same frequency 
band for the DL and UL but alternates the transmissions in time. In contrast 
to IISPA, LTE supports both duplex schemes within a single radio access tech­
nology, resulting in minimal changes in radio access protocols and procedures 
between FDD and TDD.

Channel coding, reference signals and other physical layer procedures are sim­
ilar in FDD and TDD including their system performances. There are, however, 
few differences owing to the discontinuous transmissions of TDD. These differ-
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Figure 2.4: Frequency and time-division duplex schemes.

ences impact only on the UL performance of TDD as, in the DL, the eNB Power 
Amplifier (PA) can adjust the power with the bandwidth. The discontinuous 
transmission in TDD implies that each User Equipment (UE) has limited time 
allocations, and consequently, UEs use more bandwidth than FDD. For given 
nodes distances, FDD has higher UL bit rates than TDD for best effort traffic. 
Thus, for the same bit rate FDD achieves higher UL cell coverage than TDD 
[56]. However, TDD has higher capacity for Voice-Over-IP (VOIP) due to the 
adjustable UL-to-DL configuration ratios.

Due to the link budget limitations for TDD which is caused by limitations on 
the number of scheduled UEs per scheduling interval, the UEs have to transmit 
using higher bandwidth in order to achieve similar bit rates to FDD. This impacts 
on both the energy consumption of the UEs and the benefit of channel aware 
scheduling in the UL. However, system level simulations in [56] showed that the 
differences in coverage and spectral efficiency are minimal.

TDD comes with the benefit of channel reciprocity which allows the DL chan­
nel to make use of the UL channel estimation for scheduling the transmission 
decisions. As the UL and DL frequencies are the same, there is the possibility 
of re-using the channel state of either link to the benefit of the other link to 
save the control signaling resources. However, there are some challenges with the 
assumption of channel reciprocity such as the DL/UL difference of interference 
levels, antenna configurations and the lack of DL/UL radio chain calibrations. In 
spite of this, the prospectus of implementing channel reciprocity for scheduling 
benefits is open in the 3GGP standard to utilize the 10% of the UL capacity used 
by the channel sounding (i.e. UL channel estimation) for sending UE data.
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2.5.2 L T E  P ro to c o l  A rc h i te c tu r e

The LTE radio access protocol architecture for both the eNB and the Relay Node 
(RN) is shown in Figure 2.5. The role of these protocols is to allocate/release the 
Evolved Packet System (EPS) radio bearers that are used to carry user data. The 
EPS radio bearer is the 3GPP terminology used for the data flows and comprises 
of both signaling and data. Signaling radio bearers carry Radio Resource Control 
(RRC) signaling while user plane radio bearers carry user data.

Control Plane User Plane

Radio bearers

Logical Channels

Transport Channels

RRC

PDCP

RLC

MAC

Physical Layer

Figure 2.5: The LTE radio protocol architecture.

As shown in Figure 2.5, Medium Access Control (MAC), Radio Link Control 
(RLC1) and Packet Data Convergence Protocol (PDCP) are layer 2 protocols. 
Layer 3 consists of the RRC protocol. Above RRC, there is a Non-Access Stratum 
(NAS) protocol that carries signaling information for paging, system information, 
call set-up, etc to/from the core network. The radio access protocol architecture is
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valid for both the eNB and the RN. Description of the functions of the particular 
radio protocols are given below:

• PDCP: The main functions of PDCP are data integrity protection, encryp­
tion, and IP header compression.

• RLC: The RLC is a sublayer of layer 2 and is responsible for segmentation 
and concatenation of the higher layers Protocol Data Units (PDUs) and 
for mapping the EPS radio bearers data into the logical channels. The 
RLC also handles residual HARQ errors on the MAC layer using the ARQ 
retransmissions as well as it manages in-order delivery to the higher layers. 
The ARQ retransmission unit is an RLC PDU.

• MAC: The MAC is a sublayer of layer 2. Its main functions are multiplexing, 
scheduling and physical layer retransmissions (HARQ).

• Physical Layer (PHY): The physical layer (Layer 1) is responsible for mod­
ulation and coding of the UE data and transmitting them into the physical 
medium.

These functions allow LTE networks to offer data rates and transmission ef­
ficiencies of users data that are much higher than HSPA networks. The key 
transmission techniques employed at the PHY and the MAC of the LTE protocol 
stack are: AMC, dynamic time and frequency scheduling and data multiplexing, 
and HARQ error control and recovery [56] which are detailed in the next sections.

2.5.3 LTE Architecture with Relays: Relay Enhanced Cell

Cellular networks — designed for high capacity — suffer from the path-loss phe­
nomenon during radio wave propagation which warrant an increase in the density 
of base stations in order to cover large geographical area while keeping the QoS. 
Hence, the transmit RF powers can be reduced significantly provided that the 
distances between the transmitting and receiving antennas are shortened. This 
can be achieved, for example, by using relays and distributed antennas, or by 
reducing the cell sizes in the cellular RANs. The use of NC in conjunction with
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relays in RANs is the basic principle used to reduce the energy consumption 
considered in this thesis.

Relaying is a cost-effective approach to improve the capacity or to extend the 
coverage of the RAN [58, 59]. The LTE and LTE-A standards specify several 
types of relays that are intended to provide the desired QoS for users at the cell 
edge [60]. The LTE RNs are utilized for forwarding traffic between the eNB and 
the UEs. LTE relays are classified into several types according to their charac­
teristics as follows:
T ype 1 relay [60]:
The type 1 relay is employed for coverage enhancement as it creates its own cell. 
From the UE perspective, it appears as another base station with its own unique 
physical layer cell ID. It supports distributed scheduling, broadcast control chan­
nels and performs full RRM for the RN-UE link. Thus, the UE receives scheduling 
information and HARQ feedbacks directly from the relay station. Type 1 relay 
is characterized by forwarding the user plane traffic data packets on the IP layer, 
and thus, it can be classified as a self-backhauling relay at Layer 3.
Type 2 relay [60]:
The type 2 relay is defined by the 3GPP as part of the donor cell. It is intended 
for throughput enhancements. It does not have its own physical cell identity 
but performs partial RRM for its users. Hence, type 2 relay is characterized by 
forwarding the user plane traffic data packets on Layer 2. An example of type 2 
relay are smart repeaters (Layer 1 relays) and a decode-and-forward relays (Layer 
2 relays). However, due to noise amplification as the main drawback of Layer 2 
relays, only the decode-and-forward inband relays are considered in this thesis.

2.6 Network Coding for Unicast and Broadcast 
Applications in Relay Networks

A preliminary study of NC has been carried out using mathematical analysis 
for unicast and broadcast applications in the RAN. For unicast applications, 
mathematical analysis is used to obtain the expected value of the throughput,
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packet delay and the energy consumption when NC is employed. Simulation 
results validating the mathematical analysis are presented. For broadcasting, a 
simulation framework is created to enable study of the implementation of the 
broadcasting protocols with and without NC, respectively.

2.6.1 M athem atical Analysis of NC in TW RC

Analysis of the XOR NC protocol in a TWRC has been conducted in order to 
assess the throughput, packet delay and the energy savings benefits. The analysis 
is based on the expectation of random variables to obtain expressions for the 
following Key Performance Indicators (KPIs):

• Probability of outage : the probability that the packet does not reach the 
destination, and thus has to be retransmitted. It is equivalent to the PER 
of the link.

• Packet Delay (PD): it is measured in time slots i.e. it is the number of time 
slots required to successfully exchange a pair of packets between the two 
nodes over a TWRC.

• Packet throughput: it is measured in packets/time slots, and is defined as 
the average number of successfully exchanged packets over one time slot.

• Energy Consumption Ratio (ECR): it is expressed in joules/bit and is the 
total energy consumed by all nodes (including the relay) during exchange 
of packets between end notes over a TWRC.

The TWRC scenario consists of node A  and node B  that are exchanging 
packets via the help of node R  as depicted in Figure 2.6 assuming NC. The first 
link connecting node A  to node R  has PER denoted by P E R \  while the second 
link connecting node B  to node R  is denoted as P E R 2 . The powers used during 
the receive, idle and transmit states are denoted as P 1̂  ,PId and P Tx respectively.

To derive the expected PD, throughput and energy consumption for the non- 
NC protocol shown in Figure 2.2a, random variable theory is utilized. Acknowl­
edgment is received each time decoding is not successful and packet retransmis­
sion is performed. The expressions for the non-NC protocol given an unlimited 
number of retransmissions in each link are derived as follows:
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P E R 1 >0 / ^ j \  P E R 2 > 0

( a )  m a®h (b )

Figure 2.6: NC schemes and TWRC [3].

Th expected PD becomes a geometrically distributed random variable [61] 
with probability equal to the P E R  of the given link and hence:

E[PD"0"-NC] = 1 _  p e r j +  1 -  P ER i  ^

The expected throughput is defined as 2 / E P D non- ^ c  [61] and hence:

, , (1 -  P E R i )(1 -  P E R 2)
E[Througputnon_Nc] = (1 _ pERi) + (1 _ pERi) (2-5)

The expected consumed energy is the accumulation of energy at different
power states of a given link. Taking into account all the time slot needed for the
exchange of the two packets and power consumed in each time slot from all the 
nodes, the energy is computed as:

E[Energynon_Nc] = 1 _ ^  • (Pj* + + iff)

1 (P** +  pK* + F f )
1 -  p e r 2

1 (p F  + p** + p ? )
1 — P  e r 2

1 -  P E R i1 (Pr k + P%* + Pb ) (2-6)

Where P j* , P#*, Pq x are the receive power for node A,B  and C respectively. 
Similarly, given the expected value of the maximum of two random variables 
having possibly different Cumulative Distribution Function(CDF), the expected 
values of the PD as a sum of different random variables can be readily calculated. 
Then the throughput and energy consumption are obtained for the NC protocol. 
The KPIs for the NC protocol with unlimited number of retransmissions in each
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link are given as:

E[PDNc] : _  p E R  ̂ +  1 _  p E R  ̂ 1 _  p E R  ̂ pER 2 (2.7)

E[ThrougputNC] = ---- ;---------   ;-- -----------;---------  (2.8)
1 - P E R i  1 - P E R 2 +  2 ( 1 - P E R 1-PER2)

E[EnergyNCl =  1 _  p E m  ' + Pb )

+T 3 l W (PsTx + P*Rx + P “ )
/ I  1 ^ \ p T x

+  U -  P E R I  +  1 -  P E R 2  1 -  P E R I  • P E R 2 ) ' R

1 -  P E R I  ^ ' Pa +  ̂1 -  PER2  ‘ Pb

1 / 1_____ i__  1________■). pM
Vl - P E R 2  1 - P E R I - P E R 2 1 A

+ ( ----------   +    )Pr (2-9)h - P E R l  I -  P E R I -  P E R 2 1 B v ’

Figure 2.7a, Figure 2.7b and Figure 2.7c compare the obtained expressions of 
the throughput, PD and the ECR versus the increase in the link PER PERi .

The impact of the powers used in the receive and idle power states on the 
ECR of the NC are shown in Figure 2.8a and Figure 2.8b. Here the absolute 
value of P 1̂  and P Id are selected to be - 1 , - 3  and — 5dB below the power in the 
P Tx, respectively.

From this analysis, we can conclude that, over a TWRC, the XOR NC provides 
both energy consumption and packet delay gains. Moreover, we observe that 
considering the power used in the receiving and idle states results in higher ECR 
values for both the NC and non-NC protocols. In addition, it is observed that 
the energy consumption with NC increases due to erroneous links, and there is a 
greater influence of erroneous links on the packet throughput when NC is used.
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Figure 2.7: The derived KPIs versus the PER of the A-R link.
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Figure 2.8: The derived ECR values for different values of the receive and idle 
powers.
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2.6.2 Network Coding Simulations for a TW RC

In order to verify the mathematical analysis presented in the previous subsection, 
we use simulations for a TWRC system considering the same KPIs. Moreover, 
we focus on estimating the effects of powers in different states on the ECR. 
Figure 2.9a and Figure 2.9b show similar trend with the results in Section 2.6.1. 
Figure 2.9c further indicates the influence of the power states values on the ECR 
absolute values.

The simulations suggests that NC is beneficial in terms of the throughput 
and the Packet delay gains even for links with very bad link quality, i.e. having 
high PERs (as high as 0.8). The crossover point of P E R  «  0.8 has been found 
by simulations as the PER after which the NC packet delay exceeds the non-NC 
protocol packet delay. The crossover occurs because the simulation treats the 
PER of the links as instantaneously changing with a given average probability 
and at high PER the probability of having the broadcast link in outage is higher 
resulting in increased number of transmissions for the NC protocol. In addition, 
we observe that taking into account the power states of nodes results in an in­
creased energy consumption budget for both the non-NC and the NC protocols. 
However, such increase is more pronounced for the NC protocol. Thus, the NC 
protocol is more sensitive to the effect of the power used in various power states 
than the non-NC protocol.

2.6.3 Protocol Design for Relay Aided Cellular Architec­
tures

A file broadcasting scenario is considered due to its straightforward network topol­
ogy, and consequently, straightforward definition of the communication protocols. 
We consider design of transmission protocols for broadcasting networks with a 
single source. Our focus is on the broadcasting protocols for a group of end-user 
terminals aided by a shared relay as shown in Figure 2.10. The network is as­
sumed to be packet-synchronous and the relay is allocated a separate frequency
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Figure 2.9: The simulated KPIs versus the PER of the AR link.
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band for its communication with the user terminals. While the relay can trans­
mit and receive in both frequency bands simultaneously, the terminals, at any 
time slot, are constrained to either only transmit or only receive. The source is 
assumed to either transmit continuously, or to periodically insert silent periods 
in order to enable in-band communications between the end-user terminals and 
the relay.

The power states are defined as follows. At any time slot, each node is in one 
of the following transmission states: transmitting, receiving, idle or turned-off. 
Each state is then assigned a certain power level. The objective is to investigate 
the effect of power levels at different transmission states on the statistics of energy 
consumption per node or per delivered packet for certain QoS level (e.g., guar­
anteed packet delivery, or guaranteed delay). Examples of the power levels for a 
mobile phone [6] are shown in Table 2.2. It is noted that the expended power at 
the receive P Rx and Idle P Id states are higher than 50% of the expended power 
in the transmit state Ptx. In wireless networks, the power in transmit state is 
strongly distance and coverage dependent while the powers in receive and idle 
states are much less distance and coverage dependant. On the other hand in het­
erogenous cellular networks with small cells and relays, the differences between 
the transmit and other powers are expected to be small.

Table 2.2: Power state  levels for a mobile phone [6]

S ta te E xpended
pow er
[W atts]

% R ela tive  to  
tra n sm it s ta te

Transmitting 1.628 -
Receiving @3m 1.375 84.4
Receiving @30m 1.213 74.5
Idle @3m 0.979 60.1
Idle @30m 0.952 58.5

A simulation framework for broadcasting transmission protocol has been de­
veloped in MATLAB. It includes definitions and models of packet error levels, 
power states, the probabilities of transition between these power states and signal 
processing functionalities such as FEC decoding and diversity combing.
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Figure 2.10: Relay aided broadcasting.

As the transmissions are time slotted, packets are modeled with Identifica- 
tions(IDs) that include: a time stamp of the time slot, packet length, packet 
error level and a list of combined packets in the case of network coded packets. 
The communication channels are modeled as a link from the MAC layer in a 
source node to the network layer in a destination node. Hence, the impact of 
errors at PHY/MAC layers in the combined packets is accounted for statistically 
by assuming a quantized number of errors (packet error levels) and the probabil­
ity of transitions between those levels. Thus, the packet error levels are defined 
for quantized total number of errors in packets. This approximates the system 
transmission reliability, and describes how the quantized number of errors are sta­
tistically different between each pair of nodes in the network. The quantization 
levels depend on the application and on what signal processing is used.

A simulation example for broadcasting a file has been studied for the above 
model. The source continuously broadcasts the whole file (uninterrupted). The 
relay supports the broadcasting by collecting feedback from the receivers to re­
transmit un-acknowledged network coded packets and normal packets to the re­
ceivers at the end of the broadcasting session and during the source silence peri­
ods. The file delivery protocol works in the following steps:
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• The source transmits whole file (uninterrupted).

• The Relay node assigns one time slot for each destination for feedback 
signaling.

• The Relay node sorts the reported undelivered packets at the destinations 
as: The packets not received by any destination but received by the re­
lay (these packets are then simply retransmitted). The packets received 
by at least one destination and by the relay (these packets are network 
coded/combined to save the number of retransmissions). The packets not 
received by any destination nor by the relay (these packets might be asked 
for by the destinations again).

• The packets are (re)transmitted from the relay starting with the older pack­
ets first in order to decrease the PD for the destination receivers.

Figure 2.11a, Figure 2.11b and Figure 2.11c show the energy consumption of 
one destination receiver versus time for various power states for a target packet 
delivery rate of 98%. It is clear again that varying the value of the power used 
during the reception of packets ( P ^ )  results in noticeably increased value of the 
energy consumption for the receiver Dl.

This example demonstrates that NC is applicable to various network topolo­
gies and is beneficial to reduce the number of transmissions and hence the energy 
consumed for the successful file broadcasting. Hence, NC used as a technique at 
the MAC layer is promising and relies on information compression of bits to save 
radio resources and transmission time slots. This explains the delay gains and 
the energy savings potential. These features of NC will be exploited further in 
next chapters and applied in the LTE and LTE-A networks.

35



2.6 N etw ork  C oding  for U nicast and  B roadcast A pp lications in R elay
N etw orks

Time [time slot]

(a) Energy Consumption (joules) for p Rx= . 3 
dB and P ld= -5 dB

Time [time slot]

(b) Energy Consumption (joules) P Rx=- 1 dB and 
P'd=.5 dB

• !—  t -  • !

T im e  [tim e slot]

(c) Energy Consumption (joules) with P Rx and P Id 
ignored

Figure 2.11: The energy consumption of the destination receivers during a hie 
broadcasting session.
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2.7 Remarks and M otivations

The mathematical analysis of NC for a TWRC reveals that NC can tolerate high 
PERs of the links and still yields positive throughput improvements as well as 
energy consumption reductions. The simulation results show a similar trend to 
the analytical results and indicate the existence of a crossover point after which 
NC gains become negative. The interesting observation is that this crossover point 
occurs for a very high PER which is unlikely to be experienced in practical wireless 
networks where typical PER range is below 0.1. The impact of various power 
states on the ECR performance of the non-NC and NC protocols was studied. 
It can be concluded that power states contribution to the energy consumption 
is non-negligible, and thus the power states should be taken into considerations 
when designing systems with NC protocols.

The NC energy and delay gains were also demonstrated for the broadcasting 
scenario. The only difference between the broadcasting and unicasting applica­
tions is the network topology and the NC protocol design. Hence, NC proves 
to be applicable to a diverse number of network topologies and communications 
scenarios.
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Energy M etrics for Cellular 
Networks

This chapter establishes the baseline energy and power metrics to be used in 
evaluations, simulations and mathematical analysis throughout the thesis. Se­
lection of appropriate metrics for wireless networks energy efficiency evaluations 
is important for two reasons. Firstly, these metrics must enable accurate energy 
measurements for any type of network nodes, sub-systems and networks. Sec­
ondly, these metrics must facilitate comparisons of different techniques from the 
energy efficiency point of view. This chapter addresses some of these issues and 
makes the following contributions:

1. A comprehensive review of the energy and power metrics in the literature 
and in the standard bodies is provided.

2. Most, if not all, of the energy metrics considered in the literature and stan­
dards are defined for the operational phase of the telecommunications equip­
ments. Thus, the subject of how to extend the use of the current energy 
metrics to the overall RAN evaluations is considered.

3. The produced technical reports and papers on energy metrics constitute 
a reference baseline for other researchers in the Mobile Virtual Centre of 
Excellence (MVCE) Green Radio (GR) programme. Particularly, this work 
contributed to the Book of Assumption (BOA)section on metrics within the 
GR programme.
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4. Recommendations on what energy metrics are useful and should be specifi­
cally used are provided. One of such energy metrics, the Energy Consump­
tion Ratio (ECR) is adopted by the GR project.

5. An example application of the ECR metric to assess the energy consumption 
evaluations of a RAN is provided.

In this chapter, the definitions of energy and power metrics are introduced in 
Section. 3.1. The energy efficient powering of the telecommunications equipment 
is discussed in Section. 3.2. General requirements for the energy consumption 
evaluations are described in Section. 3.3. The energy and power metrics in the 
literature and in the standards are reviewed in Section. 3.4. Conclusions are 
given in Section. 3.4.

3.1 Definitions of Energy and Power M etrics

The definitions of energy and power metrics for telecommunications networks 
have to take into account a number of factors. This is mainly because of the 
complex multi-stage, multi-layer and multi-purpose architectures of the current 
telecommunications networks. It is important to initially obtain good a under­
standing of what aspects the energy and power metrics need to consider and what 
metrics are suitable for what network setups and communication scenarios. Ulti­
mately, the adopted metrics definitions should be independent from the particular 
network architectures and communication scenarios in order to enable their com­
parisons even though the numerical values must be dependent on the network 
architectures and scenarios. Specifically, the main factors to be considered when 
defining energy and power metrics are [62, 63]:

•  The type of network elements (e.g. base station, backhaul, switch);

• Network load (including the fraction of active network elements) and net­
work resources used (including bandwidth and power);

• Traffic model, communication and application scenario and context;

•  Network architecture and topology;
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• Physical layer interface and protocol stack (e.g. defining bit delivery at 
some OSI layer);

• Propagation (channel) models;

•  Distances between sources and destinations or the coverage area for a given 
QoS;

• QoS requirements (including reliability, latency, throughput at a given OSI 
layer);

• User behaviour (profiles) and mobility models.

Furthermore, the above factors can be measured or calculated at a given time 
instant (instantaneous metrics) or averaged over short or long term time durations 
(average metrics). Long term average metrics has an advantage of facilitating the 
quantification of Radio Network Layer (RNL)-based cell switching mechanisms 
such as Discontinuous Transmission (DTX) and Discontinous Reception (DRX). 
Moreover, they are more suited to the bursty traffic loads exhibited by the current 
wireless networks. We can also consider energy metrics for:

• Network nodes (e.g. terminals, base stations etc. leading to the energy 
measurements at the network equipment);

• Network links (connecting two or more nodes);

• Individual network entities (nodes and links) and group of entities (e.g., 
terminals served by one base station);

• subnetworks (access and core networks) versus the energy consumption of 
the whole network.

More importantly, we have to consider all of the above factors to determine 
when some of the energy and power metrics may be less suitable. For exam­
ple, some energy metrics developed for the wireless access networks may not be 
suitable for the wired core networks [62]. The energy and power metrics do not 
have to necessarily be scalar values in order to better describe the non-linear 
dependency of the CO2 production of different types of energy. For example, the 
operational and embodied energy could be reported separately rather than as a 
scalar of their sum. Obviously, comparison of such vectorized energy and power
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metrics is more complicated. We can also define the energy metrics quantifying 
the actual energy consumed (in Watt-hours) and in relative terms to measure, 
e.g., the energy consumption efficiency with respect to some reference energy 
consumption.

In general, the energy consumption of the telecommunication networks can be 
attributed to the operational energy and to the embodied energy. The operational 
energy represents the energy consumed due to the actual run-time operation of 
the telecommunication network and equipment. It assumes both the RF power 
as well as the overhead power. The embodied energy, on the other hand, repre­
sents the primary energy consumed during the telecommunication network and 
equipment life cycle which includes the equipment extraction, transportation, 
manufacturing, installation and disposal [G4]. There are many other factors that 
have to be taken into account when calculating the embodied energy consump­
tion such as the human resources involved, fuels used etc. Different modeling 
methodologies for calculating the embodied energy consumption tend to produce 
different results with different interpretations. The embodied energy values and 
the explanations of how these values were obtained can be found, for example, in 
the comparative table provided in [65].

Hence, the total energy consumed by the telecommunication network or equip­
ment can be expressed as,

•F'total — -^Operational -^Embodied [Joules] (3*1)

In this thesis, we consider only the operational part of the total energy of net­
work or equipment since the embodied energy consumption is much more difficult 
to evaluate and since the energy and power metrics given in the standards are 
usually intended for quantification of the operational energy only. Furthermore, 
since the operational and embodied energies may contribute differently to the 
overall CO 2 emissions, it may be more useful, for example, to report the values of 
the operational and embodied energy separately rather than to report the overall 
sum as a single scalar value.
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The energy and power metrics are also important for the optimization of en­
ergy consumption of telecommunication systems. For each energy and power 
metric, one can define a constrained optimization problem having the metric as 
its objective function, and the optimization constraint is, for example, a certain 
guaranteed level of the QoS. For instance, the authors of [66] investigated the 
problem of finding a minimum set of nodes and links to be powered on in or­
der to satisfy the QoS constraint. Furthermore, there are many network elements 
that contribute to the overall energy consumption of the network, so one can con­
sider the weighting factors to sum up the energy consumptions of the individual 
network elements. Different weighting factors will then lead to different solutions 
for minimizing the energy consumption. For example, the standards recommend 
to use the weighting factors in definitions of the energy and power metrics cor­
responding to different traffic loads, typically, the energy consumption should be 
considered for 0, 50 and 100% traffic load (cf. Section 3.4.2). Moreover, in order 
to provide a desired QoS to all the users in the network, a fairness of the energy 
consumption is another very important consideration that cannot be neglected. 
For example, a few terminals responsible for majority of the overall energy con­
sumption may correspond to a minimum overall energy solution provided that 
the fairness is neglected.

According to the standard references quoted throughout this chapter, there 
appears to be a trend to quantify energy consumption of telecommunication net­
works in Watt-hours units. The Watt-hours units have an advantage to directly 
relate the equipment power (in Watts) to the consumed energy. The power it­
self (expressed in Watts) may be more important and meaningful as it is the 
often reported and measured quantity rather than directly measuring the energy 
consumption. Correspondingly, we will strictly distinguish the energy (in Watt- 
hours) and power (in Watts) in all expressions given in this chapter. We note, 
however, that some of the metrics terms from the references cited in this chapter 
have been changed in order to distinguish between the energy and the power. 
Recall also that one of the objectives of this thesis is to reduce the energy con­
sumption of telecommunication networks. Hence, using the power metrics and
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subsequently converting them into the energy consumption metrics is likely the 
most viable approach.

In this chapter, we mainly consider outputs from the following standardization 
bodies involved in standardizations of the energy metrics:

•  European Telecommunications Standards Institute (ETSI)

• Alliance for Telecommunications Industry Solutions (ATIS)

• International Telecommunication Union-Telecommunications (ITU-T)

However, to the best of our best knowledge, no standardized energy metrics 
have been proposed by the following standardization bodies:

• Institute of Electrical and Electronic Engineers (IEEE)

• Internet Engineering Task Force (IETF)

• International Organization for Standardization (ISO)

• Telecommunications Industry Association (TIA)

• 3GPP

3.2 Energy Efficient Powering of Telecommuni­
cations Equipments

The ETSI [4] recently defined the A3 interface for powering up telecommunication 
and datacommunication equipments at data centres, and radio and core network 
sites. This interface effectively enables the use of datacommunication equipment 
that is normally Alternating Current (AC) powered since, at the telecommunica­
tions centers, the telecommunication equipment is normally 48V Direct Current 
(DC) powered. The A3 interface aims at minimizing the energy costs incurred in 
the DC-to-DC conversion. In [67], it is noted that DC-to-DC conversion amounts 
to 15% of the overall powering budget of the telecommunication equipment. On 
the other hand, researchers have started tapping on the potential of energy har­
vesting. In 2011, 385 Million consumer electronics devices and 1 Million mobile 
phones and 1 Million mesh wireless sensor network devices were powered by
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harvested energy [68]. The market predictions that 250 Million sensors will be 
powered by harvested energy by 2020 [69]. The combination of energy harvest­
ing techniques and more efficient interfaces are expected to contribute to energy 
efficiency of telecommunications equipments in the coming years.

The new A3 interface provides a unified power supply system with the same 
characteristics for all telecommunication and datacommunication equipment. The 
voltages provided by the A3 interface are: the AC mains, a rectified voltage de­
rived from the AC three phase mains, a rectified voltage derived from the AC 
single phase mains and a DC voltage derived from the battery. This enables to 
power up equipment with DC supply requirements up to 400 volts. Thus, the A3 
interface defines the requirements for nominal voltages and voltage ranges, their 
frequencies, transient voltage values, and also abnormal service voltages. The 
nominal voltages of the A3 interface are calculated as:

• an AC single phase input: The maximum rectified voltage is 230 x
1.1 x 1.05 x y/2 = 375V where 1.1 refers to the ±10% tolerance in the 
nominal Root Mean Square (RMS) voltage 230V, 1.05 refers to the ±5% 
provision for environments where harmonics exist (e.g., a backup generator 
with harmonic distortion). The rectified minimum RMS voltage is 220 x
0.90 x 0.95 =  188V.

• an AC three phase input: The rectified maximum voltage is 253V. The 
rectified minimum RMS voltage is 230 x 0.9 x 0.95 =  188V.

• a DC input: The rectified maximum voltage is 375V. The rectified mini­
mum RMS voltage is 188V.

The A3 interface is shown in Figure 3.1 and Figure 3.2[70, 4]. The power 
supply in Figure 3.2 provides a set of the following power configurations specified 
in the A3 interface:

• A power supply is connected to a single AC phase sine wave source. A typ­
ical voltage at the A3 interface is 230V RMS at 50 Hz. When an AC input 
voltage failure occurs, the backup voltage is provided by an Uninterrupted 
Power Supply (UPS).
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• A power supply is connected to the AC three-phase sine wave source. A 
typical voltage at the A3 interface is a rectified voltage with the ripple of 
300 Hz (corresponding to a typical value of 310V RAIS). When an AC input 
voltage failure occurs, the backup voltage is provided by a battery.

• A power supply is connected to the AC single phase sine wave source. A 
typical voltage at the A3 interface is a rectified voltage with a ripple of 
100 Hz (a typical value of 230V RMS). When an AC input voltage failure 
occurs, the backup voltage is provided by a battery.

A3 interface

TelecommLllieLH

Neiitra
Equipment

Power
Supply

_ PE 
Piotective 
Eaitli

F igure 3.1: The A3 interface definition [4].

The main advantage of a universal DC powering system like the one shown 
in Figure 3.2 is improvement in the energy efficiency, improvement in the power 
supply quality and increased reliability in the AC power distribution networks as 
well as reduction in the AC power losses.

Another study by ETSI in [71] indicates that the current power sizing of 
CDMA and Universal Mobile Telecommunication System (UA1TS) radio sites is 
overestimated in terms of their yearly power usage and battery backup require­
ments. Collected data shows that the average power drawn by the whole radio 
site is always less than the power requirements specified for the power plant at 
the radio site. Further investigations using 3-sigma statistical maxima (i.e, 3 
times the standard deviation above the mean value) in calculating the maximum
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Figure 3.2: Example of the new A3 interface for powering of telecommunication 
and datacommunication equipments [4].

power consumption have shown that the RF equipments have the largest varia­
tions about the mean power value. Other entities of the radio site are less likely 
to affect the possibility to resize the power plant in order to obtain energy savings 
even when considering variable user profiles and traffic variations.

The study in [71] proposes to compare the spread between a typical power 
drawn to the 3-signra statistical maximum as a tool to obtain an efficient sizing 
of the power plant for the radio sites. The use of the power monitoring software 
is also suggested as a means for achieving this objective.

3.3 G e n e ra l  R e q u i r e m e n ts  for E v a lu a t in g  t h e  E n ­
e rg y  Efficiency of T e leco m m u n ica t io n  N e t ­

w orks

ATIS has recently developed a framework for measuring energy ratings of the 
wireless access networks. This framework assumes an access network reference 
model that covers GSM,WCDMA,CDMA2000,WIMAX and LTE networks while
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it also scales down to consider BTSs, BSCs, NBs, RNCs and eNBs nodes de­
pending on the particular air interface. An energy efficiency calculation model 
proposed bv ATIS in 1671 is shown in Figure 3.4.

Inputs

Inputs
Inputs

2. types of 
se iv ic e s

u se is

Traffic Model

e.y Cost231 model
Performance parameters

OOS constraints should he satisfied

2. input Values

3. Formulas

1. assum ptions

Energy efficiency calculation Model
Corresponds to one of the metrics discussed in the 
next section i.e the equations

Netwoik en en jy  efficiency Output:

F igu re 3.3: The ATIS energy efficiency calculation framework.

3.4 S ta n d a r d iz e d  E n e rg y  a n d  P o w er  M e tr ic s

In this section, we describe the energy and power metrics defined in standards 
for wired and wireless networks as well as for the telecommunications equipment. 
In general, the energy and power metrics are standardized, so that the consumed 
energy is proportional to the useful work that the equipment does. We adopt the 
same symbol notation that is used in the standards.
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3.4.1 Energy Consumption Rating (ECR)

The first energy metric we consider is the ECR metric which has not been stan­
dardized, but rather it is a peer-reviewed metric and a test methodology. The 
ECR is defined as [72]

ECR =  [Watts/bps] (3.2)
Tf

where Tf is the maximum throughput in bits per second (bps) reached during 
the measurement, and Pf is the measured peak power in W atts while performing 
the measurement test. The lower the ECR rate, the less energy is consumed to 
transport the same amount of data. The ECR metric can be used to measure 
the energy efficiency of telecommunications equipment as well as of telecommu­
nications networks. The ECR can be also considered to be a payload-normalized 
power efficiency of the equipment or the network. Although the ECR metric 
is limited in accounting for the network traffic variations and utilization of the 
network links and nodes, it is often used in the research literature due to its 
universality and simplicity. The test and measurement methodologies, the envi­
ronmental measurement conditions and the equipment utilization for the energy 
and power measurements are defined in [72]. We summarize some of the impor­
tant considerations for the measurement procedures below.

Effective Throughput Calculations

The peak throughput Tf of an equipment refers to the attainable throughput 
under the 100% network load. The ECR measurement methodology [72] can be 
used to obtain the maximum load Lmax in bps (corresponding to 100% load) 
sustained by the equipment assuming a zero packet loss. The following two 
methods are suggested for converting the value of Lmax into Tf depending on the 
equipment type.
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M ethod 1

The Tf value is evaluated as,

T f =  TV x Lmax x L [bps] (3.3)

where N, Lmax and L are the equipment number of ports, the measured number
of frames per seconds per port, and the frame length in bits including overheads,
respectively. This method is appropriate for core routers, Ethernet switches and 
any other equipment having equivalent ports, having minimal over-subscription, 
and being connected in full mesh topologies.

M ethod 2

The Tf value is evaluated as,

N
T f =  x Ut [bps] (3.4)

where TmaX)i and Ui are the equipment maximum load and the interface utilization 
for the port z, respectively. This method is appropriate for edge transport devices 
and any other equipment equipped with network and access ports groups, having 
over-subscription, and being connected in a dual-group partial mesh topologies.

3.4.2 ECR-Based M etrics

The ECR metric described above is rather generic, and thus, it can be used to 
derive other energy metrics. Particularly, the ECR-Variable Load (ECR-VL) 
metric takes into account the dynamic power management capabilities of the 
network equipment. It is defined as

ECR -  VL =  a  ' Fl0° +  P ' h o  +  7 ' +  * ' -f10 +  6 ' Pl [Watts/bps] (3.5)a - T j  + 0 • T50 +  7  • T30 + <5 ■ Tio 1 1 v i  \ )
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where P 100, P5 0 , P3 0 , P 10 and Pi are the equipment power consumption measured 
at full load, 50%, 30%, 10% and idle load, respectively. The weighting coefficients 
a, /?, 7 , 8  and e are used to reflect the mixed modes of operation, and T/, T50, 
T3 0  and T10 are the maximum throughput achieved during the measurement test 
for each load level. The weight coefficients are selected such that their sum, 
a  +  ^  +  7  +  ^ +  e, is equal to 1. For example, the Verizon Network Equipment 
Building Systems compliance document [73] estimates the network utilization 
weights to be a = 0.35, (3 = 0.4, 7 =  0, 8  = 0 and e =  0.25. In general, the 
higher the value of the ECR-VL metric as a percentage of the ECR, the more 
power management and the more dynamic power range capabilities the equipment 
under the test has.

Comparison of the ECR and the ECR-VL metrics for various network equip­
ment indicates that having the best peak efficiency (corresponding to the use of 
the ECR) does not necessarily mean that the equipment has the best power man­
agement capabilities (as measured by the ECR-VL metric). Moreover, although 
some equipments may have small power consumption, they would show the worst 
ECR values and vice versa. This suggests that it is better to consider a broader 
range of metrics that are more appropriate for more holistic approach to the en­
ergy efficiency problem of equipments and networks. The well-defined test and 
measurement methodologies in [72] enable many opportunities for optimizing the 
power consumption of equipments and sizing, planning, and dimensioning of sites 
such as the data centres. For example, instead of using the rated power of the 
equipment, one can use the measured Pi0 0  together with the safety margins to pro­
vide an upper bound of its power consumption. Moreover, P 1 0 0  can also facilitate 
the power consumption measurements of sub-configurations and sub-components 
of the equipment by using the same measurement and test procedures.

An interesting application utilizing the ECR measurements specified in [72] 
is the energy bill cost estimate. For an equipment or a system described by the 
powers Pi0 0 , P5 O} P3 0 , P 10 and P*, the energy (money) bill C  for a period of time 
T  can be written as

a • P 1 0 0  +  P ' P5 0  +  7 ' ^ 3 0  +  8  • P 1 0 +  e • Pj ( .C =  2 _ ^ --------------------------------------------  x 8765.25 x CostkWh,t (3.6)
t= 1
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where Costkwh,t is the money cost per kWh for the year t. The cost metric C  
is also useful in estimating the energy bill of a reference system which allows 
comparisons with the energy bill of the proposed system that introduces, for ex­
ample, the sleep modes and other techniques for reducing the power consumption 
at different load utilizations.

Another energy metric derived from the basic ECR metric is the Energy Ef­
ficiency Rate (EER) [72]. The EER metric is simply the inverted ECR, i.e.,

EER = eSr [bps/WattJ (3-7)
The EER metric can be used to indicate the output data rate relative to the 
power consumed.

3.4.3 Telecommunications Energy Efficiency R atio (TEER)

The TEER metric was developed by the ATIS Network Interface, Power and 
Protection Committee [74]. The TEER metric provides a fundamental unified 
methodology for the energy and power measurements of the telecommunication 
equipment and the corresponding energy and power efficiencies. It standardizes 
not only the test and measurement methodologies but also the environmental test 
conditions, utilization of equipments and reporting methods. The TEER metric is 
receiving increasing interest from the equipment manufacturers as well as from the 
ITU-T. For example, Cisco worked closely with the ATIS in order to contribute 
to the development of the TEER. The ITU-T Focus Group on Information and 
communication technology and climate change adopted the ATIS methodology 
and the TEER metric in [75].

A general definition of the TEER metric can be written as

TEER = US(1U1 W°rk [?/W att] (3.8)
Power

where ‘Useful Work’ (and its unit) varies with the equipment type and is de­
pendent on the equipment function, and ‘Power’ is the average power over the 
duration of the measurement test. For example, the useful work can represent
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data rate or throughput for the transport equipment (e.g., switches and routers), 
but also it can represent the number of processes per second. The values of the 
TEER are typically normalized to be between 1 and 1000. The higher the TEER 
value the more energy efficient the equipment is.

Due to multi-service nature of the current telecommunication equipments, 
different TEER will need to be defined for each equipment configuration. In order 
to incorporate this, two TEER metrics are be defined: the Declared TEERdeciared 
and the Certified TEERcertified metrics, respectively [76].

TEERdeclared =  pDeclared [Mbps/Watt]
-VDeclared

T n D—  _________________ Z ^ j = i  »____________________________  / q qn

EJ*-i(fl>J + flxu + Aaw)/3

TEERcertified =  /  [Mbps/Watt] (3.10)
t-M) +  -*50 +  * 1 0 0 ) / o

where n is the number of interfaces (ports) for a given application, m  is the 
number of modules to meet the application requirements, D  is the data rate (in 
Mbps) for each interface, Pqj, P^oj and -Piooj are the powers of the module j  at 
data utilization loads of 0%, 50% and 100%, respectively.

The TEERdeciared metric represents the power consumption for any equipment 
configuration whereas the TEERcertified metric is used for a specific subset of con­
figurations. Furthermore, the TEERdeciared metric is calculated by the equipment 
manufacturers and is tabulated in a modular manner in order to create a database 
that can be used to calculate the equipment power for any of its configurations. 
The equipment ports (including their usage as well as their redundancy) and the 
date rates are specified in the application description document. Such document 
is used as a reference in calculating the TEERcertified metric. Pursuing the same 
procedure for each configuration makes it easier to identify the configuration with 
the largest TEER. The configurations are application specific and are based on 
the application description data. The application description data includes some 
typical system scenarios based on the recommendations for popular configura­
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tions (e.g. maximum or minimum loads). In general, the TEERdeciared metric can 
be used to compare systems providing the same data rates at the same applica­
tion level, the TEERcertified metric is used as a configuration level comparisons 
between two different network devices with the same performance. Next, we 
illustrate the applications of the TEER metric using the following two examples:

Exam ple 1: D ata transport products

The data transport products are equipment that provides connectivity across 
local or large geographical areas. They may provide electrical, optical (e.g. Op­
tical Transport Network (OTN), Wave Division Multiplexing (WDM)) or wire­
less transmission (microwave) connectivity and multiplexing. The TEER metrics 
given above are used to more accurately compute the average power for different 
configurations with different ports utilizations.

Exam ple 2: Server products

The procedure for calculating TEER outlined in Example 1 above can be used 
in conjunction with the so-called SPECPowerssj2008 metric [77]. The SPECPow- 
erssj2008 metric has been proposed to measure energy consumption of data servers 
and it supports different power meter models and load options. The ATIS server 
requirements standard [78] uses the SPECPowerssj2008 benchmark to calculate 
the server TEER as:

SPECPowerssj2008 Power Rating rAT1 . /0 i-.\
TEERserver = ---------------- ^ ------------------ -  [Mbps/Watt] (3.11)

where the normalization by 10 is introduced for convenience to keep the TEER 
values below 1000. Two other power efficiency metrics are derived from the 
SPECPowerssj2008 metric in [77].

More examples illustrating the applications of the TEER metric for different 
equipment types are:
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transport equipment: 

switches, routers: 

access equipment (e.g. xDSL): 

power sources (e.g UPS): 

power amplifiers:

- l o g ( A o t a l )
Throughput

l o g ( f t o t a i )
Forwarding Capacity 

No of Access Lines
■ftotal

■ R u t,to ta l 

R n ,  tota l

■ P R F ,o u t

R r o t a l . i n

[dB/Gbps] 

[dB/Gbps] 

[Lines/Watt] 

[Unit — less] 

[Unit — less]

3.4.4 Power per Subscriber, Traffic and D istance/A rea

The International Telecommunications Union (ITU) has suggested the following 
two energy metrics in [62], i.e.,

Subscriber ■TVaffic-Distance [W att/bps/m]

Subscriber^TTafficArea [W att/bps/m 2]
(3.12)

The first metric is intended for use in wired networks, and the second metric 
should be used for the wireless access networks. Most importantly, these metrics 
take into account the geographical distances and areas when considering the cost 
of a bit delivery. However, the document [62] does not specify any methodology 
for the traffic measurements for different types of equipment.

3.4.5 Normalized Energy and Power

Various normalizations of the energy and power are often considered in literature. 
For example, in [79], the normalized energy per transmitted bit is defined as

P  • T
Normalized Energy =  -  [Joules/bit] (3.13)

where P  • T  is the energy consumed for transmission of D  bits in T  seconds 
while drawing the power P. Note that this definition is equivalent to the ECR 
metric given above. The normalized energy metric measures the peak energy
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consumption of the network elements. The normalized energy metric can take 
into account the users behavior and temporal variations of the network, and the 
utilization of the network elements, however, only to a limited extent.

The power consumption per line is typically used for broadband equipments. 
It is defined as [80]

Power/line =  — ^>lme—  [Watt] (3-14)
-^subscribers

where P]ine is the power consumption of a fully equipped equipment that con­
nects multiple subscribers to the core network, measured at the electric power 
input interface and ÂSUbSCribers is the maximum number of subscriber lines that 
can be served by the broadband equipment. Similarly, the Normalized Power 
Consumption (NPC) is defined as [80]

NPC =  [mWatt/Mbps/km] (3.15)
R  • L

where R  is the data rate in Mbps and L is the line distance in km. Thus, the 
NPC metric is the power required to provide 1 Mbps data rate over the distance 
of 1 km. The ‘Power per Line’ and the NPC metrics are mostly intended for 
broadband wired access with multiple subscribers per equipment. The document 
[80] also specifies the measurement methods for both metrics, and also describes 
a Digital Subscriber Line Access Multiplexer (DSLAM) reference model. The 
DSLAM power limits imposed by the European code of conduct for broadband 
equipments are given in [81]. Moreover ETSI document [80] provides power con­
sumption limits for most Digital Subscriber Line (xDSL) technologies, for Optical 
Line Termination (OLT) and a Multi Service Access Node (MSAN) equipment 
in conjunction with the specified traffic profiles. Hence, the NPC metric is well 
suited for comparison of different xDSL technologies and equipment and OLT 
equipment in terms of their energy consumption since the parameters such as 
a pre-defined reference length, bit-rate and coverage at full-power state are all 
specified by the ETSI. Note that the low power states (e.g. standby) and the 
low power modes are significantly dependent on the users behaviour and traffic 
patterns, and thus, the user and traffic profiles reference parameters have to be
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also specified when evaluating these metrics. The DSL standard define several 
power-saving states such as LO, L2 and L3 representing full, low and standby 
power states, respectively; see [82] and [83].

3.4.6 Energy Efficiency for W ireless Access Networks

A wireless access network is composed of many network elements. Hence, it is im­
portant to consider the energy consumption of these individual network elements 
in order to subsequently obtain the energy consumption of the whole network. 
This approach is followed by the ETSI in [84] where energy efficiency metrics for 
the Radio Base Stations (RBSs) equipment are defined. The power consumption 
ratings for the RBS sites varies with the RBS equipment manufacturers and the 
cooling and power solutions adopted. In addition, it is recommended in [84] that 
the power consumption measurements for the RBS equipment to be performed 
under a reference equipment configuration, a reference site parameters, a refer­
ence frequency bands, a reference operating environment and a reference load 
levels. This allows different power supply and cooling solutions to be taken into 
account using correction factors specified as a part of the RBS site reference pa­
rameters. More specifically, the average power of the RBS equipment is defined 
as

^Equipment =  Pc +  -BlRH [Watt] (3.16)

where Pq and P rrh  are the power consumptions (in Watts) of the central and 
remote parts, respectively. These are defined as

r, -PbH.C ’ ^BH +  P med,C ’ bned +  P]ow,C ' U
IQ =  -----------------------------------------------------------------------

^BH T ^small 4“ ow
(3.17)

and
D T b h .RRH ' f'BH +  -fmed,RRH * ^med +  Plow,RRH * OW /q  -i q \

PrRH =  lBH +  W n + ^  (3'18)
where -Pb h .c  and F med,c are the power consumptions for the central parts of 
the RBS measured in the middle frequency channel of the relevant reference 
frequency band assuming busy hour load and medium term load, respectively, 
Piow,c is the power consumption for the central parts of the RBS assuming low load
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measurements in a lower, middle and upper edge frequency channel of the relevant 
reference frequency band, respectively, before the average value is taken, and 
^ b h ,rrh >  -Pmed.RRH and Piow,r r h  denote the corresponding power consumptions 
for the Remote Radio Heads (RRH) (in case of the distributed RBS architecture), 
and £bh> ^med and t\ow (in hours) are durations of the corresponding load levels. 
The different load levels and the corresponding durations are specified for each 
system using the reference parameters; this facilitates the process of collecting 
power consumption data for all the RBS equipment. For example, the metric 
^Equipment can be used to obtain the power efficiency of the PA.

Similarly, the average power consumption of the RBS site equipment is defined 
in [84] as

Psite =  PSFc • CFc • P c  + PSFRRh • C F r r h  • PFF • P r r h  (3.19)

where PSFc and P S F r r h  are the power supply correction factors [unit-less] for the 
central and remote parts, CFc and C F r r h  are the cooling factors for the central 
and remote parts [unit-less], and PFF is the power feeding factor [unit-less] for 
the remote units to compensate for the power supply losses of the remote units 
(e.g. the transceivers and the power amplifiers). The P S F r r h  factor depends 
on the power supply type and the power supply interface; they have different 
values depending whether the AC or DC power supply is used. The CF factor 
compensates for losses due to different cooling solutions; different values are used 
for fan-based, air conditioning controlled, and air-cooling solutions. Furthermore, 
the term PSFc • CFc • Pc represents the normal RBS site power consumption, and 
the term P S F r r h - C F r r H-P F F -P r RH corresponds to the RRH power consumption. 
This power metric is very useful for evaluating the potential energy savings for 
different RBS cooling and power solutions. In [85], it is noted that the cooling 
and power supply accounts for more than 30% of the total power consumption 
of the RBS equipment. Other power metrics derived from this model have been 
also proposed; see, for example, [86].
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3.4.7 Network Level Energy Efficiency of GSM

The power metrics for the rural and urban coverage areas are considered sepa­
rately. In particular, in rural areas, the network level KPI is defined as

KPIRural =  ^ = ^  [km2/W att] (3.20)
PSite

where Average is the RBS coverage area in km2 calculated at low traffic loads. 
In urban areas, the network level KPI is defined as

KPIurban =  ^ B“syHour [subscribers/Watt] (3.21)
Psite

where WsusyHour is the number of subscribers based on the average busy hour
traffic demand and based on the average RBS busy hour traffic (expressed in
Erlangs/subscriber) as specified in the reference configuration parameters for the 
system under consideration. Both these metrics are now considered as prelim­
inary proposals by the ETSI [84], however, they can be regarded as a useful 
tool for quantifying the energy consumption in the current mobile communica­
tion networks. It is worth mentioning that even though these metrics are ap­
plicable to any mobile communication network, their measurement methodology 
assumes mostly the Global System for Mobile Communications (GSM) network. 
More specifically, the energy efficiency measurements for the GSM network, i.e.,
1.04 [subscribers/Watt] and 0.12 [km2/W att], are reported in [84]; the data 
for other cellular systems are yet to be published by the manufacturers. In addi­
tion, the proposed power measurement procedures for the cellular networks are 
usually independent from the equipment used and the particular wireless access 
technology employed; this encourages the equipment manufactures to publish 
their energy consumption reports.
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3.5 ECR M etrics for the Radio Access Networks

In this section, we discuss how to use the ECR metrics to compare the energy 
efficiencies and energy consumptions of the wireless access networks at the sys­
tem level. Our objective is to adopt the energy metrics for the RAN which 
facilitates research on energy issues with different RAN architectures. The RAN 
energy metric should account for the amount of the application bits transported 
M r.a n  , the total energy F r a n  used to transport this data over a measurement or 
observation period T. Then, the ECR metric for the RAN can be written as

ECRRAN =  =  ^ an [Joules/bit] (3.22)
-(Wr a n  AZr a n M  '-’RAN

where E r a n  is the RAN energy consumed by delivering M r a n  bits over time T, 
T r a n  =  E r a n / T  is the RAN transmission power, and S r a n  — M r a n / T  is the 
RAN average throughput. For a total number of K  connections in the RAN, we 

have that, M RAn =  EjtLi M k and E RAn =  E f = 1 E k and

p p p  £ r AN E f = l  E k S fc = l Rk ' Mk _ Y!k= 1 E C R kM k
^ U K r a n  =  Y 7  =  — FT — — — 77—  —  TTr— 77------

MRAN ^2k=1 Mk J2k=i Mk Efc=i  M k

where Pk and R k are the average power and throughput for the k-th connection, 
respectively. If the RAN has N  cells and under commonly used assumption 
that each cell transmits with the same average power and has the same average 
throughput, the ECR metric reduces to,

ECRran =  =  ^  =  E C R cu (3.24)
iV  • M ce\ \ / 1 D c e i i

Such assumption is significant because it makes the ECRceii the key energy metric 
for the RAN.

As an example, we investigate an High Speed Downlink Packet Access (HS- 
DPA) outdoor wide area cellular network 1 modeled as a classical hexagonal 
homogeneous deployment with 3-sectored cell-sites of radius D  and inter-site dis­

2This investigation has been carrier out by Dr. Biljana Badic [5].
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tance 1.5 • D. The area to be served is defined for N  = 57 cells with the radius 
vceii = D /2, and the average transmission power P ceu corresponding to the power 
per sector. Figure 3.4 shows the evolution of the ECR versus the number of cells 
in the RAN [5] 2. The number of cells is varied in the simulation, so that the 
number of users served and their QOS targets are maintained as the cell size 
is reduced. The ECR decreases with a decreasing cell size and such decrease is 
different for different antenna downtilt settings. In particular, two antenna tilt 
settings we consider: (E7 MO) and (E5 MO) where ‘E ’ corresponds to the electri­
cal downtilt and ‘M’ correspond to the mechanical downtilt. In Figure 3.4, the 
solid line and the dashed line correspond to the downtilt (E7 MO) and (E5 MO), 
respectively [87].

2Here the ECR is referred to as the Energy Consumption Rate rather than the Energy 
Consumption Rating that was introduced above
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i—  ECP, E7 MO 
-  • ECR. £5 MO

U  10

10"“
Number of Cells

Figure 3.4: The comparison of the ECRs versus the number of RAN cells (simu­
lation) [5].
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3.6 System -Based Energy M etrics

The logarithmic metric in dBe is proposed in [88] in order to allow comparisons 
of the absolute energy efficiencies of equivalent Information Technology (IT) sys­
tems. Specifically, the Carnot heat engine and a computer entropy are compared. 
The entropy is related to the energy unavailable for useful work in any thermo­
dynamic system, and thus, can be regarded as the level of disorder in the system. 
This fact links the useful output from any computer-based system (i.e., the en­
tropy of that system) with a system producing output in order to release its 
entropy. This sets an absolute limit on the energy efficiency of the system which 
corresponds to the amount of the released entropy. It is claimed in [88] that,

Absolute Energy per bit =  kT  In 2 (3.25)

where k is the Boltzmann constant (1.381 x 1CT23 [Joule/Kelvin]) and T  is 
the absolute temperature in Kelvin. Hence, the proposed energy metric is then 
defined as:

d B . - K M o (3. 26)

The value dBe represents the absolute energy efficiency. This metric shows 
that the energy efficiency for any ICT system has a limit from the physics point 
of view. However, and importantly, notice that the dBe metric essentially corre­
sponds to the ECR metric presented in the logarithmic scale. In general, com­
parison of the energy efficiencies in the logarithmic scale may be of some value 
and deserves to be investigated further. Consequently, we outline some possi­
ble metrics in the logarithmic scale that can be considered. The usefulness of 
these metrics shall be determined by comparing their outputs to the ECR-based 
metrics for results validation purposes.
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3.6.1 A bsolute Energy Consumption Ratio (AECR)

The AECR metric can be defined as the overall absolute power consumed per 
delivered information bit:

AECR =  l0g(P /1^ a t t ) r  =  k g  ( P / W a t t )  [dBm/bps] (3.27)

where P  is the power used to deliver M  bits over time T, and S  = M /T  is the 
data rate in bits per second. Hence, we can measure the energy in dBm.second 
rather than in Watts.seconds.

3.6.2 R elative Energy Consumption Gain (RECG)

The RECG metric can be defined to compare the energy consumption between 
two systems having the same data rate S  over time T  and assuming that one of 
these systems as a reference:

RECG = !?g | (3-28)log (P2 / l  hi Watt)

3.7 Ongoing Standardization A ctivities

The use of alternative energy sources in telecommunications installations is dis­
cussed in [89]. This document covers fuel cells, photovoltaic generations, wind 
turbines as well as energy storage systems in details. Recommendations and 
system design parameters for the inclusion of the alternative energy generators 
into telecommunication installations are given. In addition, the use of alternative 
cooling solutions (such as geo-cooling) using horizontal and vertical collectors is 
also discussed. The thermal management guidance for the telecommunication 
equipment and its deployment is discussed in [90].
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The ETSI energy efficiency work programme is focusing on the following items 
to be included into the future standards: 3:

• DTR/EE-00008, “Environmental Impact Assessment of IC T  Including the 
Positive Impact by Using IC T  Services

• DES/EE-00014, “LCA Assessment of Telecommunication Equipment and 
Service Part 1: General Definitions and Common Requirements,” publica­
tion scheduled for Feb. 2011;

• DES/EE-00018, “Measurement Methods and Limits for Energy Consump­
tion of End-user Broadband Equipment Consumer Premise Equipments(CPE)”

• DTR/EE-00006, “Environmental Engineering Environmental Consideration 
for Equipment Installed in Outdoor Locations” ;

• DTR/ATTM-06002, “Power Optimization for xDSL Transceivers”’,

In addition, the ATIS Network Interface, Power and Protection Committee 
has published the document [91] which specifies definitions of the routers and 
the Ethernet switches based on their position in a network, and this document 
also provides a methodology to calculate their TEER. The ATIS approach is to 
classify products inside functional groups by their position in a network, and 
use a TEER definition assuming a maximum demonstrated throughput divided 
by the weighted power with the maximum weight on the utilization level at a 
representative utilization position in the network. Such approach is likely to give 
insight into how the position of nodes impacts on the overall power consumption.

An updated draft version of the ETSI specification V I.2.1 [84] will extend 
the average power metric for the RBS and the case of dynamic operations of the 
base station equipment, i.e., the updated metric incorporates dynamic behav­
ior of the RBS operations. This document will also specify attenuation models 
for voice and packet data, and also model dynamic behaviour of the equipment 
in operation. Such updated metric will be used to adopt dynamic models of the 
RAN networks for measuring their energy efficiency. The document [84] is impor­
tant since it highlights and promotes potential power saving features. The met-

3as of the writing of this thesis in Jan 2013.

64



3.8 Conclusions

rics and measurement methods in this document are applicable to GSM/EDGE, 
WCDMA/HSPA, LTE and WIMAX systems.

3.8 Conclusions

The energy and power metrics proposed in different telecommunication standards 
were discussed and the ongoing standardization activities are also outlined. The 
general trend to measure and report the power rather than the energy of telecom­
munications networks and equipment (expressed in Watts), and subsequently to 
calculate the corresponding energy consumption in Watt-hours units, were ob­
served. Most, if not all, of the energy metrics considered in the standards are 
defined for the operational phase of the telecommunications equipments. Among 
the energy and power metrics discussed in this chapter, the TEER metric and 
the ECR metric appear to be particularly suitable for a wide range of equip­
ment, system scenarios and applications. In fact, these two metrics are mutually 
compatible and enable accurate measurement and test procedures under clearly 
defined environmental test conditions. Selecting a high level methodology ap­
proach suggested by the TEER and the ECR metrics can guarantee adaptable 
and flexible power efficiency measurement procedures. In our paper [87] a case 
study of the application of the ECR metric in the RAN architecture is provided. 
The ECR metric was proved to be useful in quantifying the RAN energy consump­
tion which allows comparisons between different RAN architectures. The ECR 
metric reflects the energy consumption at the system level rather than assuming 
a particular piece of equipment.

Finally, it is important to realize that, in general, the ECR alone is not suf­
ficient and other (conventional) metrics such as the QoS constraints must be 
considered. In fact, the energy and power metrics should account not only for 
the QoS requirements, implementation complexity and the embodied energy even 
though such considerations are very limited in the current standards. Also, we 
observed that there exists a trade-off between generic energy metrics and more 
accurate specialized energy metrics.
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4

Energy Efficient Practical 
N etwork Coding for LTE 
Networks

This chapter discusses the implementation of practical NC schemes in an LTE 
REC, which has received less attention in the literature. As concluded from 
the literature review , NC implementation at higher layers is recommended but 
how and on what layer of the protocol stack remains a questions. Moreover, the 
interaction between various LTE features and NC are interesting and will help 
highlight the conditions and scenarios where NC gains are maximized.

Designing practical NC based transmission schemes for LTE networks poses 
several challenges beyond designing an efficient coding and decoding algorithm. 
First, what is the appropriate coding entity in the LTE protocol stack where the 
coding takes place?. The selection of this entity is crucial as it influences the 
performance of NC schemes from various aspects. Second, since a coded packet 
is broadcasted for many next hops, the reliable delivery of this coded packets 
is paramount. Hence, we have to carefully address both these issues along with 
taking into considerations the characteristics of LTE DL and UL transmission 
formats. This chapter tackles these challenges and makes the following contribu­
tions:
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1. A practical packet level NC scheme for TWRCs in an LTE REC imple­
mented at MAC-sublayer of the LTE protocol stack is presented. The ap­
propriate coding entity in the LTE protocol stack that facilitates seamless 
integration into wireless multi-hop LTE networks is articulated.

2. The proposed NC scheme applies to multiple unicast session traversing a 
common node in both forward and reverse directions in an LTE multi-hop 
network. The key insight of the NC protocol is the scalability with respect 
to traffic load and channel variations.

3. Detailed evaluation of the performance of NC scheme using computer sim­
ulations is presented. Results are obtained for various LTE parameters and 
traffic loads. The findings are summarized as follows:

• The proposed NC scheme is beneficial in terms of reduced energy con­
sumption as well as increased throughput.

• The NC scheme without and with subcarrier division duplexing (SDD) 
consume 16 — 25% and 7 — 12% less RF energy than the corresponding 
conventional relaying protocols(i.e without and with SDD), respec­
tively.

• The NC scheme without and with SDD consumes 0.5 — 3.2% less RAN 
physical resources than the the corresponding conventional relaying 
protocols (i.e without and with SDD), respectively. The resource sav­
ing is increasing with the offered traffic. This implies that both NC 
schemes help to alleviate the RAN congestion issues, and other QoS 
parameters such as the user delay and PER.

• Both the NC and the NC with SDD schemes considered are found to be 
robust against varying user distances, so that the energy, throughput 
and resource savings are even achievable at the cell edge.

• Both NC schemes are found to be useful even when the communication 
channels are time-varying, i.e when transmission powers vary.

•  Both NC schemes maintain their energy savings and throughput gains 
even when the maximum number of packet retransmissions was de­
creased. It was also found that the resource savings of the NC schemes 
can be increased by increasing the value of the maximum number of
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retransmissions. In other words both NC schemes can tolerate more 
per packet delays for elastic and best effort traffic applications.

In this chapter the main features of LTE protocol stack are discussed in Sec.
4.1 within the context of finding an appropriate entity for NC implementation. 
The system description with and without NC and the practical NC schemes for 
LTE are introduced and discussed in Sec. 4.2. In Sec. 4.3 the system parameters 
used to simulate the the proposed NC schemes are described. The simulation 
results are then shown and discussed in Sec. 4.4. Sec. 4.5 draws the conclusions 
and lessons learned.

4.1 LTE protocol Stack

In general, the XOR of packets to realize NC can be done at any OSI layer. 
Hence the task is to identify the data entity in the protocol stack that is the most 
suitable. Since we ruled out the physical layer from the literature review, we look 
at higher layers.

We introduce the following standard 3GPP terminology to be used in the rest 
of the thesis, note that , these terminologies for the DL/UL from /to the eNB are 
also valid for the DL/UL from/to the RS.

• subframe: unit of time, 1 ms; resources are assigned at subframe granularity.

• PRB: A physical resource block spans 12 subcarriers each with a subcarrier 
bandwidth of 15 kHz over a subframe duration.

• PDCCH: physical DL control channel, physical resources in time and fre­
quency used to transmit control information from the eNB to UE or RS.

• PDSCH: physical DL shared channel, physical resources in time and fre­
quency used to transmit data from the eNB to UE or RS.

• PUSCH: physical UL shared channel, physical resources in time and fre­
quency used to transmit both control information and data from the UE 
and RS to eNB. Some resources within the PUSCH are reserved for Layer(L) 
1/2 control signals.
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• RE: resource elements, represent 1 subcarrier (15 kHz) over 1 OFDM symbol 
( approximately 70[i seconds when using normal cyclic prefix).

• CQI: channel quality indicator, measure of the signal-to-noise ratio (SNR) at 
the UE from the eNB transmission, calculated as the average of the power 
measured of the RE that contain cell-specific reference signals (CRS);fed 
back repeatedly from the UE to the eNB. Similar CQI is fed back between 
the UE and RS.

• SRS: sounding reference signals, measure of the UL channel quality from 
the UE to the eNB transmitted using the UL reference symbols, to aid the 
eNB UL scheduler decisions;fed back repeatedly from the UE to the eNB. 
Similar SRS is fed back between the RS and eNB.

• TB:transport block 2, refers to the MAC layer PDU. From the physical layer 
perspective, a transport block is a group of PRBs which corresponds to the 
data carried in a subframe duration for the particular UE. There is one 
coded transport block per UE unless 2X2 multiple-input multiple-output 
(MIMO) is used at both eNB and the UE, where two independently coded 
transport blocks are transmitted to the UE on virtual streams on the same 
PRBs.

• TBBLER: transport block error rate, refers to the encoded transport block 
error rate after decoding at the receiver side.

• TBS: transport block size, refers to the transport block size in bits transm it­
ted to a user during a subframe. The transport block size is a function of 
the number of scheduled PRBs and modulation and coding scheme (MCS) 
used on each PRB.

• Coded flow: coded flow refers to the number of bits resulting from the XOR 
operation. It determines the new broadcast link flow (in bits) after the 
XOR operation.

• Remaining flow: remaining flow refers to the number of bits remaining af­
ter the XOR operation ,waiting to be forwarded to the intended node. It 
determines the remaining link flow (in bits) after the XOR operation.

2 A coded transport block is called a codeword in the 3GPP terminology
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An illustration of the LTE protocol stack layers design and the interaction 
between different layers is shown in Figure 4.1. As described in Sec. ??, LTE link 
layer consists of MAC and the RLC sub layers. The MAC sub layer is respon­
sible for mapping the logical channels received from RLC sub layer to transport 
channels used by the physical layer. In particular it performs multiplexing/de­
multiplexing of RLC PDU belonging to one or different EPS radio bearers data 
into/from TB delivered to/from the physical layer on transport channels. It then 
carries out packet scheduling, HARQ retransmissions and link adaptation (part of 
the eNB scheduler functionality) for the user transport blocks [56].
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F ig u r e  4 .1 : LTE link Layer design highlighting the interaction between layers

Given the characteristics of the LTE link layer design, it is possible to perform 
network coding at the transport block level of the MAC sub layer. A desirable 
feature in the LTE link layer ,which is beneficial for designing a robust network 
coding scheme, is that the HARQ retransmission unit is the transport block. This 
is very desirable and facilitates fast HARQ retransmission of the network coded 
packets. Furthermore, since the network coding is a new technology that has 
not been implemented in wireless standards yet, we advocate that initially only 
simple and robust network coding schemes should be considered for inclusion to
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the standards. The robustness of network coding is important since the network 
coding will directly influence other functions of the protocol stack, most notably 
routing, congestion control and scheduling as highlighted in [44].

Hence, and for the above reasons, the implementation of practical NC schemes 
are suggested to be performed at the MAC sublayer of LTE protocol stack, i.e. 
on TBs. For REC , NC is performed at Type 2 in-band RS. Type 2 RS is 
specified by the 3GPP standard to be a part of the donor cell. An example of the 
Type 2 relaying is a decode-and-forward relaying at Layer 2 of the LTE protocol 
stack. It performs partial RRM and provides throughput enhancement in LTE 
cell. This suggestion comes with the intrinsic beneficial features for ensuring the 
reliability of coded packets via HARQ. Moreover, it also facilitates the inclusion 
of advanced LTE link layer features such as scheduling, priority handling and 
transport format selection( selection of the TBS, modulation scheme and code 
rate). The implications of performing NC on TBs along with the similarities and 
differences to other practical NC protocols in the literature are discussed next.

NC protocols operating at the physical layer have been studied extensively e.g 
ANC protocol and MIXIT protocols [27] for 802.11 Ad hoc networks. However, 
a relevant protocol to our NC protocol is the COPE protocol operating at a shim 
between the IP and MAC layers [44]. The COPE protocol, implemented in a 
testbed scenario for 802.11 Ad hoc network , demonstrated throughput gains of 
1.33. The throughput improvements,received by the application, from COPE for 
highly congested medium with random User Datagram Protocol (UDP) traffic 
are in the range of 3 — 4 times. Although the LTE OFDMA systems shares the 
same coding structure with the 802.11 Ad hoc networks, they are fundamentally 
different in various aspects. First, the 802.11 networks uses a single common 
frequency while the PRBs are the allocable resource in LTE. Second, 802.11 
networks employs distributed random access scheme while the LTE eNB scheduler 
allocate resources to all users and relay stations based on various algorithms. 
Thirdly, LTE OFDMA networks adapts the MCS according the SNR feedback 
and thus the data rates and robustness of the packet transmission. Thus, the 
design of practical coding schemes for LTE OFDMA networks is expected to be 
quite distinct from COPE in various aspects.
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4.2 System  Description

System models for NC assumes NC is performed at the network layer where 
the packets are received error free via the error correction mechanisms employed 
at lower layers. Our practical NC scheme attem pt to address such issues and 
implement NC at the MAC-sublayer of LTE protocol stack in the TWRC com­
munication scenario in LTE TDD duplex scheme, owing to its added benefits and 
simplicity when applying NC.

A bidirectional relaying over a TWRC consisting of an eNB, a RS and an UE 
is shown in Figure 4.2. We adopt the notation a (/, t ) which denotes the packet 
‘a 5 to be transm itted at time slot t on subcarrier / .  Since all transmissions are 
occurring on the same subcarrier / ,  we require 4 time slots to exchange packets 
‘a ’ and ‘6’ between the eNB and the UE as indicated in Figure 4.2. On the 
other hand, one time slot can be saved by exploiting the broadcast nature of the 
wireless channel as shown in Figure 4.3. In this case, the packets ‘a ’ and ibi are 
XORed (i.e., encoded) at the RS before being broadcasted to the eNB and the UE 
while all the transmissions are again assumed to be occurring on the subcarrier 
/ .  Such encoding is referred to as NC, and we observe that in this case, NC saves 
1 transmission. Note that PERs P/(/, t) for time slot t and subcarrier /  are also 
shown in Figure 4.3, where I refers to the link number.

UEeNB RS

F ig u r e  4 .2 : A bidirectional relaying between the eNB and the UE via the RS.

Recall that the LTE DL uses an OFDMA transmission format while the LTE 
UL is based on a SC-FDMA transmission format [56]. Hence, in order to imple­
ment the exclusive-or based NC in Figure 4.3, we suggest to broadcast the NC 
packets using OFDMA. In this case, the UE receiver remains unchanged, and 
the eNB receiver must be extended to enable the reception of the OFDMA mod­
ulated packets in the UL channel (i.e., RS-eNB). This modification of the eNB
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eNB UERS

Figure 4.3: A NC scheme for a bidirectional traffic at the RS.

receiver is likely to be readily accomplished as well as cost effective while also en­
abling the gains due to NC: OFDMA and SC-FDMA share the same demodulator 
functionality where the frequency domain equalization is done in the frequency 
domain by simple element wise multiplication [56]. SC-FDMA contains all the 
same blocks of OFDMA but moves the Inverse Fast Fourier Transform (IFFT) 
from the transm itter to the receiver resulting in modulation constellation map­
ping to occur in the time domain rather than the frequency domain. This makes 
the Sc-FDMA symbol effectively a group of modulated sub-symbols, simplifying 
the transm itter [92]. Comparing the Peak-to-Average Power Ratio (PAPR) of 
OFDMA and SC-FDMA, OFDMA is more likely to have higher power ratio re­
sulting in an increased power consumption. However, it is more easier to control 
the transmit power of the PA in OFDMA than SC-FDMA in order to fit within 
the linear region resulting in operating at the higher efficiency [92].

In order to accurately predict the usefulness of NC in the real systems, it is 
important to adopt system models with realistic assumptions. There are two re­
alistic assumptions that have strong impact upon the performance of NC schemes 
in real systems3. The first realistic assumption is the non-zero packet error rate 
(PER) of the communications links between network nodes. As shown in Fig­
ure 4.3, each link experiences a PER P/(/, t) at time slot t and on subcarrier / .  
The second realistic assumption is the in-balance of the potentially time-varying 
traffic rates from the eNB and from the UE. This flow asymmetry occurs due 
to the effect of the channel conditions or due to flow rate mismatch between the 
UL and DL underlying applications in the bidirectional communication session.

3Other major implementation concerns of the NC are the buffer sizes, requirements for 
opportunistic listening and the packets overhearing.
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We present our practical NC protocol that accommodates for those two realistic 
assumptions in the next subsection.

4.2.1 Practical Network Coding for LTE networks

The problem of finite PER of the links can be mitigated by implementing HARQ- 
ARQ combination at the MAC-sublayer and RLC-sublayers respectively. The 
problem of in-balance traffic rates can be solved by creating the remaining traffic 
flows [46] as shown in Figure 4.4. In particular, the RS encodes the smaller of 
the data rates inbound to the RS from the eNB and from the UE, and creates 
the so-called Coded flow. Figure 4.4 explains the concept of the coded flow and 
the remaining flow; the numbers below the packet labels are the example values 
of the packet sizes in bits. The coded flow is broadcasted assuming the smaller 
SNR of the two incoming links. The Remaining flow that is not (cannot be) NC 
is then unicasted to the corresponding node (either the UE or the eNB) using the 
SNR for that link. Hence, the RS encode the minimum amount of bits from the 
bidirectional flows creating the coded flow and the remaining (non coded) bits 
will create the remaining flow.

Packet reliability requirements ensured by HARQ and ARQ in conjunction 
with the concept of coded and remaining flow constitutes our practical NC scheme 
which we will show that it can reliably by incorporated into LTE networks. More­
over, coded and remaining flow concept does not alter the LTE packet scheduler 
functionality and allocation algorithm as the assigned PRBs for the coded flow 
and the remaining flow can be different.

4.2.2 Practical Network Coding with Subcarrier Division  
D uplex (SDD) for LTE networks

A modified practical NC protocol which exploit SDD concept is presented here. 
The concept of SDD is first introduced in the 3GPP 2008 meeting [93] as a 
candidate transmission scheme for LTE-A networks. The advantages of sharing 
subcarriers between the eNB and the RS, and the RS and the UE links were
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NC flow a © b
400

400 1000
eNB RS UE

600
remaining flow

F ig u r e  4 .4 : A NC scheme for bidirectional asymmetric rate traffic at the RS.

discussed. In SDD relaying, the number of orthogonal subcarriers on these links 
can in principle by dynamically varied. This is useful for decreasing the elapsed 
transmission time for the packet exchange and for improving the reliability of the 
received packets at the RS. Moreover, it allows the eNB and the UE to transmit 
on the remaining subcarriers when the RS is busy receiving data, thus achieving 
greater coverage relative to the pure TDD relaying scheme, where either the eNB 
and the UE can transmit in this TWRC scenario.

The SDD concept in conjunction with the our NC protocol (NC SDD) can be 
used to combine the throughput gains of the relaying SDD (SDD relaying uses 2 
time solts only) and the NC protocols. Figure 4.5 illustrates the relaying SDD 
protocol.

UERSeNB

F ig u r e  4 .5 : A relaying protocol with the subcarrier division duplexing.

4.3 System  M odel

We evaluate the performance of the NC and the NC SDD protocols for a TWRC 
in the LTE network. We use B  to denote the total number of PRBs in a single 
subframe(lms). We assume the TDD bandwidth of 20 MHz, and for simplicity, 
we use the contiguous PRB allocation for both the UL and the DL.
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4.3.1 Channel M odel

We first study the NC schemes under Additive White Gaussian Noise (AWGN) 
channels with Rayleigh fading and no interference is considered. The received 
signal at any node is given by:

y = ctht r x- \ -n  (4.1)

where y and x  are the received and transmitted modulated symbols respectively. 
x. n is the AWGN Gaussian noise with zero mean and double-sided power spectral 
density of uq/ 2. htr is the channel coefficient between the transm itter t and the 
receiver r. a  is the distance dependent path loss.

Path  Loss M odel

The path loss model for urban area LTE REC is taken from COST231 Hata 
Model and given by [94]:

OdB — 46.3 +  33.9/opio(/) — 13.82logio(htTx)

-  H c f  +  (44.9 -  6.bhlogio{htTx))logio(d) +  c [dB] (4.2)

where H c f  is the mobile station antenna height correction factor for urban 
areas and is given by:

Hcf =  {l.llog10(f)  -  0 .7 )/it^  -  1.56/o£io(/) -  0.8 [dB] (4.3)

and c is a constant and is different for different terrains, c = 3 for urban metropoli­
tan areas. otdB is path loss in decibels, /  is the operating frequency in MHz. htxx 
height of the transmitter in meters and htux is height of the UE in meters, d is 
distance between the transmitter and received in Km.
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M ulti-P ath  Propagation M odel

The multipath channel gain is modeled as a circularly symmetric Gaussian ran­
dom variable of zero mean and unit variance. The Extended Pedestrian A (EPA) 
model in [95] with RMS delay spread value of 45 ns is employed to model the 
frequency selective nature of the LTE channel. 45 ns RMS delay spreads results 
into a 90% coherence bandwidth of 444.44 KHz using Eq. 4.4. This implies that 
every 30 successive subcarriers will have multi-path channel gains that are 90% 
correlated.

Coherence Bandwidth =  — p -----------  (4.4)
5 0  X riM ddelayspread

4.3.2 Packet Retransmission M odel

LTE employs HARQ retransmissions based on incremental redundancy. The 
packet (here is the MAC-sublayer TB) to be transmitted in the DL or in the 
UL is encoded using a rate 1/3 turbo encoder and depending on the CQI feed­
back, the scheduled PRBs and the modulation format for the encoded TB are 
rate-matched to match the code rate supported by the indicated CQI. For each 
subsequent retransmission, additional coded bits are added which reduces the 
effective code rate. LTE also allows the retransmissions to be scheduled at MCS 
which can be different than the MCS used in the first transmission. This feature 
is considered in our system model and in the simulations since it reflects the 
time-varying nature of the wireless channels. However, for simplicity, we only do 
not consider the incremental redundency aspect of the retransmissions and rather 
assume the whole packet is retransmitted and bits soft combining performance 
gain is neglected.

In TDD, the DL HARQ is asynchronous and the UL HARQ is synchronous 
[5G]. However, due to the discontinuous UL/DL transmission of TDD, there is 
an added delay to the user data transmission when HARQ is involved. While the 
HARQ round trip time in FDD is 8ms  the corresponding TDD HARQ round trip 
time is in the range of 10 — 16 ms. This relatively small but important difference 
occurs because even for FDD, the transmission round trip time is dominated by
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the UE and the eNB HARQ processing times (3ms  each). For simplicity, we 
assume synchronous ARQ retransmissions for both the UL and the DL and we 
ignore the round trip delays as they have no impact on our KPI.

In each subframe, the eNB DL and UL scheduler grants the PRB resources 
to the UE or to the RS for their transmission in the DL and UL, respectively. 
Similar scheduling is performed for the UE transmission in the DL and UL to 
the RS. As mentioned above, we assume that each retransmission of a TB occurs 
immediately after the first transmission. More importantly, the TBs are being 
retransmitted until they are successfully decoded at the destination node or until 
the maximum number of retransmissions have occurred.

4.3.3 Link Adaptation (MCS selection)

In the simulations link adaptation is performed by adaptively changing the MCS 
following changes in the computed SNR as shown in Table 4.1 and Table 4.2 for 
the DL and UL, respectively. The link adaptation table is obtained from LTE 
link layer simulations for a 10% PER target in [56] and [96] for the DL and UL, 
respectively.

4.3.4 Control Signalling Overhead

The control signaling physical resources (i.e., PDCCH/control signals in PUSCH) 
are time and frequency-multiplexed with the resources to transmit data (via 
PDSCH/PUSCH) for the DL and UL, respectively. Each subframe consists of 
14 OFDM symbols (assuming a normal length of the OFDM cyclic prefix) of 
which 3 symbols are reserved for the control signaling in both the UL and in 
the DL. The simulations take into account those overhead control symbols in the 
calculation of the number of bits per PRB. Note that we ignore the CRS/SRS 
used for the DL and the UL channel estimation.
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MCS SN R  [dB]
QPSK 78/1024 - 8  to - 6

QPSK 120/1024 - 6  to -4
QPSK 193/1024 -4 to -2
QPSK 308 /1 024 - 2  to 0

QPSK 449/1024 0  to 2

QPSK 602/1024 2 to 4
16QAM 378/1024 4 to 6

16QAM 490/1024 6  to 8

16QAM 616/1024 8  to 1 0

64QAM 466/1024 1 0  to 1 2

64QAM 567/1024 12 to 14
64QAM 666/1024 14 to 16
64QAM 772/1024 16 to 18
64QAM 873/1024 18 to 2 0

64QAM 948/1024 > 2 0

T a b le  4 .1: DL Link Adaptation.

MCS SN R  [dB]
QPSK 1/5 2.4 to -1.3
QPSK 1/3 -1.3 to 1 . 1

QPSK 1/2 1.1 to 3.3
QPSK 2/3 3.3 to 6.4
16QAM 1/2 6.4 to 9.1
16QAM 2/3 9.1 to 10.6
16QAM 3/4 10.6 to 11.7
16QAM 4/5 > 11.7

T a b le  4 .2: UL Link Adaptation.

4.3.5 Simulation Setup

For the simulations, various parameters are considered for evaluations are pre­
sented here. The eNB and the RS distance and the RS to the UE distances are 1  

kilometer (km) and 0.2 km respectively. The transmission power of the eNB, the 
RS and the UE are 46, 30 and 23 dBm, respectively. All communication links 
employ a single-input single-output (SISO) transmission. The main simulation 
parameters are detailed in Table 4.3.
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Param eter Setting
System bandwidth TDD, 20MHz
Sub carriers per PRB 1 2

Subcarriers frequencies from 2GHz with spacing of 15 KHz
The number of RBs 1 0 0

Path loss model COST231 Hata Model
Multipath fading model EPA
eNB antenna height 25 m
RS antenna height 5 m
UE antenna height 1.5 m
eNB antenna gain (inch cable loss) 14 dBi
RS antenna gain (inch cable loss) 7 dBi (eNB) and 5 dBi (UE) [60]
UE antenna gain 0 dBi
CQI and SRS delay 1  m
DL MCS Table 4.1
UL MCS Table 4.2
TBLER target 1 0 %

ARQ Synchronous ARQ 
for both the UL and DL

Max number of retransmissions 3-8 for both UL and DL
EPS Bearer data per subframe from 
eNB and UE

500-6000 bits

Table 4.3: Summary of the main simulation parameters.

Transport B lock Size

The TB size for a given link (the DL and the UL) is a function of the number of 
the scheduled PRBs and the MCS used to transmit these PRBs. Table 4.1 and 
Table 4.2 are used to calculate the mutual information (the number of bits) per 
PRB indexed by the SNR and the MCS type for the DL and UL, respectively. 
The number of bits per PRB Di is then written as Di= /(SN Rppp). Then the 
TB size for a given MCS and SNR can be calculated as:

N

TBS = f {M C S ,  N)  = J 2 Di (4-5)
z=l

80



4.3 System  M odel

where M C S  is the MCS used on the scheduled PRBS, Di is the number of bits 
contained in the PRB 2 , and N  is the number of scheduled PRBs.

Transport B lock Error R ate (TBLER)

In every subframe, the TB transmission depends on the channel conditions and is 
evaluated to decide whether the receiver has decoded the TB successfully or not. 
The decision of the transmission success is evaluated using the following steps. 
First, the SNR of each RE i used during the transmission of the TB is calculated

where P ravg is the average received signal power , h is the multipath channel gain 
modeled as a circularly symmetric Gaussian random variable of zero mean and 
unit variance. Second, the effective SNReff that captures the channel conditions 
over all the REs used in the transmission of the encoded TB is obtained as 
discussed in [97], i.e., the effective SNR is an arithmetic average of the SNRs 
on the used subcarriers. Finally, the TBLER is obtained for this transmission 
assuming a mapping table constructed for an AWGN channel on the link level,

The dependence on the M C S  is usually characterized using link level simu­
lations for an AWGN channel for given MCS and given sizes of the TBs. The 
TBLER vs. SNR curves obtained via link level simulations can be found in [99]. 
The curves are obtained for a given packet length, however, the results in [100] 
show that the TBLER sensitivity to packet length is generally very small, and 
thus, it can be neglected for packet sizes larger than 500 bits which is the case 
of our simulation scenarios considered. A Bernoulli experiment with the TBLER 
probability is then used to decide whether the TB error event occurred and re­
transmission must be invoked. Note also that equation 4.6 assumes the RE rather 
than the PRB, however, we assume the PRBs as the basic unit to obtain the SNR 
values for the scheduling decisions in our simulations. For the purpose of CQI

as [97]:
| |h 2 || • Pr  a v g

Noise
(4.6)

[98] i.e. ,
TBLER =  f ( 3 N R eS, M CS). (4.7)
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and SRS reporting, the effective SNR is calculated in a manner similar to the 
above utilizing the DL RS and the UL SRS, respectively.

K ey Perform ance Indicators

The ECR energy metric is employed to compare energy efficiency of various pro­
tocols with and without NC. In our case, the ECR is an average energy consumed 
per delivered bit by all nodes (including the relay) during exchange of the TBs 
over the TWRC. Then, the percentage energy reduction gain (ERG) is defined 
as [87]:

ERG =  — (4-8)

where E C R i  refers to the ECR of the relaying protocol with and without SDD, 
and E C R 2 refers to the ECR of NC protocol with and without SDD.

As another key metric, we consider, is the information exchange rate (IER) 
metric to compare the information exchange rate of the relaying and of the NC 
protocols. In our case, the IER is the average number of bits exchanged over the 
TWRC per unit of time. The exchange of the TBs is assumed to be completed 
after the protocol cycle time elapses. The protocol cycle Tcycie is defined as the 
time required to successfully exchange 2 TBs over the TWRC between the eNB 
and the UE. For example, the protocol cycle times for the relaying protocol in 
Figure 4.2 and for the NC protocol in Figure 4.3 are given as t\ +  £ 2  +  £ 3 +  £ 4  and 
£1 T £ 2  +  h  respectively where £*, i = 1, 2, 3,4 are the times to successfully deliver 
the TB over a given link. The IER metric is then defined as [101]:

IER =  T B S ° + T B S >> (49)
-L cycle

where TBSb  and TBSb  are the TBS in bits that are successfully received at the 
eNB and the UE over time duration Tcycie. Note also that the definition of the 
IER contains one way point-to-point transmissions as a special case. For example, 
in order to calculate the DL end-to-end throughput for a two-hop protocol with 
the relay, we substitute TBSb  =  0 in Eq. 4.9, and £ 3  =  £ 4  =  0 in Tcycie. The UL 
end-to-end throughput can be calculated similarly. The IER gain is calculated
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similarly to the ERG in (4.8), i.e.,

IER Gain =  I E J ) ~ ^ ER a . (4.10)

The resource utilization is calculated as the average percentage of all the
resources used on all the links, so that it can be written as:

L T

Resource Utilization =  BE Ni/T)  (4.11)
j=1 4 = 1

where L is the number of links used for the TBs transmissions, i.e., L = 4 and 
L = 3 for the relaying and for the NC, respectively, Ni is the number of PRBs used 
for the transmission of a TB during the z-th transmission, and T  is the number 
of ARQ retransmissions for each link. The resource utilization gain expressed as 
percentage of the saved PRBs due to the use of NC and is calculated similarly to 
the ERG. It is defined as,

Resource Utilizationi — Resource Utilization^ inn(w 
Resource Utilization Gain = ------------------------------——-------------------------------xlUU/o.

RU\
(4.12)

4.4 Numerical Results

In this chapter, we present the simulation results comparing NC schemes for the 
TWRC with different settings and assumptions. In particular, the main objective 
is to compare the relaying with NC when SDD is and is not considered. The 
outputs of the simulations are the ERG, IER gain and resource utilization gain. 
All simulations assume identical data flows of constant rate from the eNB and 
from the UE.
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4.4.1 Impact of Offered Traffic Load

The distance between the eNB and the RS is fixed and equal to 1 km, and the 
distance between the RS and the UE is fixed at 0.2 km. The offered traffic for 
the TWRC is defined as the aggregate EPS bearer amount of data per subframe 
from the eNB and from the UE.

Figure 4.6 and Figure 4.7 illustrate the IER and the ECR when the traffic 
load increases from 1000 to 12000 bits per subframe. Figure 4.8, 4.9, Figure 4.10 
compare the ERG, IER gain and resource utilization gain for various traffic loads. 
Figure 4.6 shows that the improvement of the ECR of the NC with SDD is smaller 
than the ECR improvement of NC without SDD. Overall, the ERGs of the NC 
without and with SDD are 16 — 25% and 7 — 12%, respectively, and in both 
cases, the ERGs decrease with the offered traffic. The higher the traffic, the 
smaller the ECR and hence the relative improvements in ECR starts to decrease. 
Furthermore, the NC (without SDD) has a roughly constant IER gain of about 
19% over the relaying (without SDD), however, the IER of the NC with SDD is 
slightly smaller than the IER of the SDD relaying. On the other hand, this small 
decrease of the IER is still worth the average 7.5% decrease of the ECR for the 
SDD NC over the SDD relaying. Interestingly, the resource utilization gain of 
the NC with and without SDD is increasing with the offered traffic. This agrees 
with the intuition that NC works better for high loaded scenarios where it results 
in faster emptying of the RS queue as well as saves more subcarriers. Hence NC 
is more beneficial for the overloaded cells since it mitigates the congestion, and 
thus, enables a better users experience. Although the average resource utilization 
gain is less than 2%, this gain corresponds to saving about 11 PRBs on average 
for a typical eNB to UE distance of 1.2 km.

We notice that from Figure 4.6, Figure 4.8 and Figure 4.9 that the ECR 
decreases with the traffic increase because of the rate increase. However, there is 
noticeable curve variation for the ECR, ERG and IER gain as the traffic increases. 
This variation is coming from the fact that the link level BLER-SNR curves 
used in the simulations exhibit a sharp decrease in BLER with the SNR from 
using Turbo Codes and hence when used in conjunction with the AMC results
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in frequent transitions from MCS to another at particular points as the traffic 
increases in the network. Those transitions results in variations of the BLER 
and hence temporarily increase in IER that is quickly outpaced by increase in 
TBLER and hence power from retransmissions, etc and the cycle continues to 
coincide with points of double data rates i.e. 3000,6000 and 9000 bits/subframe. 
This explains the variations in results presented next in this chapter.
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F ig u re  4 .6 : The comparison of the ECRs versus offered traffic load.
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Figure  4.10: The comparison of the RUGs versus offered traffic load.
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4.4.2 Im pact of the Relay-to-User D istance

The distance between the eNB and the RS is fixed at 1 km, and the distance 
between the RS and the UE is varied from 0.1 km to 0.5 km. The offered traffic 
load is fixed at 6000 bits/subframe. The IER, ECR and the resource utilization 
are shown in Figure 4.11, Figure 4.12 and Figure 4.13. These figures indicate that 
the ECR and the IER gains of the NC are maintained for the UE being located 
far away from the RS5. The RUG of the NC increases with the distance of the 
UE from the RS. Overall, these results show the robustness of the NC with and 
without SDD to the location of the UE and to channel conditions.

5The typical coverage radius of the RS in the LTE network is about 0.5 km.
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Figure 4.13: The comparison of the RUGs versus the RS-UE distance.

94



4.4 Num erical R esults

4.4.3 Impact of the Relay Station Transmission Power

The transmission powers of the eNB and the RS differ according to the coverage 
area required and the hardware and cost requirements. The UE transmission 
power varies with its class and the the power control algorithms employed. The 
EPS bearer data amount per subframe from the eNB and from the UE is fixed 
at 6000 bits/subframe, and the the RS-to-UE distance is fixed at 0.2 km. The 
transmission power of the RS increases from 24 to 42 dBm where the value 42 
corresponds to 1/3 of the eNB transmit power [102]. Figure 4.14 and Figure 4.15 
show that both the ECR and the IER increase with the RS transmit power. Fur­
thermore, Figure 4.16 and Figure 4.17 show that larger RS transmission powers 
result in constant IER gains of about 20% for the NC scheme without and with 
the SDD. On the other hand, large RS transmission powers result in the ERG of 
about 15% for the NC scheme without and with the SDD. This is further illus­
trated in Figure 4.18 where the resource utilization gain is shown to increase with 
the RS transmission power because the RS uses less PRBs when its transmission 
power is large.
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4.4.4 Im pact of Number of Retransm issions

The NC scheme can readily incorporate adaptive retransmissions schemes. In 
order to assess the robustness of the NC schemes, we vary the maximum number 
of retransmissions in the DL and in the UL. We assume between 3 and 8 retrans­
missions. The EPS bearer data amoant per a subframe from the eNB and from 
the UE is fixed at 6000 bits/subframe. The RS-to-UE distance is fixed at 0.2 km, 
and the RS transmission power is fixed at 30 dBm. Figure 4.19, Figure 4.20 and 
Figure 4.21 prove the robustness of both NC protocols without and with the SDD 
against the varying number of retransmission and for various traffic loads. For 
example, a best effort traffic usually adopts a varying number of retransmissions 
over time in order to improve the spectral efficiency when the SNRprb is large. 
We note that the reference [100] reports up to 20% increase of the spectral effi­
ciency when adaptive retransmissions are employed. Note also a slight decrease of 
about 1.5% and 4.5% in the ERG for the NC without and with SDD, respectively.
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4.5 Conclusions

The ECR, the IER and the resource utilization performances of the NC schemes 
(with and without SDD) for various levels of the traffic loads, the geographical 
distances between the nodes, the RS transmit powers, and the maximum number 
of retransmissions have been conducted.

Simulation results show that, in general, the NC with SDD outperforms the 
NC without SDD in both the ECR and the throughput measures. Specifically, the 
ERGs of the NC without and with SDD are 16 — 25% and 7 — 12%, respectively. 
However, these NC schemes have the same resource utilization gains which is 
increasing with the offered traffic. Thus, all the NC schemes considered are robust 
against the increases in the offered traffic and they also provide the throughput 
and the ECR gains. Furthermore, all the NC schemes considered were found to 
be robust against the varying distances between the RS and the UE, so that the 
ERGs, the IER gains and the resource utilization gains are achievable also at the 
cell edge. It it also found that the ERGs of these NC schemes can be increased 
by increasing the RS transmit power. Therefore, the NC schemes are useful even 
when the communication channels are time-varying. In addition, the effect of 
the maximum number of retransmissions on the usefulness of the NC schemes is 
investigated. From the simulation results, it is observed that all the NC schemes 
maintained their ERGs and the IER gains even when the maximum number 
of retransmissions was decreased. The resource utilization gains is found to be 
increased by increasing the value of the maximum number of retransmissions.

The proposed NC scheme implemented at the MAC layer of an LTE networks 
is useful in terms of the reduced energy consumption as well as the increased 
throughput. Among the system model parameters considered, i.e., the distance 
of the UE from the RS, the RS transmit power and the maximum number of re­
transmissions, it was found that the UE-RS distance is the most dominant factor 
that affects the usefulness of the NC schemes. On the other hand, the RS transmit 
power influences the throughput gain more that the ERG and the RUG, and the 
maximum number of retransmissions influences the ERG more than the through­
put gain. Furthermore, the robustness of the NC schemes against the varying
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distances, varying channel conditions anc varying number of retransmissions is 
particularly appealing.
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5

Scalability of Network Coding for 
LTE Networks

This chapter investigates scalability of the NC schemes discussed in Chapter 4 
in terms of the increase in number of users and physical layer resource sharing. 
In particular, we extend our previous results of the NC for a TWRC in a single 
REC LTE cell to the case of multiple users. The TWRC in a single LTE cell 
is again formed by a two-way communication between an eNB and a UE via a 
relay RS. The impact of sharing the cell radio resources on the performance of 
the NC scheme is investigated. This investigation of the performance of such 
NC schemes can indicate their scalability with the number of users in a single 
LTE cell. Obviously, sharing the same PRBs among multiple users results in 
the lower overall throughput compared to the unconstrained assignment of the 
PRBs to only one user. The radio resource sharing among multiple users cre­
ates opportunities to exploit multiuser diversity due to uncorrelated frequency 
selective fadings on subcarriers. The evaluation reveals interesting interactions 
between our protocol and other functionality of the MAC sublayer of the LTE 
protocol stack e.g. scheduling. This chapter tackles these constraints and makes 
the following contributions:

1. The proposed NC scheme is scalable with the number of multiple unicast 
sessions traversing a common node in both forward and reverse directions
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in an LTE multi-hop network. The scheme is scalable with the number of 
users in the cell, the increasing traffic load per user, the reduced energy 
consumption, the increased throughput and the radio resources savings.

2. The proposed NC scheme results in both the RF energy as well as the 
operational energy savings in the network.

3. The achievable energy saving gains of the NC scheme are sensitive to the 
ratio of the RF power to the overhead power of the node performing NC. 
The higher this ratio, the better the gains of the NC can be obtained.

4. The variability of the NC schemes improvements with different resource 
allocation strategies indicates that these improvements are also sensitive to 
the allocation of the radio resources especially in the broadcast phase of the 
NC coded packets.

In this chapter, the framework for the resource allocation and scheduling in 
the LTE networks is first presented in Section. 5.1. The system description 
with and without NC is described for the case of multiple users in a cell and 
extensions of this system model are then introduced and discussed in Section. 
5.2. In Section. 5.3 the system parameters used in our simulations are described. 
The simulation results are then shown and discussed in Section. 5.4. Section. 
5.5 draws the conclusions and points out the dominant parameters impacting the 
ERG performance of the NC schemes.

5.1 LTE Scheduling Framework

The purpose of the scheduler is to decide to/from  which terminal to trans­
mit/receive data and on which set of the PRBs. The eNB scheduler functions 
at the MAC-sublayer of the LTE protocol stack. The scheduler makes decisions 
dynamically each subframe (i.e. each 1 ms), thus, controlling the uplink and 
downlink packets transmissions activity. An illustration of the downlink and up­
link schedulers and their interaction with the other functionalities of the MAC 
layer is depicted in Figure 5.1.
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Figure 5.1: The uplink and downlink schedulers functionality.

5.1.1 D o w n l in k  S ch ed u l in g

As shown in the left part of Figure 5.1, the TBS selection, MCS and logical 
channel multiplexing is controlled by the eNB. There is one DL-SCH transport 
channel per a scheduled terminal that is dynamically mapped to a unique set of 
the PRBs. The scheduler controls the users’ instantaneous data rates, and con­
sequently, it lias impact on the RLC segmentation/concatenation and the MAC 
multiplexing. For example, for low instantaneous data rates, the RLC segmenta­
tion is performed while, for high instantaneous data rates, the concatenation is 
performed. The MAC multiplexing is performed based on the priority of differ­
ent data streams of radio bearers. The channel coding, modulation and advanced 
physical layer features such as spatial multiplexing are based on the TBS and 
hence directly affected by the scheduler decisions.

The scheduling decisions are communicated to users via L1/L2 control sig­
naling on the PDCCHs. The scheduler decisions are based on the CQI reports 
received from the terminals with a pre-configured periodicity, typically every 1 
or 2 ms. The CQI feedback from users is obtained using the CRS transmitted
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periodically in each subframe. The CQI feedback indicates the highest MCS and 
the TBS for which the estimated received TBLER shall not exceed 10%. This 
threshold is selected so that the cost in transmission power is kept reasonable 
[103). The CQI feedback is delivered to the downlink scheduler on the PUCCH 
physical channel for the non-scheduled users and on the PUSCH phsycial channel 
for the scheduled users.

Almost 4 of the first 1 — 4 of OFDM symbols of each subframe, as discussed 
before, are reserved for the L1/L2 control signaling which is necessary for both 
the decoding of paging channels and for carrying scheduling information to users. 
The number of control signaling symbols are varied dynamically with the traffic 
situation. The control signaling symbols carry also uplink scheduling grants in­
cluding the PUSCH resource indication as well as the HARQ Acknowledgments 
in response to the UL-SCH transmissions.

5.1.2 Uplink Scheduling

The difference in the uplink scheduling is that the scheduling is done per a mobile 
terminal rather than per a radio bearer as for the downlink scheduling. Hence, as 
shown in the right part of Figure 5.1, the user control logical channel multiplexing 
is based on the rules communicated from the eNB in the RRC signalling. The 
channel quality estimates are in this case based on the SRS transmitted from 
each user. All users also transmit the buffer status reports to the eNB to aid 
scheduling decisions. Importantly, the PRBs assigned to a given UE have to be 
contiguous in the frequency domain in order to comply with the single carrier 
property of the LTE uplink.

5.2 System  Description

Prior work on the NC has rarely considered practical implementation constraints 
and the cellular system design limitations. Practical NC schemes employing op­
portunistic listening and packet combining to enhance the network throughput in
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802.1 In networks have been considered in [44]. In [104], the authors investigate 
coordinated scheduling of transmissions in order to maximize the NC opportu­
nities. Th3 joint NC and rate adaptation is proposed in [105]. However, the 
implementation aspects of the NC schemes in the protocol stack of the OFDM 
networks have not been considered. In [104], it is noted that the parameters of 
MAC are critical to obtain sustainable gains from NC in the OFDM A networks. 
Particular 1;/, one has to consider how the gains from NC scale with the traffic and 
with the number of users sharing the same OFDMA cell resources. Likewise, the 
scheduling with NC has not been investigated in the context of the LTE networks.

In this chapter, the RS can utilize the NC over multiple independent TWRCs. 
However, ve do not exploit the multiuser diversity arising from the resources 
sharing among multiple users by designing the appropriate scheduler, and we 
assume a generic fair round-robin scheduler. We obtain numerical results to 
assess the energy efficiency of the NC schemes. Most importantly, our energy 
efficiency evaluations take into account both the operational energy as well as 
the RF energy. We also evaluate the usefulness of the NC schemes in terms of 
the utilization of radio resources and the cell overall throughput.

5.2.1 NC w ith Resource Sharing in LTE Networks

We adopt a notation a (/, t) which denotes the packet ‘a ’ to be transmitted at 
time slot t on subcarrier / .  The extension of the relaying protocol to the case of 
multiple UEs over four time slots on a subcarrier /  is shown in Figure 5.2. The 
extension for the NC for TWRC is depicted in Figure 5.3. Thus, the NC saves 
one time slot to exchange a pair of packets originated in the two end-node pairs.

In this case, we can create N  independent TWRCs on subcarriers / i ,  / 2 , • • •, 
f yv, between each pair of the UE and the eNB via the RS. Correspondingly, it is 
straightforward to apply the NC scheme in Figure 5.3 independently for each of 
the TWRCs. First, the pairs of the TBs originated at the eNB and at the UE, 
respectively, are combined (using the XOR operation) at the MAC sub-layer. The 
combined TBs are then broadcasted using the minimum CQI of the RS-eNB link 
and the RS-UE links as before. Obviously, broadcasting at the smallest SNR of
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the destination links is inefficient since it represents a throughput loss for all other 
links having higher values of the SNR. However, the reduced number of used RBs 
and the shorter transmission time due to NC can outweigh such throughput loss; 
this is one of the main subjects of our investigations.

This implementation of the NC for TWRC can be easily integrated with other 
functionalities of the MAC layer such as scheduling whereas the additional sig­
naling overhead required to inform the end-nodes what TBs have been combined 
is negligible. The round-robin scheduler in the RS-UEs link immediately follows 
the NC operation. Furthermore, in this chapter, the NC is realized opportunis­
tically by combining the TBs of equal length provided that such TBs have been 
successfully delivered to the RS from the eNB and from the UE. These combined 
TBs form a a coded flow. The TBs originated either at the eNB or at the UE 
that cannot be matched with the delivered TB from the other source node are
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not combined, bu: they are broadcasted from the RS to the destination node as 
a remaining flow.

5.3 System M odel

We assume a single LTE cell with the TDD of the traffic in a 20MHz bandwidth. 
The scheduling is performed as before by the eNB, but this time the round-robin 
resources is implemented in each link. The round-robin scheduler assigns the radio 
resources for the transmitting nodes in a round-robin fashion irrespective of the 
CQI values (i.e., independently of the SNR values). The packets corresponding 
to the TBs of the N  bidirectional flows are sent from the eNB and from each of 
the N  UEs to the RS. Each transmission employs a particular MCS depending 
on the CQI of the link. Hence, the TB sizes vary depending on the CQI, and so is 
the opportunity to perform NC and combine the received TBs from both ends of 
the bidirectional link between the eNB and the UE. Provided that the sizes of the 
TBs from the eNB and from the UE do not match (i.e., are not equal), or if the 
TB from either the eNB or the UE node has not been successfully received, the 
RS creates a rem&ining flow and broadcast this available TB to the corresponding 
destination.

The RS is placed at a fixed location of 1km from the eNB whereas the N  UEs 
are located randomly about the RS at a distance of 0.5km. The simulation results 
are averaged over random positions of the UEs. All nodes are equipped with one 
transmitting and one receiving antenna. The main simulation parameters are 
summarized in Table 5.1. The LTE relay can typically serve between 1 to 4 UEs 
whereas each UE can have up to 8 radio bearers [106]. The main aim of this work 
is to observe the performance gains of the proposed practical NC protocols for the 
case of multiple users per relay and various traffic loads per user. The following 
two radio resources allocation strategies are considered in our evaluations: 
Resource Allocation 1 (RA 1): Both the NC flow and the remaining flow are
broadcasted by the RS at the minimum usable rate of the links eNB-RS and 
UE-RS.
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Table 5.1: Main Simulation Parameters

Param eter Setting
System bandwidth 20MHz, TDD
Subcarriers per PRB 12
Subcarriers frequencies from 2GHz with spacing of 15 

kHz
The number of RBs 100
Path loss model COST231 Hata Model
M ultipath fading model Extended Pedestrian A (EPA)
eNB antenna height 25 m
RS antenna height 5 m
UE antenna height 1.5 m
Channel Quality Indicator (CQI)delay 1 m
Transmission powers of eNB,RS and 
UE

46, 30 and 23 dBm

Downlink MCS Table 4.1
Uplink MCS Table 4.1
Packet scheduler Round Robin
PER target 10% [57]
EPS Bearer data per subframe 
from eNB and UE

1000-5000 bits

Number of UE per RS varies from 1-6

Resource Allocation 2 (RA 2): Only the NC flow is broadcasted at the min­
imum usable rate of the links eNB-RS and UE-RS whereas the remaining flow is 
broadcasted using the possibly higher available rate of the corresponding link.

5.3.1 Energy M etrics

We consider the ECR metric to compare the RF energy efficiencies of the relaying 
protocols with and without NC, respectively. However, the RF inefficiencies of 
the radio head equipments are included, for the sake of more accurate calculations 
of the power consumption. The ECR due to radio head is given by:

ECR =  P rf / -mE [Joule/Bit] (5.1)
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where P r f  is the total power consumed a; all nodes during the exchange of one 
pair of the TBs between the eNB and the HE via the RS, yuE is the joint efficiency 
of the power amplifier, duplexer and the ether radio head elements. The division 
by the value of ^zE is important since it gives the overall RF power consumed 
including the radio overheads of the eNB 3 r the RS. The information rate R  can 
be defined either a sum rate or an average rate of the delivery rates from the eNB 
to the UE and from the UE to the eNB. Both cases are discussed below.

Sum D elivery R ate

Let bi, i =  1, 2, 3,4 be the number of bits ii the TBs delivered over particular time 
slot 1, 2, 3 and 4, corresponding to the links eNB-RS, RS-UE, UE-RS, RS-eNB, 
respectively. Then, the sum delivery rate is defined as,

where E[-] is expectation which is realized in the simulations by time averaging

rate Rs is also averaged over the N  TWRCs.

Average D elivery R ate

It is straightforward to show that the average delivery rate is equal to the IER 
defined in Chapter 6 . Thus, the IER is given by the average number of bits per 
one time slot (corresponding to one TB) exchanged over a given TWRC. The 
exchange of the two TBs originated at the eNB and at the UE is assumed to be 
completed after the protocol cycle time TCJCie. In our case, the cycle time T Cycie for 
the relaying protocol and for the NC protocol is 4 and 3 time slots, respectively. 
The IER is then defined as,

&2 6 4

~2 ~2
(5.2)

of the number of exchanged bits 6 2  +  ^ 4  wer 2 time slots. The value of the sum

+ 4̂ 2̂ T ^ 4 (5.3)
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where again, the expectation in the simulations is obtained by averaging over the 
transmission trials ii time and over the N  TWRCs.

The average delivery rate R& is more appropriate than the sum rate Rs 
to calculate the ECR metric. The reason is that the rate R& takes into ac­
count the time slot savings by NC whereas the sum rate Rs is the same for 
both protocols, i.e., with and without the NC. Note also that whether the rates 
R d > Rs or R d < Rs depends on the relationship between the SNR values 
of the eNB-RS and the UE-RS links. More specifically, we can show that if 
SNReNB-RS < SNRrs-ue and SNRUE-rs  < SNRRS- eNB, then the average deliv­
ery rate R& is greater than the sum delivery rate R s . This case occurs when the 
access links(source/destination-to-RS links) are the bottlenck links with low SNR 

values. However, i: SNRRS- eNB < SNRrs _ue and SNR6nb-rs  < SNRus-eNB, 
then the average delivery rate R& is exactly the same as the sum delivery rate 
Z?s- This case occurs when the RS links(RS-source/destination links) are the 
bottleneck links with low SNR values.

5.3.2 The RF and Operational Energy Efficiencies

The total RF power expended to exchange a pair of the TBs between the eNB 
and the UE via the RS is given as,

L

Pkt = J 2 P* IWattsl (5-4)
i = l

where the number of transmissions L = 4 and L = 3 for the relaying and for 
the NC, respectively, and Pi is the i-th power to transmit one TB. A simple but 
accurate model of the operational power consumption for the eNB and for the 
RS has the form [107],

p
PSupply == Frf_total T -̂ Overhead =: ^  T PoH [Watts] (^-5)

where PRF-totai is the expended RF power for transmission and fiT, =  0.25 [7] for 
the eNB with the maximum RF transmit power PRE =  40 Watts. This reference
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Table 5.2: Power Consumption for Full Load [7]

Power Consumption (Full Load)

Cell Radius, m 
Max. Transmit Power,P R F  

RF Efficiency, /zE 
Total RF Power,P R F _ t o t a i  

Overhead Power,P 0 v e rhead  

Operational Power,P s u p p iy

Macro 
> 1000 
40W 
0.25 
480W 
490W 
970W

Micro
600-1000
20W
0.35
171W
375W
546W

Micro
400-600
10W
0.31
96W
290W
386W

Pico
200-400
6W
0.28
64W
126W
190W

value is given for the base station with the 40 Watts maximum transmit power 
which is the value assumed in our simulations. In general, the reference values 
for as well as for Poh are different for different cell technologies, i.e., for the 
pico, micro and relay cells. In our simulations, for the eNB, we assume the values 
/liE  =  0.25 and P o h  — 490 W atts suggested by Vodafone [108] and corroborated 
by data from the literature [109] and from the European Union Energy Aware 
Radio and Network Technologies (EARTH) project [7]; these values are presented 
in Table 5.2. On the other hand, for the RS, the values of fiE =  0.28 and Poh — 30 
W atts are taken from the EARTH project model [110]. In our simulations, we 
assume the RS transmission power of 30 dBm.

The ERG assuming only the RF power is defined as,

ERGrf =  g CR^ g _r _Ey .gf £  x 100% (5.6)
Ii/v^rv,reiaying

The Energy Consumption Gain (ECG) is defined as a ratio of the operational 
energy consumption of the baseline system (i.e., the system using relaying) and 
the system under consideration (in this case, the system with NC), i.e.,

r p S u p p l y  tt'/'-'itd p  i p r e la y in g
p p p  _  r e la y in g  _  n i ^ r t re]a y ing  • I t  - f  -t Q H  (r

^  ~  ~  ECRNc -R  + Pg§ ( ]

where the rate R  is the minimum rate of the two systems considering either the 
rate Rs  o>r P p  as defined above. The ERG corresponding to the operational
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energy consumption is given as,

^ S u p p l y  _  ^ S u p p l y

E R G o p er =  =  1 -  x 100% (5.8)
- ^ r e la y in g  H / U v j  o p e r

The throughput gain is defined as a ratio of the throughput for the NC pro­
tocol to the throughput of the relaying protocol i.e.,

Throughput Gain =  ^ Rel?ymg— x 100% (5.9)
-“ •R e lay in g

The amount of resources utilized is calculated as the total of all aggregated
RBs used on all the links during exchange of all pairs of the TBs, i.e.,

L

Resources Utilized =  (5.10)
j = i

where L is the number of links used for the exchange of the TBs (i.e., L = 4 for 
relaying, and L = 3 for NC), and Nj is the number of RBs used on the link j. 
The percentage of resources saved due to NC is expressed as,

Resources Saved -  Resources UtilizedRelaying ~  Resources U tilized ^  x
Resources Utilized R e l a y i n g

(5.11)

5.4 Numerical Results

Simulation results comparing the performances of the NC and of the relaying 
schemes for multiple UEs connected to a single RS are presented here. In the 
simulations, two radio resource allocation strategies are compared. The two main 
metrics of interest are the ERG and the throughput gain. In all simulation 
scenarios, an equal rate bi-directional data flows from the eNB and from the UE, 
respectively is assumed.

In the following we investigate the scalability of the NC and the impact of the 
varying number of the UEs per the RS, the varying traffic load in the cell and
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the RS transmit power. These varying parameters are considered to obtain both 
the RF as well is the operational power efficiency.

5.4.1 Impact of the Number of the UEs per the RS

Figure 5.4, Figure 5.5 and Figure 5.6 illustrate the ERG, the throughput gain and 
the resources sa/ings due to NC, respectively, versus the number of UEs connected 
to the RS. Fron Figure 5.4, we observe that both the ERG for the operational 
power as well as for the RF power decreases when the number of UEs is increased. 
However, in both cases, such decrease of the ERG is moderate, i.e., at most 0.9% 
as the number of UEs is increased from 1 to 6. More importantly, we observe 
that the ERG for the operational power is significantly smaller compared to the 
ERG for the RF power. This is because the operational energy consumption 
which includes the overhead energy consumption dominates the overall energy 
consumption irrespectively of the value of the RF power, and thus, irrespectively 
of the traffic load . Hence, the most significant energy savings due to NC can be 
obtained by tun ing  off the RS during the saved time slots due to NC in order to 
save the overhead power. Such power saving feature is also shown in Figure 5.4 
(the curve labeled as ‘RS O FF’), and the resulting operational energy savings can 
be as large as 3.8%. However, turning off the RS may be applicable only for low 
traffic load concitions.

Figure 5.5 snows that the throughput gain of the NC is decreased by 1.6% 
when the number of UEs is increased from 1 to 6. Such decrease of the throughput 
gain can be somewhat mitigated provided that the scheduler is designed to exploit 
the available multiuser diversity gain (recall that we use a round-robin scheduler 
in our simulations). Note also that the ERG and the throughput gain are slightly 
better for the resource allocation strategy 2. The variation of the throughput 
between RA 2 and RA 1 is coming from their differences in selecting the PRBs 
for transmission of coded packets. RA 2 can better exploit the multiuser diversity 
gain than RA 1.

Figure 5.6 shows that the resource savings (measured as the number of re­
source blocks saved due to NC) is linearly increasing with the number of UEs.
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This increase is almost linearly increasing by 3 RBs with every new UE added to 
the system. Consequently, the savings of the RBs due to NC can be translated 
to the RF power savings. On the other hand, the relative RBs savings due to 
NC are plotted in Figure 5.7. We observe that even though the number of the 
saved PRBs increases with the number of UEs connected to a RS, the relative 
savings of the RBs decreases with the number of UEs connected to a RS. This 
is because the broadcast phase of the NC is bounded by the minimum SNR of 
all the broadcasting links considered, and this minimum SNR value is decreasing 
with the number of UEs connected to a RS. Overall, the relative decrease of the 
saved RBs with the number of UEs increase from 1 to 6 is at most 5%.
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In summary, the results in Figure 5.4, Figure 5.5 and Figure 5.7 are encourag­
ing and practically acceptable considering the fact that any single RS will support 
at most several UEs. Thus, the NC is scalable with the number of users and can 
be practically employed in the LTE networks with many users sharing the same 
cell resources. The resource saved varies between the RA 1 and RA 2 owing 
to their differences in selecting the PRBs for transmission of the coded packets. 
Since RA 2 provides a slightly higher throughput, the rest of the numerical results 
will be presented only for this strategy.

More importantly, the ERG due to NC for the RF power is limited by the RF 
transmit power of the RS where the NC operation is performed. It is shown in 
Chapter 4 that the larger transmission power of the RS the larger the ERG of the 
NC. Hence, the ERG for the RF power are limited by the much larger transmit 
power of the eNB compared to the transmit power of the RS. In the next section, 
the positive effect of increasing the transmit power of the RS to the ERG of the 
NC is investigated.

5.4.2 Impact of the RS Transmit Power

In this section, the transmission power of the RS is varied from 24 to 46 dBm 
while the number of UEs per a RS is fixed and equal to 6. The EPS Bearer data 
per subframe from the eNB and from the UE is also fixed and assumed to be 1000 
bits. Different values of //E and Poh are used whenever the RS transmit power 
is increased in order to obtain more accurate values for the RF and the overhead 
powers and different network technologies as shown in Table 5.2.

Figure 5.8 shows that the throughput improvement with the increasing RS 
transmit power is negligible. This result is expected since the number of saved 
RBs is almost independent of the ratio between the transmit powers of the RS 
and the eNB. However and importantly, Figure 5.9 shows that larger values of the 
RS transmission power improve the ERG by about 12% and 4.7% for the RF and 
the operational power, respectively. The variations of the curve of the operational 
power is because the RF to overhead energy ratio changes as 0.51, 0.33, 0.46,0.98 
resulting in changing dynamic range of power. When the RS transmission power
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is equal to the eNB transmission power, the ERGs of 37.98% and 4.83% for the 
RF and operational power are achieved, respectively.
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Figure 5.8: The throughput gain versus the RS transmit power.
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Hence, improvements of the RF and of the operational ERGs for NC with 
the increasing RS transmission power suggest that the energy savings due to NC 
are more readily achieved in larger scale networks where the network nodes are 
more likely to have similar RF transmission powers and the. overhead powers. 
For example, the NC for TWRC may be suitable for the bi-directional microwave 
connections in a mesh of the base stations. In such scenarios, the ERG of NC 
is expected to be much improved compared to the asymmetrical transmit power 
case of the eNB-RS-UE TWRC that is considered in this chapter.

5.4.3 Impact of the Traffic Load

In this section, the EPS Bearer data per subframe from the eNB and from the UE 
is varied between 1000 bits to 4000 bits. The RS transmission power is fixed at 
30 dBm, and the number of UEs per the RS is fixed and equal to 6. Figure 5.10 
shows that the larger the traffic load at the RS the lower the throughput im­
provements due to NC. This is due to the fact that the volume of the remaining 
flow is increased while the volume of the coded flow decreases with the traffic 
load which results in reduced throughput improvements due to NC. However, the 
percentage decrease of the throughput is at most 5.5% which is again moderate 
and acceptable. In addition, Figure 5.11 shows that high traffic loads result in 
percentage decrease of about 3% in the ERG for the RF power.
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5.5 Conclusions

A moderate decrease of the throughput and of the ERG gains due to NC with 
the traffic load indicates that the NC is scalable not only with the number of UEs 
connected to the RS but also that the NC can accommodate high traffic loads from 
each UE and still achieve positive throughput and energy gains. Interestingly, 
the ERG due to NC remains positive for such high traffic loads.

5.5 Conclusions

In this chapter, it was found that the NC schemes for TWRC can provide sus­
tainable gains even when the number of UEs per RS is increased. Specifically, the 
performances of the NC for TWRC in terms of the ERG, the throughput gain 
and the resources savings were investigated for the case of the multiple UEs per a 
RS. As expected, it was found that the operational power dominates the overall 
energy consumption also in the case when the NC is used. The ERG for NC and 
the operational power was shown to be independent of the number of UEs. More 
energy savings due to savings of the operational power can be achieved by turning 
off the RS during the unused time slots obtained by NC. However, turning off 
the RS periodically may not be always possible. The ERG of NC due to the RF 
and the operational powers is increased if the RF transmission power and the 
overhead power of the RS is also increased, thus reducing the power imbalances 
between the end-nodes especially the eNB and the RS. This suggests that the 
energy savings due to NC are more readily achievable in larger scale networks 
where the network nodes are more likely to have similar RF transmission and the 
overhead powers. The achievable gains of NC are particularly sensitive to the 
ratio of the RF power to the overhead power; the higher this ratio, the better the 
gains of the NC will be obtained.

The two resource allocation strategies considered in this chapter provided 
similar ERGs and throughput gains of NC when assuming the RF power only. 
This indicates that the gains of NC may be less sensitive to allocation of at least 
some of the radio resources, especially in the broadcast phase of the NC coded 
packets. On the other hand, the scheduling strategy is expected to have much 
more significant influence on the achievable energy savings by NC especially in
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the broadcast phase of the coded packets. The resources savings measured as a 
number of the unused RBs due to NC were also shown to be scalable with the 
number of UEs in the cell. Such resources savings due to NC can be readily 
translated to the RF power savings.

In summary, the results in this chapter show that the reductions in both the 
throughput and the ERG due to NC with the increasing traffic load in the cell 
are moderate, but more importantly, the performance gains due to NC are still 
positive and valuable even at high traffic loads when many users share the same 
RS radio resources. When considering the operational energy consumption, the 
observed ERG values for the NC are approximately between 0.1% and 4.8%. 
These values are small compared to the ERG values for the RF power only, 
however, the robustness of the NC for the varying traffic load in the cell and for 
the varying channel conditions is very attractive.
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6

Im plem entation Trade-offs of 
Intra-flow Network Coding in 
LTE and LTE-A Networks

In the previous two chapters, the inter-flow NC has been discussed and its perfor­
mance investigated for various LTE parameters and constraints. Another type of 
NC, usually applied at the source nodes is the intra-flow NC. The aim of this chap­
ter is evaluate the implementation aspects of including intra-flow NC 1 in LTE 
and LTE-A networks. The objective is to improve the HARQ while reusing as 
many of the existing protocols as possible from the LTE standard. This includes 
assessing whether the application layer is indeed suitable for intra-flow NC cod­
ing, and consideration of advantages and disadvantages of other implementations 
at different layers of the LTE protocol stack. Specifically, the application layer 
vs the RLC/MAC layer implementations are investigated. The investigations in 
this chapter consider for modifications to the LTE protocol stack, efficiency, and 
performance improvements due to the inter-flow NC.

Since many results on the intra-flow NC schemes in the literature ignore re­
alistic implementation constraints, in this chapter, we take into account specific 
constraints of the LTE systems. In particular, we propose to implement an intra-

lrThe rateless coding can be regarded as a specific form of the intra-flow network coding.
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flow NC scheme based on the Luby Transform (LT) codes at the MAC layer, and 
then compare this implementation with the conventional LT codes employed at 
the application layer. The comparison is done by computer simulations in terms 
of the energy consumption and the transmission delay assuming the LTE system 
model and the LTE parameters. The evaluation reveals interesting interaction 
between the proposed intra-flow NC protocol and other functionality at the MAC 
sublayer of the LTE protocol stack, e.g. AMC. This chapter makes the following 
contributions:

1. The proposed intra-flow NC protocol requires smaller transmission delays 
to deliver an error-free file to the destination compared to a conventional 
intra-flow NC provided that the AMC mechanism is employed.

2. Mathematical analysis of the proposed intra-flow NC and the conventional 
applications layer intra-flow NC is provided.

3. The energy consumption-delay trade-off of the proposed intra-flow NC pro­
tocol are found to be distinctively different from those of the conventional 
protocol.

4. The proposed intra-flow NC protocol outperforms the conventional protocol 
in terms of the energy consumption and the transmission delay provided the 
AMC functionality is optimized. Such optimization is especially attractive 
to the LTE-A networks.

In this chapter, an overview of intra-flow NC schemes is first presented in 
Section. 7.1. The proposed intra-flow NC protocol, its differences compared to 
the conventional NC schemes and supporting mathematical analysis are presented 
in Section. 7.2. In Section. 7.3, the implementations of the proposed intra-flow 
NC scheme in the LTE is described along with the LTE system parameters. The 
conventional and the proposed intra-flow NC protocols are compared in Section. 
7.4, and the corresponding energy consumption and delay trade-offs are presented 
there. Section. 7.5 draws conclusions and recommendations for the intra-flow NC 
protocol design and their the inclusion in LTE and LTE-A networks.
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6.1 Overview of Intra-flow NC Schemes

Rateless coding has been established as a new transmission paradigm for the effi­
cient wireless information delivery. The LT codes as the first practical realization 
of the rateless (fountain)1 codes with a small implementation complexity were 
pioneered by Luby [111]. The distinctive feature of these codes is their inherent 
ability to average the varying channel conditions by decreasing the rate of encod­
ing until the successful data delivery [112]. The efficiency of the LT codes can 
be further enhanced by combining the LT codes with the forward error correc­
tion codes. For instance, the error resilience of the fountain codes is increased 
by pre-coding the data with the LDPC or turbo codes. These so-called Raptor 
codes are adopted by the MBMS within the 3GPP [113], and by the Digital Video 
Broadcasting for Handheld (DVB-H) devices [114]. Fountain codes can be also 
used to achieve a near capacity performance over noisy channels [115] includ­
ing the wireless fading channels [116]. The usefulness of the fountain codes in 
the wireless relay networks was shown in [117] and in [118]. The intra-flow NC 
schemes applied at the source node are some times referred to as rateless codes 
in the literature.

The procedure for generating the intra-flow NC coded packets is described 
next. For a data file consisting of K  packets, the LT effective code rate R  =  
K / N  is given by the actual number of transmitted packet combinations N  until 
the decoder at the destination can successfully decode the whole original data 
file. The packet combinations are generated randomly at the source using a 
specific degree distribution that can achieve a small transmission overhead; for 
instance, the robust soliton distribution is often assumed. The decoding at the 
destination can be accomplished using a simple belief propagation decoding [112]. 
The encoding and decoding of the LT codes can be realized with the complexity 
0 (K \n K ) ,  and, for sufficiently large K , say, K  1000, the transmission overhead 
is (N  — K ) / K  ~  5 — 10% [111]. For smaller values of K  (i.e., K  100), the

1 Rateless codes is a general term to describe the rateless nature of this type of transmission 
protocols. The label ’Fountain’ is a depiction of the fountain behaviour of the rateless code 
decoder.
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typical transmission overhead of 20 — 25% is achieved [119]. One has to also take 
into account that these codes have been patented by the Digital Fountain Inc.

6.1.1 Application Layer Intra-flow NC scheme

Application layer rateless coding is usually achieved by transmitting a small frac­
tion of the whole file at a time (i.e. a packet combination) until the acknowledg­
ment is received indicating the successful decoding of the whole file. The rateless 
code performance is governed by the average parameters more than the instan­
taneous parameters. The instantaneous parameters are determined during the 
actual transmission while the average parameters can only be determined upon 
the final successful decoding event, e.g. the effective code rate R. Moreover, the 
rateless codes offer a great benefit of the reduced feedback compared to the HARQ 
since only a single feedback message is required to signal the successful decoding 
of the whole file. Such benefit is very attractive to the OFDMA networks where 
the CQI feedback per PRB is usually not available.

6.1.2 Design Considerations of Intra-flow NC

Despite their full implementation success as the application layer protocols, the 
fountain and Raptor codes implementation in the next wireless communication 
systems standards and the air interfaces is still in its infancy. Implementations 
in the OFDMA based air interface networks such as LTE/LTE-A are yet to be 
evaluated. Almost all rateless codes researched to date are designed for the appli­
cation layer without any attention to the efficiency impact on the lower layers. It 
is interesting to see the interaction between the rateless codes adaptation to the 
channel conditions and the AMC functionality in the LTE. Such implementation 
aspects of the intra-flow NC codes within LTE have been rarely considered in the 
literature.

The radio resources in the LTE are continuously optimized in order to max­
imize the overall cell throughput by efficiently utilizing the PRBs. Such opti­
mization is enabled by the periodic CQI reports from all the cell users. The CQI
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reports are carried within the limited control signaling resources. The CQI also 
acts as input to the AMC functionality within the MAC scheduler to dynamically 
optimize the information capacity of the TB. However, there exists a fundamen­
tal trade-off between the spectral efficiency, the energy consumption and the cost 
of obtaining an accurate and frequent CQI feedback [120], [121]. Moreover, the 
reliance on the CQI is enormous for successful operation of AMC functionality at 
the MAC layer. On the other hand, transmission schemes based on the rateless 
coding adapt the transmission to the channel conditions. Hence, combining the 
reduced feedback requirements of rateless codes with AMC using the MAC layer 
implementations seems to be a promising approach.

The application layer implementation is beneficial since the protocol stack is 
unchanged, and the application layer techniques are rarely part of the standard. 
However, the performance of the protocol services at the lower layers such as 
the allocation of the radio resources and AMC can be affected by the packet 
segmentation due to rateless coding at the application layer. In particular, the 
application layer rateless codes are forming and sending relatively small packets 
of data, one at a time, until the successful file delivery is acknowledged by the 
destination. This is contrasting with the design philosophy of the LTE system 
which utilizes adaptive data rates and data multiplexing in order to achieve high 
link throughput with small transmission delays. Table 6.1 summarizes the con­
straints, challenges and observations of different implementation methods at the 
application, RLC and MAC layers assuming a file size of L bits for transmission 
which is divided in K  packets.

Hence, the motivation of the work in this chapter is to show that the imple­
mentation of the intra-flow NC codes at the MAC layer are useful in improving 
performance of the LTE network. The benefits of the MAC layer intra-flow NC 
in WIMAX networks from an information-theoretic perspective were studied in 
[122]. Some conditions when the intra-flow NC outperform the HARQ retrans­
missions were obtained in [123]. The intra-flow NC in combination with the 
HARQ were considered in [124] and in [125]. The HARQ and AMC strategies in 
OFDMA networks were compared in [126]. The results in [117] suggest that the
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Table 6.1: Intra-flow NC Integration in LTE Protocol Stack

F ea tu re A pp lica tion
Layer

R L C  Layer M A C  Layer

Protocol stack 
change

Not required Yes, segmenta­
tion done twice

Yes, minimal

Impact on perfor­
mance of protocol 
service at other 
layers

Yes No No

Exploit channel con­
ditions variations

No No Yes

Match TBS to chan­
nel conditions

No No Yes

Content of TB 1 packet combina­
tion

1 packet combina­
tion

n packet combi­
nations

RLC PDU size fixed fixed variable
Acknowledgments 
sent every

MAC PDU with 
file containing m  
PDUs

MAC PDU with 
file containing m  
PDUs

1 ACK sent upon 
completion of the 
whole file

W hat is sent at each 
TTI

1 combination 1 combination n = f ( T B S )  
combination

degree distribution of the fountain codes has to be preserved even in multi-hop 
transmission scenarios in order to maintain the efficiency of the fountain codes.

In the LTE protocol stack, the RLC and the MAC layers appear to be the most 
suitable for incorporating the intra-flow NC scheme. Among the main services 
provided by the RLC layer is the segmentation and concatenation of the upper 
layer data and forming the variable size PDUs to be passed to the MAC layer 
according to the dynamic channel conditions as perceived at the PHY layer. The 
RLC layer implementation of the intra-flow NC codes implies several challenges. 
Firstly, the data segmentation has to be performed in two stages in order to 
force a fixed sized PDU that can fit the intra-flow NC code packet combinations. 
Secondly, the number of source packets to be encoded by the intra-flow NC code 
has to be sufficiently large in order to achieve a low transmission overhead [119]. 
Given that the typical RLC PDU size is 3200 Bytes and since a large number of 
source packets can only be created if their length is relatively small, this makes
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the packet transmissions at the PHY layer to be very inefficient. Therefore, in this 
chapter, we focus on the MAC layer implementation of the intra-flow NC codes 
in the LTE and discuss the key parameters and requirements that are critical for 
achieving the transmission efficiency of the intra-flow NC codes.

The basis for our investigations is the data flow between the IP packets at 
the network layer and the PRBs at the PHY layer shown in Figure 6.1. The CQI 
feedback reports at the PHY layer are generated at the UE. The CQI reports 
are exploited by the AMC functionality to select the MCS and the TBS at the 
transmitter, and to infer these parameters at the receiver. The TBs of the ap­
propriate TBS are then created at the MAC layer [8]. The CQI is set to achieve 
the highest possible link throughput for the target TBLER of 10_1. The target 
TBLER is taken as an average value over the range of SNR values corresponding 
to a given CQI. The PRB carrying the TBs are allocated by the scheduler, and 
the PRB allocation is explicitly signaled to the receiver. The TBS parameter 
is passed from the MAC layer to the RLC layer to aid the process of user data 
segmentation and concatenation. The RLC layer then passes this information 
together with the scheduler decision to the upper layers where it is used to select 
the available data from an EPS bearer for the transmission.

Next we discuss the proposed MAC layer intra-flow NC protocol, and its 
integration in LTE protocol stack.

6.2 Proposed Intra-flow NC Protocol

We modify the user data flow in Figure 6.1 to incorporate the intra-flow NC at the 
MAC layer as follows. The RLC PDUs are first buffered at the MAC layer. The 
rateless encoder operates on this buffer, i.e., the buffered data are split into small 
packets that are randomly combined assuming some degree distribution. More 
importantly, the rateless encoder generates as many combinations as necessary 
to fit the current TBS. This approach which is depicted in Figure 6.2 allows for 
the dynamic size of the PDUs to be maintained at the RLC layer as well as the 
transport capacity of the TBs can be utilized fully, and thus, efficiently. We note
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Figure 6.1: The user data fiow between the network layer and the PHY layer in 
the LTE.

that it is also possible to use multiple buffers with the associated independent 
rateless encoders to generate multiple combinations to fill the TBS. In this case, 
the buffer whose content is successfully decoded at the destination can be imme­
diately refilled with new data which can further reduce the overall transmission 
delay.

6.2.1 P ro p o se d  In tra-flow  N C  P ro to c o l  D ifferences to  C on­
ven tiona l P ro to c o l

It is useful to compare the proposed MAC layer implementation of the intra-flow 
NC codes with their application layer implementation considered in [111] and 
standardized in [113]. We note the following differences:

• The data buffer for the intra-flowing NC encoding at the application layer 
must be significantly larger than a similar data buffer used at the MAC 
layer which translates into larger transmission delays for the application 
layer implementation.
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F igu re 6.2: The user data flow between the network layer and the PHY layer in 
the LTE assuming intra-flow NC encoding at the MAC layer.

• There needs to be a mechanism that matches the application layer packet 
size to the variable TBS at the PHY layer. This mechanism does not exist 
in application layer implementations. In application layer implementation 
only one packet combinations is transmitted at a time while the proposed 
implementation allows a variable number of combinations to be transmitted 
according to the dynamic channel conditions.

• The proposed MAC layer intra-flow NC implementations allow for new 
transmission protocols that make use of the adaptive channel conditions 
and are more spectral efficient compared to the application layer transmis­
sion protocol.
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6.2.2 M athem atical Analysis of the Proposed Intra-flow  
NC Protocol

Assuming the point-to-point transmission case, this section provides mathemati­
cal analysis of the MAC layer intra-flow NC transmission and obtains the through-

We note that the MAC layer intra-flow NC protocol resembles a parallel trans­
mission while the application layer intra-flow NC protocol resembles a serial trans­
mission scheme. This observation follows from the fact that many combinations 
are transmitted at a single TTI in our proposed protocol compared to only one 
combination in the conventional protocol.

Analysis of the eNB to UE transmission case is provided with the following 
assumptions. For a file of L bits to be transmitted from the eNB to UE, assuming 
Stop-and-Wait ARQ and single bit ACK/NACK, T  transmissions are required 
before successful decoding. The number of bits transmitted before the L bits can 
be successfully decoded is denoted as N  and each b it1 duration is 1& seconds. M  
denotes the number of parallel links containing data bits of size L/v,  and v is the 
number of bits in each transmission.

The following analysis refers to Figure 6.3 and Figure 6.4.

put ratio of the parallel to the application layer intra-flow NC protocols.

file

ACK/NACK

Figure 6.3: Intra-flow NC scheme with serial transmissions.

file
--------------1  T, N, tb

ACK/NACK

Figure 6.4: Intra-flow NC scheme with parallel transmissions.

:Note that bits are equivalently representing packets
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We adopt the following definitions for both cases in Figure 6.3 and Figure 6.4:

Transmission Rate =  Rate — —  (6.1)
N  v J

Throughput =  TH =  (6-2)

Transmission Overhead =  OV =  ^  ^  x 100% =  — — 1 (6.3)
L T H

For the serial transmission case, we have:

Ns =  Ts  • v (6.4)

Rates =  ~  (6.5)

where Ns  is the number of bits transmitted in the case of serial intra-flow NC 
and Rates is the rate defined as the ratio of the number of successful bits received 
to the number of time slots it takes to receive those bits successfully, i.e Rates =  
L/N.
For the parallel intra-flow NC, we have:

NP =  TP ■ M  • v (6.6)

Ratep =  — (6.7)
i V p  • tb

Thus, the following general inequalities can be written:

(6 .8 ) 

(6.9) 

(6 .10)

T P < Ts

M > 1
Np TP ' M
ivs Ts

Ratep L / ( N P ■ t„) Ns
Rates L / (N S ■ tb) N P T,

TP =
/  Ts / M
X Ts

M  > 1 
M  = 1

Ts ■JorM > 1 (6.11)

(6 .12)

The above equations assume that the v bits sent at each TTI are matched
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to the packet combinations of the intra-flow NC, and sending M  parallel combi­
nations requires some considerations at the decoder. Hence, for the analysis in 
the next subsection, assumptions are made for the LTE eNB encoder and the UE 
decoder.

• PRBs at the eNB carry several combinations within their respective 11 
subcarriers. For a certain number M  of PRBs, each PRB is carrying a 
variable number of n combinations.

• There are M  LTE decoding entities (implemented in software) at the UE 
performing a simple belief propagation decoding, and passing the result to 
be collated, and the individual extracted packets to be decoded.

• The parallel belief propagation decoder is assumed to be fast, so that it can 
perform M  parallel computations in the same time as the serial decoder. 
This assumption holds in practice as the Gaussian elimination based de­
coders are now widely available [127]. For instance, practical implemen­
tations of NC in mobile phones is reported in Iphone and Nokia N95 is 
reported recently in [128, 129, 130].

• The power per bit is assumed to be equal for serial and parallel transmission.

Throughput Analysis w ithout A ssum ing the Link B it Error Probability

Here, we provide the throughput ratio between the parallel and the serial proto­
cols.

where tv is the duration of v bits in time units. Substituting Eq. 6.12 into 
Eq. 6.14 yields:

THS
L L L

(6.13)
Ns ’ h  Ts - v • tb Ts - tv

THP

(6.15)
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and the ratio of the overheads of the parallel transmission to the serial transmis­
sion technique is :

OVp =  =  M  ■ T H s  • (1 -  T H S) =  M - ( 1 - T H S) . .
OVs T H S ■ (1 -  M  ■ T H S) 1 -  M  - T H S 1 ' ’

Throughput Analysis A ssum ing the Link B it Error Probability

For the same file of L bits there are K  = L /v  packets for which the rateless 
code combinations can be created. These combinations have uniform probabil­
ity distribution, and the degree of the combinations (i.e. how many packets a 
combination contains) is denoted as d. Thus, each packet combination selection 
is equally probable, and probability of selecting a packet combination of degree 
d = i is:

Pr(selectingindex =  i) =  — • Pr(d =  i) (6-17)

and the probability of selection of all combinations is:

K

\Pr(selection) =  • P r(d = i) (6.18)
i= 1

The intra-flow NC encoder operates as follows:

• The degree distribution is selected ( in this case robust Soliton distribution) 
to guarantee that at least 1 combination with d — 1 is selected.

• Indexed are randomly generated.

• The total transmission power is divided evenly among all parallel links (in 
this case subcarriers).

• Assuming Binary Phase Shift Keying(BPSK) and Quadrature Phase Shift
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Keying (QPSK), the bit error rate with the bit error probability:

Cs =  Q (\/2  ■ S N R )  (6.19)

Cp =  Q(a / 2  • —7 7 —) (6 .2 0 )M

The SNR as the power per useful bit:

SNR - j A j  (6.21)

Then the expected number of successful bits, the dropped bits for both serial 
and parallel transmission:

jySucc =  N Corr +  jyDr-op (g  ̂

N%rop = Ns ■ is  (6.23)

N ^ r = N s -( 1 -  is) (6.24)
j \ j C o r r

N s = (6.25)
1 -  C 5
a j C o r r

NP =  p V  (6'26)1 -  i s

we require that N § OTr = N p orr for two decoders to decode all the K  packets 
successfully, so that:

TH S =  -7T 7 - (6-27)
iVs  • tb

T Hp  = M  ■ t t —T" (6.28)
i V p  • t b

T H S N P Nporr  1 1 -  i S
TH p ~  M  ■ Ns ~  (1 -  ip) ' M  ' Ngorr  
TH p M  ■ (1 -  iP )  1 +  OHs 
T H S ~  1 - ( 5  ~  l + OVp

(6.29)

(6.30)
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6.2 Proposed Intra-flow NC  Protocol

This ratio of the parallel to serial transmission protocols throughputs for 
the robust Soliton distribution with c = 0.03 and E^/Nq = 5dB is plotted in 
Figure 6.5 for case of BPSK and assuming AWGN channel. We observe that 
the simulation and mathematical results from Eq. 6.30 match. Moreover, Fig­
ure 6.6 plots the throughput ratio for a wide range of SNR values. Obviously, 
the higher the SNR the more throughput gain is achieved. Both figures show 
that the increase in the number of parallel subcarriers or links linearly increases 
the throughput. However, note that this assumes that the transmit powers are 
evenly distributed to all parallel links.
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6.3 System  M odel

We reuse the system model developed in Chapter 5. This model assumes the MAC 
layer and the PHY layer entities and parameters from the LTE standard such as 
the SNR of the PRBs, the downlink scheduler, and the AMC mechanism with the 
variable TBS. The corresponding simulation framework is used to measure the 
transmission delay and to measure the energy consumed at the network nodes. 
Here, we included into this simulation framework the rateless LT code at the MAC 
layer for both the encoder and decoder as described in the previous section.

In the simulations, the LT encoder uses the Robust Soliton distribution de­
rived from the ideal Soliton distribution, i.e.,

where p( d)  is the probability of generating a combination with degree d.  The 
expected degree under this distribution is roughly (In A). The fluctuations about 
the expected degree values are likely to leave the decoder with no degree-one 
combinations. Thus, there may be not enough degree-one combinations received 
to aid the decoding-process.

The Robust Soliton distribution addresses this issue by two extra parameters 
c and S. The value 1 — 5 is a bound on the probability that the decoding will 
recover K  packets after receiving a certain number of K'  combinations. The 
paramter c is free parameter with the values less than 1 corresponds to smaller 
transmission overheads. This will ensure that the expected number of degree-one 
combinations is changed to:

where Z  =  +  T(d) .  The number of encoded packets (combinations)

(6.31)

(6.32)

(6.33)

(6.34)
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required at the decoder to ensure that the decoding completes with probability 
at least (1 — 5) is K' = K  • Z. r(d)i where the function r(d) is defined as:

The main simulation parameters from [56] and [8] are summarized in Table 5.2. 
We assume a single link between the eNB and the UE and that the transmitter 
and the receiver are both equipped with a single antenna. All simulation results 
are averaged over random UE locations assuming the uniform distribution of the 
UEs within a 1km radius about the eNB.

We assume that the transmission channel conditions are evaluated once every 
Transmission Time Interval (TTI)1. The MCS and the corresponding TBS are set 
for a given CQI using Table 6.3 (from [8]). Note that the MCS with the CQI =  0 is 
usually used for control signaling on the PDCCH channel. The success of the TB 
transmission (i.e., whether the TB was delivered successfully to the destination 
or not) is determined by the following procedure.

First, the average received signal power at the UE located d meters from the 
eNB is calculated as [56],

PRx(d) = PTx +  GTx +  GRx -  NF -  NpRE -  IM -  CO -  PL(d) -  SF (6.36)

where P^x is the transmission power at the eNB, G^x and Gr* are the eNB and 
the UE antenna gains, respectively, NF is the noise figure at the UE receiver 
front-end, NpRE is the noise per Resource Element (RE), IM is the interference 
margin to account for the increased background noise caused by the inter-cell

overhead of the downlink Demodulating Reference Symbols (DM-RS), and PL(d) 
and SF are the path and the shadowing losses, respectively. The RE is defined 
as 1 subcarrier over the duration of 1 OFDM symbol of 70/xs.

xThe LTE standard allows to report the channel conditions via the CQI reports less often.

log(S/<5)
for d= l,2 ,....(K /S )-l 
for d=  K/S 
for d > K/S

(6.35)

interference from the neighboring cells, CO accounts for the 10 — 25% control
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Second, the SNR of the z-th RE is then computed as,

SNRj(d) =  |tf i|2 • 10p^ d>/10 (6.37)

where the fading gain at the z-th subcarrier \Hi\ is generated from the multipath 
channel gains in the time domain using the Fourier transform, so that the fading 
gains across subcarriers are correlated. The arithmetic average of the SNR values 
of the REs are then averaged to obtain the effective SNRTb representing the 
channel conditions of the particular PRB carrying the TB [97].

Finally, the actual TBLER value for the given TB and the effective SNR at 
given TTI is obtained using the TBLER-SNR curves provided in [99], i.e.,

Once the TBLER value is determined, a Bernoulli experiment is carried out 
to decide whether the TB transmission error occurred. If the TB transmission is 
unsuccessful, the TB is dropped and is not provided to the decoder.

The two main metrics of interest to compare the implementations of fountain 
codes are the energy consumption and the transmission delay. The overall (total) 
energy consumption at the eNB and at the UE is calculated using the simple but 
sufficiently accurate model, i.e.,

where pRF-totai is the expended RF transmission power, n E accounts for the 
PA efficiency, and Poh is the overhead power. In our simulations, for the eNB 
transmitter, we assume the maximum RF transmit power P r f  =  40 watts, the 
HPA efficiency //E =  0.25, and Poh = 490 watts [109, 7]. The transmission 
delay is measured as the number of transmissions N , or the average number of 
transmissions N.

TBLER = / ( S N R t b , MCS) (6.38)

E t o t a l  ( T r f —t o ta l  +  Pon) x Time

(6.39)
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Table 6.2: Main Simulation Parameters

Param eter Setting
Traffic model full-buffer
Cell Radius 1 km
System bandwidth FDD, 20MHz
Subcarriers per PRB 12
Subcarriers frequencies from 2GHz with spacing 

15kHz
Number of RBs 100
Path loss model from [60]
Shadowing log-normal with std. dev. 

8dB at UE
Noise Figure 7dB at UE
Multipath fading model EPA with RMS delay 

spread 45ns [95]
eNB and UE antenna 
heights

25m and 1.5m

eNB and UE antenna gains 
(inch cable losses)

14dBi and OdBi

eNB transmit power 46dBm
CQI delay 1ms
Downlink MCS from [8]; see also Table 6.3
Interference margins 4dB
Control overhead 25% DM-RS ~  ldB [56]
TBLER target 10%
Combination size V = 4 bytes
File size per user L = 4096 bytes, L V
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Table 6.3: Modulation and Coding Schemes [8]

CQI
Index

M od. Coding  
R ate x 1024

Efficiency
[Bits/Sym bol]

TBS
[Bytes]

Combs, 
per TB

0 2 78 0.1523 - - -
1 2 120 0.2344 2 1
2 2 193 0.377 4 1
3 2 308 0.6016 6 2
4 2 449 0.877 10 3
5 2 602 1.1758 15 4
6 4 378 1.4766 19 5
7 4 490 1.9141 26 7
8 4 616 2.4063 33 9
9 6 466 2.7305 40 10
10 6 567 3.3223 46 12
11 6 666 3.9023 56 14
12 6 772 4.5234 65 17
13 6 873 5.1152 73 19
14 6 948 5.5547 81 21

6.4 Numerical Results

We investigate the trade-off between the energy consumption and the transmis­
sion delay. As a specific example of the fountain code, we employ the LT code 
with the Robust soliton distribution [111]. We consider the application layer 
implementation of the intra-flow LT code using the user data flow in Figure 6.1 
which is referred to as the serial LT code protocol. This protocol assumes that 
exactly one LT code combination is transmitted during each TTI. We compare 
the serial LT code protocol with the proposed parallel LT code protocol(Intra- 
flow NC at MAC layer) corresponding to the user data flow in Figure 6.2 where 
the number of the LT code combinations transmitted during each TTI is adjusted 
according to the current TBS. For both protocols, the LT decoding is performed 
every time the TB is correctly received. The LT packet combinations are gener­
ated continuously until the whole file is recovered at the destination, so that a 
positive acknowledgment can be sent to the source (i.e., to the eNB).

The serial protocol sends one LT combination in the TB embedded in one
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PRB. The parallel protocol employs multiple PRBs as well as the TB in each 
PRB can carry multiple LT combinations. The number of LT combinations for 
a given TBS is listed in the last column of Table 6.3. Furthermore, the parallel 
protocol implementation assumes that the LT decoding at the destination is fast 
enough to process the multiple received LT combinations during the same time 
as the serial protocol processes just one LT combination. This can be readily 
achieved in practice by employing the multiple independent LT decoders.

In our first experiment, we obtain the statistics of the number of packets 
transmissions needed before the file can be successfully decoded at the destination. 
We compare the transmissions with and without the AMC. We either use the 
AMC mechanisms with the MCSs from Table 6.3, or we fix the CQI, and thus, the 
modulation index. The number of the PRBs is either fixed, or variable. The CDF 
of the number of transmissions for a given maximum number of transmissions 
Amax is shown in Figure 6.7. We observe that, for given Nmax, the probability 
of the successful file decoding at the destination increases with the increasing 
number of the used PRBs (from 1 to 4, in this case); the more PRBs are used 
to deliver more LT combinations, the more Nmax can be reduced. For given 
-/Vmax, using the AMC at the fixed target TBLER of 0.1 with the fixed number 
of PRBs improves the probability of the successful decoding. However, provided 
that we use a channel-quality dependent number of PRBs and the AMC, the 
TBLER variability across the PRBs actually increases the required number of 
transmissions Nmax. However, if the MCS is fixed, the small CQI indexes result 
in the smallest number of transmissions. For example, CQI =  0 corresponds to 
the smallest number of transmissions compared to the index CQI =  13. This 
is due to the fact that the AMC maximizes the transmission throughput at the 
cost of allowing larger values of the TBLER. On the other hand, fixing the MCS 
reduces the TBLER fluctuations across the PRBs which results in more reliable 
delivery of the TBs. Consequently and importantly, these observations indicate 
that the transmission parameters and procedures of the LTE protocol stack must 
be optimized should the fountain codes be incorporated.
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In the next experiment, we compare the average energy consumption of the 
serial and parallel LT codes protocols. Recall that the serial protocol represents 
the LT code implementation at the application layer whereas the parallel protocol 
is the proposed LT code implementation at the MAC layer. We measure the RF 
energy consumption as well as the total energy consumption and the number of 
transmissions that are required for the successful file decoding at the destination. 
Since the results of the first experiment suggest that the fixed MCS can outper­
form the AMC, we investigate the transmission scheme where the MCS selection 
is restricted to some maximum CQI index / max and the number of PRBs used 
varies with the current channel conditions. If the calculated CQI at the receiver 
exceeds the chosen value of Imax, the calculated CQI value is substituted with 
the index / max- This mechanism restricts the variability of the TBLER across the 
PRBs, and thus, can reduce the transmission delays for the LT codes.

Figure 6.8 shows that the number of packet transmissions N  for the serial 
LT code protocol increases rapidly with the index Imax while the parallel LT 
code protocol exhibits a slight decrease in the number of transmissions N  with 
An ax- This is the case for both when the packet combination length is v = 1 
and v = 4 Bytes. Thus, for the serial LT code, the smallest possible index 
/max should be used corresponding to the fixed MCS in order to increase the 
packet transmission reliability and reduce the variability of the TBLERs. The 
reason behind the increase in number of transmission for serial case is the fact 
that higher MCS indexes increases the variability of the BLER. Also since serial 
code does not adapt the number of combinations with the channel conditions, 
increasing the MCS does not result in increase in the number of combinations 
transmitted by the scheme. For the case of v — 1, more combinations per a given 
packet size result in visibly more fluctuations of the number of transmissions 
as the MCS index increases. However, in the case of the parallel LT code, the 
increase in the instantaneous TBLER of the PRB is offset by the increased number 
of combinations that can be delivered to the LT decoder which then reduces 
the transmission delay. Also results are slightly different for different packet 
combination size but the trend is the same.

The total energy and the RF energy consumptions of the serial and parallel
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LT code implementations are compared in Figure 6.9. We observe that the RF 
energy consumption for the serial LT code is lower than that for the parallel LT 
code owing to the smaller number of the PRBs used. However, as the index / max 
increases, the reduced number of transmissions outweighs the increased number 
of PRBs used, and the energy consumption of the parallel LT code approaches 
the energy consumption of the serial LT code. The same behavior is observed 
when the overhead energy is considered. These results again emphasize that 
using the AMC as specified in the LTE standard is not optimum in terms of 
the transmission delay when the LT codes are employed for the data delivery. 
However, the use of the AMC does lead to the reduced energy consumption even 
with the LT codes. Here the absolute values of both the RF and operational 
energy consumption are a bit lower when packet combination size is 1 rather 
than 4 and while maintaining the parallel transmission trend of reduced number 
of transmissions and overall energy compared to serial transmission.
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Finally, Figure 6.10 shows the energy-delay trade-offs for the serial and par­
allel LT codes implementations. We observe that these trade-offs are distinctly 
different for the serial and the parallel LT codes. In particular, for the serial 
LT codes, if larger transmission delays can be tolerated, the energy consumption 
can be reduced. On the other hand, for the parallel LT codes, as the number 
of transmissions is allowed to increase by changing the number of the LT com­
binations per a TB until a maximum transmission delay is reached, the energy 
consumption increases steeply. Interestingly, after reaching the maximum delay, 
the energy consumption continues to increase while the delay is slightly reduced. 
The trade-offs are very similar for different packet combination sizes.
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6.5 Conclusions

In this chapter, the implementation aspects of the rateless code based on the LT 
codes in LTE were investigated. The rateless codes were incorporated into the 
LTE protocol stack at the MAC layer. The proposed implementation exploits 
availability of the several PRBs and can fully utilize the variable TBS to trans­
mit multiple LT combinations at each TTI and allows parallel transmissions of 
multiple LT codes combinations to be carried by each PRB. The serial LT code 
protocol corresponding to the application layer implementation and the parallel 
LT code protocol at the MAC layer were compared by computer simulations in 
terms of the required number of transmissions for the successful decoding at the 
destination and in terms of the energy consumption. It was found that the par­
allel LT code protocol always results in smaller transmission delays in delivering 
a data file to the destination than the serial LT code protocol provided that the 
AMC is employed. Furthermore, the energy consumption-delay trade-offs of the 
serial and the parallel LT code protocols were found to be distinctively different.

It was found that for a given maximum number of packet (re)transmissions, 
the probability of successful decoding at the UE increases with the use of a num­
ber of parallel PRBS. Restricting the AMC to a smaller sub-set of the lower CQI 
indexes results in smaller number of the required transmitted combinations to 
achieve the complete successful decoding at the destination(Probability of suc­
cessful decoding is 1). This has important consequences on the operation of AMC 
mechanism in LTE.

In summary, the parallel implementation of the LT code in the MAC layer 
outperforms the serial implementation of the LT code in terms of the transmission 
delay and the energy consumption provided that the AMC mechanism is modified. 
Hence, the AMC in the LTE-Advanced has to be optimized for the use with the 
LT codes in order to exploit a full potential of these rateless codes. Future work 
includes investigating the performance when relays are utilized within an intra­
flow NC transmission scenario.
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7

Conclusions

Despite the extensive research on NC protocols since their inception a decade 
ago, NC implementations in cellular mobile networks and their impact on other 
functionalities of the cellular system remain still largely unexplored. This thesis 
advocates alternative transmission protocols employing NC and shows that they 
can provide energy savings, throughput gains and resource utilization gains. We 
next summarize the benefits of the proposed NC schemes and the remaining 
challenges.

7.1 Practical Network Coding for LTE Networks

The proposed NC schemes present transmission protocols that exploit the in­
trinsic broadcast properties of the wireless medium while taking into considera­
tion LTE RAN limitations and constraints to save energy and improve network 
throughput, as follows.

• We have shown that XOR-NC protocols applied at the MAC-sublayer of 
LTE results in 19% througput gain and 16 — 25% energy savings depending 
on the traffic in the network. This is achieved with seamless integration 
with the other functionalities of the MAC layer.
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7.2 Energy C onsum ption-D elay Trade-offs of
Network Coding in LTE Networks

• The resource utilization savings of NC are quantified and shown to be the 
most important benefit of NC that enables energy savings. Resource savings 
of 0.5 — 3.25% is achieved increasing with the traffic load increase in the 
network.

• Further, it is shown that the NC schemes are scalable with respect to traffic 
loads and number of users, for 6 users per relay, 25% energy savings and 
13% resouce savings is achieved. Hence, they can readiy be incorporated in 
LTE systems with little modifications.

• The interaction between NC at the MAC-sublayer and resource allocation 
at the RLC layer is found to result in positive sustainable throughput and 
energy improvements. This positive interaction implies that performing NC 
on TBs is a promising approach for the inclusion of NC in LTE networks.

7.2 Energy Consum ption-Delay Trade-offs of 
Network Coding in LTE Networks

The proposed implementation of intra-flow NC into the MAC layer of LTE proto­
col stack results in smaller transmission delays and reduced energy consumption 
compared to the application layer implementation given that the AMC is op­
timized. The proposed implementation offers a different energy-delay trade-offs 
relationship as well as reduced transmission delay range. Hence, it is more benefi­
cial for delay limited data and applications such as online gaming and e-learning.

The following conclusions can be made:

• Intra-flow NC implemented at the MAC layer saves transmission time, hence 
energy and radio resources.

• MAC layer Intra-flow NC scheme provides a distinctive energy consumption- 
delay trade-off than the application layer intra-flow NC scheme. MAC layer 
intra-flow NC operates at much lower delay range and hence is useful for 
applications with strict delay requirements such as multimedia streaming 
and video conferencing.
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7.3 Future Work

• The AMC in the LTE-Advanced has to be optimized for the use with the 
intra-flow NC schemes in order to realize their gains.

• Future transmission protocols need to take into account the careful design 
of AMC functionality

• Adaptive protocol stack works and indicator show it would be a primary 
feature of the LTE-A networks.

We now look at the bigger picture and how NC schemes can compare with 
other energy efficiency techniques used in the literature and reviewed in this the­
sis. Dynamic spectrum management and cognitive radio techniques results in 50% 
RF energy savings, hetrogenous network deployments( i.e cellular architectures 
with relays, pico cells, femotcells,etc) can obtain up tp  60% RF energy savings 
compared to a network with mactoc-cells and the use of fixed relays reduce the 
RF transmit power by a factor of 5 [131]. Moreover, NC energy savings gains 
obtained in this thesis are useful especially as the NC can be integrated along 
with resource allocation, spectrum management and MAC layer trasnsmission 
techniques. We forsee that NC energy and throughput gains will add up constru- 
tively to the energy savings gains obtained by those mentioned techniques.

7.3 Future Work

The proposed NC schemes along with the detailed numerical analysis show the 
usefulness of NC in LTE networks and highlight areas on which the interaction 
between NC and MAC-layer functionalities need to be explored further. For ex­
ample, there is potential to achieve even higher throughput gains from our NC 
schemes if the rate adaptation and scheduling algorithms are taken into consid­
eration together with the coded and remaining flow concepts. However, there is 
a tradeoff between the broadcast rate adaptation and the packet reliability that 
appear useful to be further explored.
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7.3 Future Work

Building on implementation of NC using the HARQ retransmission units 
(TBs), the tradeoff between NC for end-to-end reliability and rate adaptation 
and possibly congestion control are areas of interest for future research.

With respect to maximization of the possible achievable energy savings from 
NC, the following research issues should be considered:

• The wireless backhauling between the base stations and the resulting mesh 
network topology can provide many opportunities for employing our NC 
schemes. More importantly, the gains due to such NC schemes are expected 
to be larger than the values presented in this thesis due to more balanced RF 
and operational powers among the base stations. For example, the reference 
[132] shows that the throughput gain of NC over a wireless backbone is 
higher than that in the wireless ad-hoc networks, since the network topology 
of the wireless backbone creates more bi-directional packet flows, and hence, 
it represents more NC opportunities.

• The design of scheduling schemes with NC in realistic LTE scenarios has 
not been considered previously. Furthermore, we can trade-off the NC gain 
and the multiuser diversity gain to achieve better energy savings for the 
RF power. We can mitigate the SNR loss in broadcasting the NC coded 
packets at the smallest SNR of the destination links by considering a joint 
design of NC and scheduling.

•  Investigation of Intra-flow NC schemes, their implementations and the po­
tential energy and throughput gains when relays are used is another useful 
research topic. There will be more coding opportunities at the relay and 
hence higher energy savings are expected. Consideration of how to select 
the packet combinations from the eNB and the UE for the NC operation 
at the relay. Also, the impact of this selection on the overall transmission 
delay and on the energy-delay trade-offs is worthwhile to investigate.
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