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Summary

This thesis presents the optimisation of the squeeze forming process, considering both 

the thermal and mechanical aspects. The Finite Element Method has been used to 

simulate the process and a Genetic Algorithm was used as an optimisation tool.

The thermal optimisation has been applied to the squeeze forming process to 

achieve near simultaneous solidification in the cast part. The positions of the coolant 

channels were considered as design variables in order to achieve such an objective. The 

formulation of the objective functions involved two points and also considered the whole 

domain. The validation aspects of the optimisation of the casting processes for 2D and 

axi-symmetric problems were presented. The influence of the interfacial heat transfer 

coefficient related to optimisation of the process was explored.

For the multi-objective optimisation problem, the objective was to achieve near 

simultaneous solidification in the cast part and also near uniform von Mises stress 

distribution in the die for the first and also tenth cycles. This is because it has been found 

that the process starts to reach cyclic stabilisation after the tenth cycle. The comparison



between the design obtained from the practical solution derived from the optimisation 

process and also the design which has been applied in industry was also discussed.

The Design Sensitivity Analysis and Design Element Concept have been applied 

to the squeeze forming process. For parameter sensitivity analysis, the Youngs Modulus 

was considered as a design variable. A few design element subdivisions have been 

employed to explore its application to the process. For shape sensitivities involving the 

coolant channels, the parameterisation was required in order to consider the coolant 

channel as an entity. The extent to which the tendency to move the coolant channel either 

in the X or Y-direction with respect to the particular von Mises stress constraint in the die 

was also discussed.
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Chapter 1

Introduction

1.1 Background

Design-simulate-evaluate-redesign is the standard procedure that is implemented in 

traditional optimisation that is carried out with the assistance of computational tools. It is 

executed until an acceptable design is achieved within the time scale that is available. 

This process is not only time consuming, it is also unlikely that a true optimum has been 

achieved. If this sequence can be fully automated, significant benefit will be derived. 

Numerical optimisation techniques were first explored in structural design in the early 

80’s [1]. During this period, a framework to undertake the process evolved and became 

established. It was, however, in the mid 90’s when researchers started exploiting this 

framework in casting process simulation [2] and recently it is being explored for other 

applications, such as injection moulding and extrusion [3,4,5].
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Optimisation studies have explored the application of a number of strategies. These 

include principally gradient methods and genetic algorithms. The former require the 

calculation of gradients that link design parameters with system response and combined 

with optimisation routines, they are used to find the best design according to a specified 

objective function and design variable constraints. Although they require gradient 

calculation, they are less computationally demanding, but are restricted in their search 

field. Genetic algorithms, also recognised as free-derivative methods, find the actual 

optimum based on a stochastic approach. They require more computational effort due to 

the use of a broader search field to find this solution.

The application of optimisation techniques to thermo-mechanical forming processes 

is particularly challenging due to the coupled and highly non-linear mechanisms that are 

present. However, optimisation of such processes is very desirable to facilitate high 

quality part manufacture and efficient process operation. For a prescribed part geometry, 

such optimisation will need to account for process setting changes as well as tooling 

design, i.e. shape. The current project will focus on the squeeze forming process, the 

characteristics of which will be summarised in a later section.

As mentioned previously, optimisation depends on establishing design sensitivity 

expressed in terms of derivatives. In previous studies on process simulation, these have 

been estimated via difference equations and analytical equations have been developed in 

structural analysis. These have been shown to be advantageous and give accurate values 

of design sensitivity. Their application in process simulation has received little attention 

to date.
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Some work in structural analysis has led to the concept of a Design Element. The 

design element represents a region of the structure and design sensitivity may be based on 

the design element, rather than the discretised element values that may be associated with 

the solution of the governing equations. Potentially this has advantages through reduction 

of computational effort in sensitivity calculation. It also offers the potential to undertake 

shape sensitivity analysis, for example a coolant channel may be treated as a design 

element and this may be positioned to achieve control over cooling behaviour. Again the 

application of this technique to simulation in highly nonlinear processes has received 

limited attention.

1.2 Automatic Shape Optimisation

One of the difficulties involved in shape optimisation is to robustly automate the 

remeshing procedures that are required as a consequence of any shape change. For many 

researchers working in the computational optimisation field this is one of the biggest 

challenges to be tackled due to the need for absolute reliability to generate high quality 

elements. This becomes particularly arduous for complex geometries that are typical of 

many cast parts. This is particularly relevant in the squeeze forming process, due to the 

process design need to move the coolant channels in the die to achieve the desired 

cooling behaviour. The optimisation procedure also relies on the successful integration of 

the remeshing procedure with the optimisation software and the Finite Element method 

that is used to solve the governing thermodynamic equations.
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1.3 Application of Multi-Objective Optimisation in Process 

Simulation

Multi-objective optimisation techniques in process simulation have achieved a growing 

interest in engineering, due to the prospect of obtaining an optimum process design 

concerning different conflicting requirements. In order to provide sound-engineering 

designs, often, conflicting objectives must be considered. This research will deal with the 

multi-objective optimisation of the squeeze forming process involving such conflicting 

requirements. For instance, in this work, the multi-objective optimal design problem can 

be formulated to determine the optimal solutions in order to obtain simultaneously the 

near simultaneous solidification in the cast component and near uniform von Mises stress 

in the die.

1.4 Casting and Squeeze Forming

The work in this thesis is concerned with simulating and optimising the 

thermomechanical process that take place in squeeze forming, so it is appropriate to 

summarise the process and contrast it with other casting processes. The casting process 

is one of the oldest manufacturing processes. It is believed that the process was used by 

the Egyptians to make gold jewelry some 5000 years ago. Even though the process has a 

long history, its application is still relevant and it is being used today in many industries 

such as aerospace and automotive sectors to produce complex shape components.
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There are a number o f casting processes available and among them are investment 

casting, gravity die casting, pressure die casting, sand casting and squeeze forming [6]. 

There are two main variants o f squeeze forming as shown in Figure 1.1. In direct squeeze 

forming, liquid metal is poured into a lower die, the upper die is then closed over it and 

high pressure is applied until the part is completely solidified. In indirect squeeze 

forming, molten metal is poured into the shot sleeve o f a squeeze forming machine. Then, 

it is injected into the die at relatively slow velocity. Molten metal in the die cavity is then 

solidified under the applied pressure.

t -  '

M ill

Ejector pins H i

C oolin g
channels

D ie  cavity

Gate
Biscuit

Shot sleeve  
docking area

Figure 1.1 Direct and Indirect Squeeze Forming ( The pictures were 
obtained from Azom.com website and reference [7] )

Direct squeeze forming is a combination o f casting and forging processes. It is 

currently being employed to produce safety-critical and high performance components 

such as steering, brake and suspension parts. This is due to the fact that the components 

produced from the squeeze forming process have several superior properties such as 

refined grain structure, improved mechanical strength and almost complete elimination of 

all shrinkage and gaseous porosity. These features are the outcome o f the prolonged high
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contact pressure and intimate contact between the molten alloy and the metal die surfaces

[8]. Figure 1.2 shows example components formed by the squeeze forming process.

Figure 1.2 Example components obtained by the Squeeze Forming (from
GKN)

The m ajor advantages claimed for the squeeze forming process over casting and 

forging can be listed as follows [9,10,11]:

(1) The ability to produce parts with complex profile and thin sections beyond the 

capability o f conventional casting and forging techniques.

(2) Substantial improvement in material yield because o f the elimination o f gating and 

feeding systems.
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(3) Significant reduction in pressure requirements, in comparison with conventional 

forging, while at the same time increasing the degree of complexity that can be obtained 

in the parts.

(4) The ability to use both cast and wrought compositions.

(5) Improvements in product quality with regard to surface finish, dimensional aiccuracy 

and mechanical properties.

(6) Almost complete elimination of shrinkage and/or gas porosity leading to the ability to 

heat treat the casting

(!) Potential for using cheaper, recycled material without the loss of properties that would 

occur with other processes.

(8) The potential for increased productivity in comparison with gravity die casting or low 

pressure die casting.

(9) It is suitable for the production of cast composite materials and reinforcement through 

the inclusion of fibres.

Despite its advantages, the squeeze forming process also has a few disadvantages. 

These disadvantages are as follows [9,10,11]:

(1) High capital costs, comparable with pressure die casting but lower than forging.

(2)Relatively low die life, in comparison with the die casting processes.

(3) Shape complexity limitation, in comparison with the die casting processes.

(4) The need for a very accurate metal metering system.
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(5) Longer cycle time in comparison with forging.

In the squeeze forming process, there are a number of process control parameters and 

these can be grouped under pressure cycle and cooling rate controls. For the latter, the 

die and coolant system design play a key role in achieving a defect free product. 

However, further complexity is introduced since these control groups interact. For 

example, it is evident from [12], that the pressure applied in the squeeze forming process 

has a direct effect on heat flux by influencing the heat transfer coefficient at the die-cast 

interface. This is due to the fact that any air gap evolution at the die-casting interface is 

controlled through pressure application. Similarly the position of cooling channels and 

the heat removal rates will have a significant impact on the temperature field within the 

die and hence the solidification of the squeeze formed part.

1.5 Thesis Scope and Layout

From the preceding it is evident that there is scope for exploring a number of issues 

concerning optimisation in thermomechanical forming processes that are complex due to 

their highly nonlinear nature. Strategically, the work will be concerned with developing 

and exploring the use of genetic algorithm based optimisation techniques. Analytical 

gradient expressions in sensitivity studies will also be demonstrated to express sensitivity 

with respect to material parameters. The project will also look at the use of a design 

element concept in process optimisation since it offers potential computational savings in 

parameter optimisation and is attractive since the dies used in thermomechanical forming 

processes are usually constructed from discrete building blocks and each block may be
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treated as a design element. Demonstration will be achieved through its application to 

the squeeze forming process.

The research contributions are summarised as follows:

• An automatic shape optimisation procedure has been proposed with respect to 

cooling system design by using a Genetic Algorithm approach in order to achieve 

desired thermodynamic control. The defined objective is to achieve near 

simultaneous solidification of the casting section and this implies identical 

cooling rates with consequent consistency of mechanical properties for uniform 

section castings. The influence of process parameters and operation on their 

positioning has also been explored.

• Through application of the Genetic Algorithm approach, multi-objective 

optimisation has been explored with the prospect of obtaining good 

thermodynamic control and acceptable stress levels within the tool set. Again, the 

influence of process parameters and operation on their positioning has also been 

explored.

• Design sensitivity analysis and the application of a design element concept have 

been explored. The Design Element Concept has been applied to the die domain 

since the design elements can be considered as a direct mapping of the blocks that 

make up a die. Exploration has focused on expressing sensitivity with respect to 

material property and coolant system design.

The work reported in this thesis is laid out in the following way. Chapter two will be 

focused on a literature review which generally covers the previous works on the squeeze
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forming process and also the recent works on modeling the squeeze forming process, 

design sensitivity analysis and design element concept, the key issues in shape 

optimisation problem and the latest works on the multi-objective optimisation. Chapter 

three will mainly cover thermal optimisation of the squeeze forming process using 

Genetic Algorithms. Chapter four will deal with the multi-objective optimisation of the 

squeeze forming process considering thermal and mechanical aspects. Finally, Chapter 

five will be concerned with design sensitivity analysis and the Design Element Concept 

for sequentially coupled thermo-mechanical problems. The application of Design 

Element Concept for parameter and shape sensitivities will be explored.
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Chapter 2

Literature Review

2.1 Introduction

A literature survey shows that although there have been many works carried out in the 

application of numerical optimisation techniques to manufacturing processes, limited 

applications have been explored for casting process optimisation and there are no 

reported works for the squeeze forming process. As mentioned in Chapter 1, numerous 

studies have highlighted the importance of exploring alternative techniques to solve the 

automatic shape optimisation problem. Usually, these require remeshing procedures and 

also there is a need to satisfy a number of objectives that often pose conflicting 

requirements. Finally, little attention has been given to the use of a Design Element
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Concept that may prove to be attractive in reducing the effort that is required in 

computing sensitivity information.

To illustrate, structural optimisation was the first area in which the application of the 

optimisation technique was implemented. Typically, in structural problem, the purpose of 

optimisation is to minimise for example, the weight of a structure or to maximise its 

stiffness. For example, Sienz and Hinton [1] described a reliable and robust tool for 

structural shape optimisation problem where the objective was minimisation of the 

volume of the connecting rod. This tool formed part of the integrated system ISO-P (2D) 

which stands for integrated structural optimisation package.

In order to review previous works related to this research, this chapter is divided into 

six sections. The first section is concerned with the previous works on the squeeze 

forming process, primarily focusing on the new findings related to the process. The 

second section is involved with the application of sensitivity analysis and Design Element 

Concept to the optimisation of manufacturing processes. It is observed that little attention 

has been given to the use of the Design Element Concept in this class of optimisation 

problem. The third section is devoted to reviewing works on the application of genetic 

algorithms in the optimisation of manufacturing processes. In the fourth section, attention 

is given to the previous research works involving application of numerical optimisation 

method for the casting processes and also thermodynamic control through coolant system 

design which has a direct impact on controlling the solidification behaviour in the 

component. Section five focuses on consideration of the associated remeshing 

requirements for shape optimisation. Lastly, the final section is related to reviewing the
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current works in multi-objective optimisation in engineering problems. In completing 

this review, it became clear that a large body of work could be included in each section. 

However, the author has attempted to restrict this to what are the most pertinent or typical 

studies.

2.2 Squeeze Forming Process Review

The Squeeze Forming Process is an attractive route to manufacture shaped high 

performance parts and it is receiving research attention as well as exploitation. This is 

evident from a number of research papers that have covered work on the process. These 

include processing aspects as well as metallographic issues. For the processing aspects, it 

is convenient to divide the section into three parts; the effect of pressure on the process, 

the initial conditions for molten metal and die temperatures, and, cooling rate control. 

The current work is concerned with processing rather than focusing on metallographic 

issues. Thus, the metallographic literature will not be surveyed in depth, it is merely cited 

to underpin the component structural performance improvements associated with this 

manufacturing route.

2.2.1 Pressure Influence

Pressure application is important since it is well established that it has a direct impact on 

the heat transfer that occurs between the cast part and the die. Thus pressure application 

level and the profile that is employed during the squeeze forming cycle provide a method 

for process control. There have been a number of works on pressure effects, principally 

in high pressure die casting studies and the works in [2,3] include some typical examples.
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Specific to squeeze casting, pressure application influences the material mechanical 

properties and these will be discussed initially.

Hong [4] examined a range of applied pressure from which sound castings can be 

obtained. In his study, the sound castings were defined as free from macrosegregation 

and shrinkage cavities. For the aluminium alloy Al-4.5wt Cu, having a freezing range 

from 502°C to 648°C he found that sound castings cannot be obtained when the pouring 

temperature is relatively high, typically 112°C to 162°C above the liquidus temperature. 

However, sound castings can be obtained with a relatively low temperature that is 

typically 32°C above the liquidus temperature. Also he found that success depended on 

pressure level for which he defined two levels, Psc and Pms where Psc and Pms indicate 

the critical applied pressure under which shrinkage cavities form and the applied pressure 

above which macrosegregation forms in the castings respectively. Acceptable castings 

were produced when the applied pressure was higher than Psc and lower than Pms- Based 

on this new finding, it is crucial that a relatively low pouring temperature is applied, 

about 5% above the liquidus temperature in order to obtain cast components which 

possess several good properties such as free from macrosegregation and shrinkage 

cavities.

Skolianos [5] investigated and found that by increasing the applied pressure, the 

ultimate tensile strength of the heat treatable alloy that was cast could also be increased. 

For the alloy concerned, above a certain pressure, it was observed that the increase 

appeared to be independent of the magnitude of the applied pressure as illustrated in the 

graph of Ultimate Tensile Strength vs Applied Pressure that levelled out as the applied 

pressure was increased. He also observed that the increase in pressure decreased both the
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volume fraction of porosity and the micropore size, as well as the size of the dendrites 

and the interdendritic areas.

Yue [6] discovered contrastingly that increasing the squeeze pressure increased the 

grain size of the casting when the pressure was applied when the temperature within the 

sample was above the liquidus temperature. Also a squeeze pressure of 50 MPa was 

found to be sufficient to produce pore-free AA7010 composition castings for a simple 

cylindrical shape. Again, it should be noted that he found that there is a certain applied 

pressure above which it has little effect on the improvement of the properties of the 

component. In a similar manner, Yong [7] found that the applied pressure in squeeze 

forming promoted rapid solidification and a refined cell structure. From metallographic 

examination, he found that the cell size reduced from 127 to 21 fim when the applied 

pressure was increased from 0.1 to 60 MPa. In common with [5], it was observed that 

increasing the applied pressure beyond 60 MPa provided little improvement in the tensile 

properties of the squeeze cast alloy. Other studies, Maeng [8] found that the mechanical 

properties such as hardness was also greatly improved as the applied pressures were 

increased. This was attributed to the increase in solubility of solute atoms (such as Si, Cu, 

Mg and Zn) and a decrease of inter-dendritic pores. However, it is likely that the increase 

in solubility of solute atoms is due to undercooling physics, the applied pressure has an 

effect only when the pressure is very high.

With regard to impact properties, Chen[9] discovered that increasing the squeeze 

pressure over the range from 30 to 100 MPa did not significantly affect the impact energy 

of the central and lower parts of the casting.. Also, he found that the presence of
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macrosegregation appeared to give rise to a decrease in impact energy in the as-cast 

condition. Finally, Cay [10] observed that the fatigue resistance of the squeeze cast alloys 

was superior to that of the gravity-cast alloys. He discovered from the microstructure 

examination that small and very tight morphologies had been obtained in squeeze 

forming with respect to gravity-casting technique.

The benefits highlighted in the preceding publications illustrate the reasons why 

pressure application in the squeeze forming process is important. It leads to superior part 

performance when compared with parts manufactured using other casting processes. In 

addition, pressure has a significant impact on interfacial heat transfer coefficient, but this 

will be discussed more fully in Chapter 3 when model build is presented.

2.2.2 Melt Temperature Influence

Increasing the melt temperature has two important effects. It influences the molten metal 

viscosity [11].This has a consequent effect on metal flow during the filling and 

displacement stages of the cycle, for example, a low temperature will lead to premature 

solidification and it will prevent the metal from being displaced within the die. Secondly, 

a high temperature will lead to an increase in heat content within the melt and hence 

imposes a higher cooling load and an increased cycle time. Thus melt temperature will 

have a direct influence on the final parts produced as studied in [12,13]. In [12], Lee 

examined the effects of melt flow and temperature on the macro and microstructure of a 

compressor scroll manufactured by direct squeeze forming. He found that the melt 

temperature greatly affected the flow and the final shape of the compressor scroll. The 

best melt filling patterns were obtained at 70°C below the liquidus temperature, 670°C.
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The reason that the part could continue filling was because the mushy condition of the 

B390 alloy persists over a wide temperature range and the temperature of the metal was 

maintained over the filling stage. Yang [13] explored the effect of casting temperature on 

the properties of gravity and squeeze cast aluminium and zinc alloys. It was found from 

his study that the casting temperature had an effect on the mechanical properties derived 

from both casting methods. For the squeeze forming of the aluminium alloy Al-13.5wt Si, 

the best temperature to use was either 86°C or 116°C above the liquidus temperature 

(574°C). Common to the observation in [9], the former gave better properties at the top 

section of the casting while the latter, gave better properties within the bottom section. 

However, for the squeeze forming of the zinc alloy, the best temperature was 77°C above 

the liquidus (383°C).

2.2.3 Cooling Rate Influence

The combined influence of pressure and fill temperature also has a direct impact on the 

cooling rate within the squeeze cast part. In fact, cooling rate control plays a dominant 

role in achieving good mechanical property in the cast components. In connection with 

squeeze forming, Hwu [14] discovered that high cooling rates improved the mechanical 

performance of the parts. In common with all rapid solidification technologies, it was 

found that the fast cooling rates reduced the grain size of the matrix which in turn raised 

the strength of the part. Kim [15] found that the micro-structures of billets cast at 

pressures of 25, 50 and 75 MPa, respectively were more refined and dense than those of 

non-pressurised casts, because of a greater cooling rate. Maleki [16] discovered that 

hardness of the samples (alloy LM13) steadily increases from 97 HB for the sample
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solidified under atmospheric pressure to about 110 HB at an external pressure of 171 

MPa and becomes constant at higher applied pressures. Ideally, the cooling rate within 

the cast component should be identical throughout since this will be reflected in 

uniformity of mechanical properties.

Recently, a few works have explored the modeling of the complex physical 

phenomena associated with the squeeze forming process [17,18] to examine the contact 

behaviour between the die and cast part. These works primarily focused on a three 

dimensional thermo-mechanical analysis of the tool set and component. The starting 

point for this analysis was a full die, there was no consideration of fluid flow or 

displacement of the molten metal. In the former, Postek et al. [17] predicted the air gap 

in the squeeze forming processes from which the air gap had a direct influence on the 

interfacial heat transfer coefficient at the die-cast interface. In this work, the mechanical 

problem was treated as elasto-viscoplastic with the assumption of small displacement. It 

was found that squeeze formed parts solidify faster when compared with the typical die 

cast part. This was concluded to be due to the small or closed gap between the die and 

part which directly affected the interfacial heat transfer coefficient. In [18], Postek et al. 

extended their work to include the thermo-mechanical analysis with the addition of large 

displacement theory in the mechanical model. They found that solidification including 

these non-linear effects reduced the solidification rate. They concluded that the 

geometrically non-linear effects should be included due to the fact that it has a significant 

effect on the solidification rate within the part.
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A general observation from these types of studies is that a higher applied pressure has 

a larger the impact on the component produced from the microscopic and macroscopic 

point of view and this is due to the fact that the applied pressure promotes rapid 

solidification, thus achieving a refined cell structure because of the combined effect from 

both aspects. However, typically, there is a ceiling pressure above which little effect can 

be observed on the properties of the component obtained. This review also highlights the 

direct effect that the melt temperature will have on the properties within different sections 

of simple shaped cast components. This effect will be more difficult to predict on real 

parts due to their geometric complexity, which is typical in industries such as aerospace 

and automotive sectors. From the above discussions, it is evident that the process 

parameters such as applied pressure and cooling rate controls and also melt temperature 

of cast parts play a dominant role in obtaining sound cast components in squeeze forming 

process. Again, it has also been shown that over the past 10 years, squeeze forming is 

one of the manufacturing processes which is being researched due to its potential to 

manufacture parts having superior mechanical properties.

2.3 Design Sensitivity Analysis and Design Element Concept 

Review
The coupling of optimisation techniques with process simulation is desirable and timely 

since computing power to undertake such analysis is becoming available and there is a 

growing industrial interest in this type of simulation. This is evident from the amount of 

research that has been carried out involving application of numerical optimisation in 

manufacturing processes such as extrusion, forging and metal forming processes.
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A sensitivity analysis is central to any optimisation process. During the last decade, 

there have been many works on the application of design sensitivity analysis in 

connection with structural and manufacturing processes including metal forming 

processes. The latter present significant challenge due to the fact that metal forming 

processes require complex analysis since the nonlinearities that are present have to be 

taken into account. This includes for example friction, contact evolution at the tool-part 

interface and also material deformation behaviour. Such complexity is amplified when 

considering the calculation of sensitivity analysis itself which plays a vital role in 

gradient-based optimisation especially to ensure the accuracy of the sensitivity gradients. 

It is evident from the literature review that gradients may be derived in two basic ways, 

either, and most commonly as finite difference type expressions or as analytical 

expressions where the latter represent a reduced computing demand. These will be 

discussed within this section.

The analytical sensitivity analysis of a linear structural system has been explored in 

[19,20]. In [19], the parameter and shape sensitivities of linear structural analysis were 

covered in detail with a few numerical examples provided as benchmarks based on a 

cantilever truss, beam, plate and fillet. For the latter, procedures for structural analytical 

design sensitivity analysis of deformable solids with the finite element program POLSAP 

were described. The effectiveness of an Adjoint Variable Method (AVM) and a Direct 

Differentiation Method (DDM) depending on the number of design variables and 

constraints was discussed.

In connection with forming processes, Antunez and Kleiber [21] studied the 

sensitivity analysis of metal forming involving frictional contact under steady state
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conditions. The interest in such a model arose from the analysis of rolling processes and a 

two dimensional approach to cutting problems, where the contact zone was determined. 

Although these are dynamic applications, the stable conditions that were assumed 

allowed analysis based on a stationary state to be carried out to describe the operation. In 

their work, the friction coefficient based on a Coulomb friction law was considered as a 

design variable. They explored the effect of changing the friction coefficient on the 

velocity at the boundary. They calculated sensitivities using the DDM. In this method, 

the derivative of the functional with respect to the design variables could be found by 

performing additional calculations, differentiating the equilibrium equation with respect 

to the design variables and solving for gradients for nodal velocity and pressure. In 

comparison it was found that this gave a close result with the one performed using a 

Central Finite Difference Method (CFDM). The CFDM calculates the sensitivities 

numerically, where the equation is solved twice before and after perturbation. Thus, it 

suffers from two drawbacks, involving the accuracy of the calculated sensitivities due to 

the choice of the magnitude of perturbation and also it takes longer time to calculate 

sensitivities because the Finite Element analysis has to be run twice at each iteration of 

the optimisation process. These will have a significant effect in the optimisation process 

especially when dealing with a highly nonlinear problem. In contrast, DDM has absolute 

accuracy because of the analytical differentiation. Besides, the calculated sensitivities 

using DDM are faster than Finite Difference Method (FDM) because the sensitivities 

derived from DDM are obtained by solving the finite element equation only once at each 

iteration of the optimisation process. Antunez [22] has also extended his sensitivity 

analysis work to metal forming process that include thermo-mechanical coupled analysis.
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Again, he used the DDM to perform the sensitivity gradients calculation. He considered 

the static yield stress and the heat transfer coefficient at the interface as the design 

variables and studied the sensitivity of temperature with respect to these design variables. 

In his work, all the results obtained by DDM were checked and compared with the FDM 

in which he found that the results showed close agreement.

Kim and Huh [23] applied design sensitivity analysis to the sheet metal forming 

processes. A design sensitivity analysis scheme was proposed for an elasto-plastic finite 

element analysis with explicit time integration using the DDM to perform the sensitivity 

calculation. The DDM was used to deal with the large deformation. The elasto-plastic 

constitutive relation included planar anisotropy, shell elements with reduced integration 

and an advanced scheme to model the contact between the sheet and the dies. The result 

obtained using the DDM was compared with the result obtained from FDM in the 

drawing of a cylindrical cup and a ‘U-shaped’ bend. The results showed closed 

agreement, thus demonstrating the accuracy of the calculated analytical DDM.

Smith et al. demonstrated the application of sensitivity analysis to the optimal design 

of polymer extrusion [24,25]. For the former, the work focused on sensitivity analysis for 

nonlinear steady-state systems. In this work, the sensitivities were derived using both the 

DDM and the AVM. The AVM method calculates the design sensitivities by finding the 

adjoint vector first and then substitutes the vector into the equation of the functional 

sensitivity with respect to the design variable. On the other hand, the DDM solves 

directly the response derivative with respect to the design variable and substitutes the 

derivative into the equation of the functional sensitivity with respect to the design 

variable. A detailed description on the effectiveness of the AVM and the DDM for
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specific problems was discussed in [20], depending on the number of design variables 

and applied constraints. It can briefly be summarised as follows; if the number of design 

variables are less than number of constraints, the DDM is preferred. On the other hand, if 

a number of applied constraints are less than number of design variables, the AVM is 

preferred. Again, the AVM and the DDM are the two variants of the analytical method, 

they have distinctive advantages compared to the FDM as described previously. In this 

work it was found that the two sensitivity analysis methods yielded identical expressions. 

The design variables were die thickness and prescribed inlet pressure. These were 

optimised to minimise pressure drop and to generate an uniform velocity across the die 

exit. It was summarised that sensitivities derived from the FDM for this nonlinear 

problem were both inaccurate and inefficient.

The Design Element is a concept where the sensitivities are calculated based on 

predefined zones, possibly identified by a die designer. These sensitivities are used by 

supplying them to the optimisation routines to achieve the optimal solution. It is 

potentially useful in a way that since a die is constructed from a number of steel blocks, 

this allows some pre-selection of the zones of steel blocks based on the zones defined for 

the Design Elements in a die. The Design Element Concept was clearly defined in 1989 

where the key nodes of the design elements can be treated as design variables for shape 

optimisation problems. Arora [26] defined two levels of discretisation, the first level 

corresponded to the finite element model for analysis, and the second level corresponded 

to the design element model for optimisation. He applied the Design Element Concept to 

the fillet shape design problem, where his objective was to minimise the volume of the 

piece and he successfully achieved a reduction of 8.5% from the initial volume.
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However, little attention has been given to the use of the Design Element Concept in 

optimisation. The Design Element was first applied to the optimisation of plate and shell 

structures [27]. Botkin [27] used this scheme to define the domain of a plate with two 

holes under tensile load. In his work, he introduced the concept of a plate or shell shape 

design element. He used the Design Elements to change the plate shape by adjusting the 

boundaries of the element. This work featured the use of four design elements to capture 

the fillet plate, there have been fewer studies that use a number of design elements to map 

a part geometry.

Based on the previous works using the Design Element Concept, no attention has 

been given to the parameter Design Element Concept, especially on the decision of how 

the Design Elements may be mapped on to the domain under consideration. Further, the 

shape design element concept has not been applied in casting process simulations and 

thus this new application will be discussed in a subsequent chapter.

2.4 Genetic Algorithms and Optimisation

There are a number of optimisation techniques which can be used to assist with the 

design of complex engineering products, but based on the previous work that has been 

carried out, it can be concluded that there are two optimisation techniques which have 

been dominant when coupled with numerical simulation. The previous work also 

suggested that excellent results have been derived from the two techniques, namely 

analytical gradient-based optimisation and genetic algorithms.

This section is devoted to reviewing the application of genetic algorithms and 

evolutionary algorithms to optimisation in manufacturing processes. Genetic algorithms
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are completely different from gradient based techniques. They have the potential to 

perform a wider search and are more likely to identify a global optimum as opposed to a 

local optimum that may be a characteristic of gradient based schemes. Details 

concerning genetic algorithms (GAs) are set out in [28], from which the key points are:

A) It can be said that most GA methods have at least the following elements in common: 

populations of chromosomes, selection according to fitness, crossover to produce new 

offspring and random mutation of new offspring.

B) The chromosomes (or set of design variables) in a GA population typically take the 

form of bit strings.

For instance, Castro et al. [29] explored the shape and process parameters 

optimisation in the metal forging process. They used Genetic Algorithms as an 

optimisation tool to search for the optimal solution. The chosen design variables were 

work-piece preform shape and work-piece temperature. The objective function was to 

reduce the difference between the realised and the prescribed final forged shape. The 

above works used Finite Element Simulation in the modeling of the forging process. 

Antonio et. al [30] used genetic algorithms and applied the technique to the optimal 

design of non-isothermal metal forming processes. Again, the goal was to determine the 

shape of the first-stage forming tool and the initial work-piece temperature which 

minimised the gap between the final forged shape and the desired one. Schenk and 

Hillmann [31 ] studied the optimisation of the automotive sheet metal forming processes 

using an evolutionary automatic design (EAD) tool. The EAD is an integrated computer- 

based systematic approach where the main components of the system are:

26



A) An automatic parametric tool design generated from the CAD surface data of the 

sheet metal part.

B) The evolutionary strategy as the optimisation algorithm.

C) The integrated objective function evaluation by applying the implicit finite- 

element sheet metal forming simulation software package AutoForm-Incremental 

[32], where a single simulation may take anywhere from a few minutes to several 

hours of computation on a single processor.

It was pointed out in this work that the automatic parametric die surface generation 

using the integrated evolutionary algorithm and a specialised objective function were a 

major contribution to the automatic optimisation of the sheet metal forming processes. It 

was concluded that from the results obtained, the Evolutionary Automated Design was 

more efficient than the conventional CAD die surface generation structural design 

approach.

This has led to the following key findings:

1) GAs suffer from a long computational time to find the optimal solution. However, 

this can be compensated for by the implementation of parallel computing to speed up 

the evaluation of the fitness function.

2) GAs are more straight forward to implement where only the definitions of the 

objective functions and constraints are required in the optimisation process, as 

opposed to gradient-based optimisation, where the sensitivities of the objective 

function and constraints must be calculated and supplied to the optimisation routines.

3) GAs have a broader search field due to the mechanisms that are used to drive to 

optimal solution such as mutation and crossover operators. On the other hand, the
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search area of gradient based optimisation is more restricted due to its dependency on 

the gradients or derivatives to search for the optimal solution.

2.5 Numerical Optimisation Method for Casting Processes

Thermodynamic control of permanent mould phase change processes may be achieved by 

the placement of cooling channels within the manufacturing die set. This is applicable 

for example, in injection moulding tools. Only a few researchers have explored the 

application of optimisation to locate the position of coolant channels within a die as 

discussed in [33,34,35]. For instance, Tang et al. [33] presented a methodology for 

optimal design of cooling systems for a multi-cavity injection mold tooling. In this work, 

the design variables were cooling channel size, locations and coolant flow rate. Powell’s 

conjugate direction with the penalty function optimal method was used to solve the 

constraint optimal design problem. The objective function was defined to achieve the 

uniformity in temperature distribution in the parts produced where it is interesting to note 

that they optimised for the cyclically stable temperature solution. It was found that the 

optimised diameter of the cooling channels was less than their initial guess, thus the 

coolant flow rate became larger and as a result the cooling rate was increased. This is 

because the heat transfer coefficient is proportional to the coolant flow rate and inversely 

proportional to the diameter of the cooling channel. It was also pointed out that the choice 

of coolant channel placement has been primarily dependent on the designer’s past 

experience, thus as part geometry becomes more complicated, an experience-based 

approach becomes less feasible. This work restricted the movement of coolant channels 

along predefined paths.
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Lin (34) investigated the optimum cooling system design of a free-form injection 

mold using an abductive network which was used to create the equation of the parting- 

line and the cooling line. He then applied a Simulated Annealing (SA) optimisation 

algorithm to the abductive network for obtaining the cooling system parameters based on 

an objective function to secure the minimum warpage in the component parts. Since there 

were three design variables involved in this work, two of the design variables were fixed 

in order to find the optimum solution for the remaining design variables. The other design 

variables were then treated in a similar manner. Subsequently, he applied the same 

optimisation technique with the same design variables to a die-casting die with a free­

form surface [35]. In this work, he successfully optimised the process by achieving 

minimum deformation in a casting-die. It is also interesting to note again that the coolant 

channels were moved with respect to a defined path, the so-called cooling line.

Many works have focused on the application of gradient-based optimisation methods 

to metal forming processes, to the author’s knowledge, little attention has been given to 

the application of analytical gradient-based optimisation to the casting process [36,37]. 

Work has been done by Tortorelli et. al [36] who coupled the sensitivity analysis with 

nonlinear programming to optimise the design of a sand casting. In this work, they 

showed how to eliminate porosity in the casting, by controlling a positive vertical 

temperature gradient from the centre of the casting to the centre of the riser. This was 

achieved by changing the shape of the riser neck. They also compared the calculated 

analytical sensitivities using the DDM with the FDM and the results showed excellent 

correlation between the sensitivities, thus, proving that the sensitivities computed using 

the efficient the DDM were correct. In another study, Ebrahimi et al. [37] applied
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sensitivity analysis to the optimisation of the investment casting design. In this study, a 

significant reduction of material was achieved by decreasing the riser volume by 

approximately 40% and at the same time maintaining directional solidification. They 

used the DDM to perform the calculation of design sensitivity gradients in their 

optimisation procedure.

Lewis et al. [38] explored the thermal optimisation of the gravity die-casting 

processes. In their studies, the optimisation based on thermal control and shape was 

presented where they successfully eliminated the mushy zones from inside the cast parts. 

Furthermore, the accuracy of modeling was compared with the examination from 

experiment where it could be seen that the porous regions were present in the cast part for 

both cases, thus highlighting the accuracy of the results obtained from simulation. Later, 

Lewis et al. [39] extended their work on thermal optimisation of the sand casting 

processes. In this work, they successfully optimised the process through a few numerical 

examples for 2-D and axi-symmetric sand casting processes where the mushy zones were 

located in the feeders. In this work, the positions of chills were optimised to remove the 

mushy zone from inside the cast part. In another work, Lewis and Ransing [40] 

implemented the optimal design of casting process through interfacial heat transfer 

coefficients control. A thermal stress model from which the thermo-mechanical analysis 

of the solidification process was computed to predict an air gap width was used. This 

allowed an estimate of the interfacial heat transfer coefficients. The result showed that the 

desired freezing time contours were achieved where the hot spot was successfully 

eliminated from inside the cast part. However, under some circumstances this can lead to
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interface heat transfer coefficients that can not be achieved practically and so this 

approach has limitations.

Tai and Lin [41] presented a runner-optimisation design study of a die-casting die. In 

this work, again they used an abductive network to model a die casting process 

(Temperature and residual stresses). The results obtained from the network modeling 

were compared with the results from experiment and the results were in close agreement, 

all within 5% . A year later, Tai and Lin [42] explored the optimal position for the 

injection gate of a die-casting die using the same optimisation program for casting 

process. They claimed that by doing so, a significant reduction in the wastage on the cost 

due to trials of the die could be achieved. The deformation in the cast part was modeled 

using the abductive network. The comparisons of percentage error between the abductive 

network and FEM, and abductive network and experiment were within 6% and 15% 

respectively.

Santos et al. [43] applied the artificial intelligence technique to the continuous casting 

of steel. In this work, the process parameters were shell thickness at the mould exit, 

surface temperature at the mould exit, maximum reheating between sprays zones, 

minimum surface temperature, point of final solidification and surface temperature at the 

straightening point. The objective of the optimisation was to achieve maximum 

production rate and the result showed a rise of 10% on the production scale. Syrcos [44] 

analysed various significant process parameters of the die casting method of AlSigCun 

aluminium alloy. However, the alloy composition appears to be inappropriate and it is 

more likely to be AlSi9Cu3 , most likely attributable to a typographical error in reporting 

the work. The objective was to achieve the optimum density within the casting. The
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process parameters were piston velocity, metal temperature, filling time and hydraulic 

pressure. The effects of the selected process parameters on the casting density and the 

subsequent optimal settings of the parameters were accomplished using Taguchi’s 

method. The results indicated that the selected parameters significantly affected the 

density of the aluminium alloy castings with the highest impact achieved by hydraulic 

pressure, 48%. The predicted range of optimum casting density was in between 

2.749g/cm3 and 2.7525 g/cm3.

Based on the above discussions, it is clear that numerical optimisation techniques 

have not yet been explored for the squeeze forming process. This will be addressed in the 

following chapters.

2.6 Shape Optimisation Problem

Shape optimisation has become an important technique in the numerical optimisation 

process due to its capability to change the geometry of the structure domain to obtain an 

optimal solution. Besides, shape optimisation is a nonlinear process due to the fact that 

the solution depends implicitly on the coordinates of the structure’s geometry. Typically, 

for large distortion, remeshing is required at each stage of the optimisation iteration. Thus 

a fully automatic remeshing procedure is necessary to ensure the smooth search for the 

optimal solution in the given domain without affecting the accuracy of the numerical 

solution.

The work on shape optimisation using an automatic remeshing procedure was 

explored by Botkin [45] where he demonstrated the technique of three-dimensional shape 

optimisation using fully automatic mesh generation. He selected a suspension steering
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knuckle. In this work, he discovered that mesh generation contributed a relatively small 

part of the overall cost of automated design where only 17.5% was spent in mesh 

generation. Tang et al. [33] implemented successfully the automatic remeshing 

procedure for shape optimisation in the injection molding process with respect to the 

positions of the coolant channels, thus, demonstrating the effectiveness of the 

conventional numerical grid generation to obtain good and accurate optimal solution.

Several researchers have adopted several strategies to avoid using automatic 

remeshing in shape optimisation. There are two numerical strategies to eliminate the need 

for an automatic remeshing procedure; by employing mesh-free and fixed-grid methods 

[46,47]. For example, for the former, Bobaru and Rachakonda [46] formulated a general 

framework based on a meshfree solution of the non-linear heat transfer equations coupled 

with a gradient-based optimisation to determine the optimal shape and configuration or 

spacing between fins in a cooling fin array under natural convection conditions. They 

employed the Element-Free Galerkin (EFG) method as the analysis method for solving 

the heat equations for every iteration of the shape optimisation setup. By doing so, the 

remeshing procedure could be avoided. In fact, they claimed that for a typical shape 

optimisation problem, remeshing is needed every time a large shape change is attempted. 

A detailed description of the EFG method can be found in [48]. In brief, a meshless 

method relies on solution at points within domain, where no element connectivity is 

needed [49]. Thus, without the mesh, it relaxes mesh generation constraints. This method 

has been demonstrated to be quite successful in elasticity, heat conduction and fatigue 

crack growth modeling [50]. However, the achievement of a solution generally requires a 

longer calculation duration when compared with finite element analysis. Jang et [47]
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developed a new remesh-free shape optimisation method based on the adaptive wavelet- 

Galerkin analysis. In this work, in order to avoid the remeshing process, they embedded 

the original analysis design domain inside a simple fictitious domain. A detailed 

description of the fixed-grid finite element method is set out in [51].

For the two methods discussed above, the fixed-grid finite element method by [47] is 

much easier to implement for shape optimisation than the meshfree method [46]. This is 

compensated by the fact that when employing the fixed-grid method, the objective 

function or the constraints may loose differentiability in the situation as discussed in [52] 

and convergence of gradient-based optimisers can be compromised [46].

Shape optimisation using the Boundary Element Method (BEM) for the numerical 

analysis coupled with an optimisation techniques has also been addressed. This is due to 

the fact that mesh generation using the BEM is far easier than the Finite Element Method 

(FEM). For example, Parvizian and Fenner [53] studied structural shape optimisation by 

using the BEM. The aim of the work was to find the boundary shape of a structural 

component under certain loading, to have minimum weight. This work took advantage of 

simple mesh generation using the BEM which can be used to tackle problems involving 

geometrically complicated mechanical components. Kita and Tanie [54] investigated the 

shape optimisation of the continuum structures. Genetic Algorithms were coupled with 

the BEM to find the optimal solution. In this work, it was highlighted that the Genetic 

Algorithms can deal with the multi-objective problems easily. It was also argued that 

computational accuracy using the BEM is better than the FEM due to the fact that mesh 

distortion does not occur, since the BEM can solve the problem by boundary 

discretisation alone.
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Based on the above discussions, there are a few alternative techniques that can be 

used to assist with the shape optimisation problem. However, it is worth mentioning that 

the BEM does not cope with problem involving material nonlinearities well and the more 

recent methods do not always reaching convergence state. Thus, this highlights the 

robustness of FE and although it requires remeshing robustness, it will still be used in this 

work.

2.7 Multi-Objective Optimisation

Recently, many researchers have begun embarking on multi-objective optimisation. This 

has been driven by the need to facilitate design subject to constraints, some of which will 

be conflicting. For example, Katayama et. al [55] applied multi-objective optimisation 

techniques to press forming, where they attempted to eliminate defects such as body 

wrinkle and fracture simultaneously. In this work, the Sweeping Simplex Technique was 

used to drive to an optimal solution. Madeira et. al [56] developed a computational model 

for multi-objective topology optimisation for linear elastic structures where Genetic 

Algorithms were used as the optimisation tool. Also, a more recent numerical technique, 

the so-called ‘ants colony ’ algorithm was applied to the multi-objective optimisation of 

surface grinding where production cost and production rate were considered in the 

conflicting requirements [57]. Spallino et.al [58] investigated the multi-objective discrete 

optimisation of laminated structures using evolution strategies where vertical 

displacement, rotation and first natural frequency of a cantilever laminated plate were 

considered in the formulation of the objective function. Again, genetic algorithms were 

used in [59], for simultaneous optimisation of composite structure considering
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mechanical performance and manufacturing cost from the early stage of design of 

composite laminated plates.

It is apparent that the application of multi-optimisation techniques has not yet been 

applied widely in casting simulation in general and specifically to the squeeze forming 

process. It is the intention of this research to cover such analysis and to demonstrate the 

applicability of multi-objective optimisation in the squeeze forming process.

2.8 Closure

Based on the above literature survey, no work has been done to achieve optimal 

thermodynamic control of solidification behaviour in the squeeze forming process. Also, 

the current trend in optimisation of engineering problems highlights the importance of the 

multi-objective optimisation where different conflicting requirements may be considered 

to achieve better design. Also application of the Design Element Concept has not yet 

been explored widely in forming processes.

Thus, in order to obtain high performance parts, optimum thermodynamic control 

design in the squeeze forming process will be explored through the positions of coolant 

channels. This will be attempted using Genetic Algorithms optimisation. Also, the work 

will include multi-objective optimisation of the squeeze forming process due to the 

prospects that it will bring to achieve optimal solutions with respect to different 

conflicting requirements. Lastly, the possible reduction in computing demand by using 

Design Element Concept will be investigated, incorporating analytical design element 

sensitivity gradients. Emphasise will be given to the application of the Design Element 

Concept to a die, since it is constructed from a number of Steel blocks.
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Due to the complex physical phenomena of the squeeze forming process in which 

thermal and mechanical response are coupled, the possibility of multiobjective 

optimisation will be explored, accounting for nonlinearities in the thermal analysis, but 

being restricted to linear mechanical analysis at this time. In this work, the sequentially 

coupled thermo-mechanical analysis is employed where the temperature distribution in 

the die is directly supplied to the mechanical module for the structural evaluation.
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Chapter 3

Genetic Algorithms

3.1 Introduction

There are several kinds of optimisation algorithms that are readily available to be used by 

computational researchers to integrate with numerical schemes as discussed in Chapter 

two. Among the two popular optimisation techniques are Deterministic and Non- 

Deterministic approaches. The novel aspects of the Deterministic Approach or Gradient 

Based optimisation will be covered in Chapter five including the Design Element 

Concept.

In this chapter, the Non-Deterministic optimisation approach will be explored in 

conjunction with process simulation. Genetic Algorithms (GA) utilise a stochastic 

approach to find the optimum value of the objective function. Derived from the principles 

that are applicable to genetics, it has been developed based on a ‘survival of the fittest’ 

model whereby only the fittest or best chromosomes will survive to reach the final stage
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of the optimisation process. GA works with a population of individuals that represent 

candidate solutions to a problem. Its general working principle is that the information 

from previous iterations is used to generate the next approximate best solution based on 

the application of genetic operators. The algorithm evaluates, selects and recombines 

members of the population to form succeeding populations.

3.2 Characteristics of Genetic Algorithm based Optimisation

The distinctive characteristics of GA based optimisation are as follows,

1) Genetic Algorithms employ binary coding of design variables and as such are a direct 

resemblance of the evolution process of living beings.

2) The continuity of the objective function and its derivatives are not required in finding 

the optimal solution. Only the definition of the objective function is needed. It acts as an 

environment to find the best solution from the possible design parameters.

3) The initial point in the search direction is generated randomly from a wide range of 

possible designs.

4) Due to the breadth of the search field, it is computationally most demanding, often 

requiring a long solution time.

Basically, Genetic Algorithm operators involve manipulation of simple binary 

operations. There are four main types of operators in Genetic Algorithms that act as 

manipulators for such binary operations [Appendix I] :

Mutation

Crossover
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Cloning

Selection

A detailed description of these operators is available in many references related to 

Genetic Algorithms [1,2,3,4], However, a few terminologies need to be defined before 

proceeding to the next section. In genetic algorithms, a design variable is known as a 

gene and a sequence of all design variables is called a chromosome. A set of 

chromosomes is termed a population and the objective function is called a fitness 

function.

According to [3], there are a number of Genetic Algorithm architectures, but these 

can be grouped as serial and parallel. In this research, serial Genetic Algorithms are 

implemented in the optimisation process. This has been chosen because the finite 

element analyses in this work are not expensive. It is also the simplest way to use a GA. 

However, for FE problems such as highly nonlinear structures involving parameter and 

geometrical nonlinearities, the parallel genetic algorithms are required in order to 

expedite the calculation process by speeding up the evaluation of fitness function for each 

population by evaluating them concurrently.

The architecture of the serial algorithm is shown in Figure 3.1. In serial genetic 

algorithms involving structure and shape, coupled with finite element analysis, the 

optimisation process is started by the random creation of the population from a wide 

range of possible designs. A first trial design is then meshed and a finite element analysis 

executed. Then, a new chromosome is obtained from the GA program to define a 

variation in geometry and remeshing is performed to facilitate further finite element 

analysis. The finite element analysis is executed to evaluate the defined fitness function
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for each chromosome. After that, the genetic algorithm generates the subsequent 

population based on the operators and selection mechanisms.

c*
LU

fc<z

I
<z

to
<z NO

stop condition

YES

START

STOP

starting population creation

evaluation of fitness function 
for each chromosome

generation of the next population 
(genetic operators and selection)

Figure 3.1

Serial Genetic Algorithms flowchart [The flowchart was 
obtained from [3]]

In this research, the genetic algorithms program GENOCOP has been used [1], 

GENOCOP represents GEnetic algorithm for Numerical Optimisation for Constrained 

Problems. It is a system that has been developed for convex search spaces (where it has a 

surface or boundary that curves or bulges outward) and is appropriate for this work due to 

the search space being large. Also it is not expected to be perfectly smooth and unimodal 

because of the nonlinearities o f the partial differential equation and there are many

48



possibilities that the design variables will be on the same positions with the same contour 

of temperature distribution.

3.3 Modelling of Transient Nonlinear Heat Conduction.

There are a number of commercial casting codes available to simulate the casting 

process. These include advanced features that are directly relevant to the casting process 

and popular examples include MAGMAsoft and Procast [5,6]. However, these codes do 

not allow integration with the GA algorithm program, thus, source code having limited, 

but sufficient capability was developed and Finite Element Simulations were undertaken 

as discussed below.

It is appropriate at this point to summarise the basis of the finite element analysis that 

will be coupled with the GA optimisation approach. Simulation of all forming processes 

is particularly demanding since they are inherently complex and non linear. The cooling 

and solidification cycle in the casting process can be described by the transient energy 

equation which in the absence of convection may be written [7],

V- [ k( T) VT]  + Q = pc(T )T  (3.i)

where k is the conductivity, T is the unknown temperature field, Q is the heat generation,

p  is the density, c is the specific heat and T is the derivative of temperature with respect 

to time.

In equation 3.1, the conductivity and heat capacity are temperature dependent.

49



Boundary conditions are required in time and space, thus initial, Dirichlet and 

Neumann boundary conditions for this system are described as follows [8] :

Initial boundary condition 

T (r,6,z,0) = T0 (r, 0,z) in Q

where r, 6 and z  are the coordinates axis, To is the prescribed temperature distribution in 

Q and Q is the domain.

Dirichlet boundary Condition 

T=T(r,0,z,t) o n r t

where r, 6 and z are the coordinates axis, t is the time and T j  is the boundary curve 

where the essential boundary condition is applied.

Neumann boundary condition

, d T
Q — on Tq

on

where q is the heat outflow in the direction n normal to the boundary Tq, A: is the

conductivity, —  is the partial derivative of temperature in normal direction and Tq is 
dn

the boundary curve where natural boundary condition is applied.

In the case of phase transformation, the enthalpy method was applied, [7]. The essence 

of the application of the enthalpy method is the involvement of a new variable, enthalpy, 

denoted by H, such that, p  c =dH/dT, equation 3.1 is transformed to the following form

r) H
V . [ * ( D V  T \ +  Q = — T  (3.2)

o T

The definition of the enthalpy for a metal alloy is given as follows [7]
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H ( T ) =  ]pc , (T)dT + pL + \ p c f (T)dT + j pc , (T ) dT  (T >T,) (3.3)

H(T)= ]pcs(T)dT + j ^ p ^ J  + pC/( r) dT (Ts <T >T,) (3.4)

H(T)= \pcs(T)dT (T in's) (3.5)

where subscripts I and s refer to liquid and solid respectively, p  is the density (constant), 

L is the latent heat. Cf is the specific heat in the freezing region and Tr is a reference 

temperature lower that Ts , generally 25°C.

Enthalpy may be computed in a number of ways, however, due to its improved 

accuracy in tracking the phase change inside the metal alloy, the following averaging 

formula [5] was used for the estimation of the enthalpy variable.

f  d H  . 2  , d H  
) + (

p  c  =
(

d x d y

d T  2 / d T  , 2
■ )  +  ( t — )(

d x d y
(3.6)

By employing the weighted residual method and the standard Galerkin technique [8], 

Equation 3.2 is transformed to yield the following linear system of equations [7],

C(T){T} + K(T){T} = F (3.7)

where K  and C are the conductivity and heat capacity matrices. F  is the thermal loading 

vector. For an axi-symmetric framework, C, K  and F  are defined as follows,
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C(T) = X  \p cN 'N ‘dQ (3.8)

(3.9)

r he e  r qe

dQ  = 2 Ttrdrdz

(3.10)

(3.11)

dT = 2xr(dr2 +dz2)'n (3.12)

For the conductivity matrix, the first term is due to the diffusive part whereas the 

second is due to convection, either to the surroundings or to the coolant channels.

A finite difference approximation was used for the temporal discretisation [7].

and a Crank Nicolson scheme [7] where ot=0.5 was used for the time marching scheme. 

Crank Nicolson scheme was chosen due to its balance between accuracy and stability as 

opposed to other schemes such as Forward Euler and Backward Euler schemes.

3.3.1 Interfacial Heat Transfer between Two Parts in Contact

Modeling of the heat transfer phenomenon between the die and casting plays an 

important role in obtaining accurate simulation of the cooling behaviour in a casting 

component. This is particularly relevant for the squeeze forming process in which 

control of thermal response through application of a pressure cycle is critical to process

t% - + <*K„+a ](T„+1) = [%- - (1 - a ) K n+a ](T„) + (.F„+a ) 
At At

(3.13)
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success. Interfacial heat transfer may be handled in a number of ways within a numerical 

scheme, for example in a finite element formulation thin elements may be introduced at 

this interface, where they act as a layer between casting and die. It is also possible to use 

a coincident node approach that represents an interfacial element of zero thickness. In 

this work, the heat transfer at the die-casting interface is modeled using a convection heat 

transfer type mechanism [9]. This has been done to deal with the situation where nodes in 

the die and casting are not constrained to be coincident, hence simplifying the finite 

element meshing and remeshing requirements.

It is necessary that the heat transfer mechanism at the interface is explained in depth 

as it is directly relevant to the works in the subsequent chapters. Its detailed 

implementation will be explained in the following section.

One of the attractive features in implementing this model is that there is no need to 

introduce additional elements. The interface surfaces interact naturally with each other. In 

two dimensions, any two parts in contact with each other, for example a casting and its 

die, are separated by an interface boundary line. This is illustrated in Figure 3.2.

The interface boundary can be divided into a number of segments and these segments 

can capture different interface conditions. Common to all segments is that one part of the 

interface represents the casting surface and the other is the die. During analysis, 

strategically each boundary segment in the die, the corresponding boundary segment in 

the casting acts as a reference condition and vice versa. In detail, at the interface 

boundary, the reference temperature in the die is obtained by taking the averaged closest 

two nodal temperatures at the casting interface. This approximates the die reference

53



temperature at the interface. The same implementation is applied for the reference 

temperature in the casting by considering the averaged closest two nodal temperatures at 

the die interface.

Casting

Die-Casting Convective boundary condition at
Interface Die-Casting interface____________

Casting

Figure 3.2 

Schematic o f interface model

Shape optimisation involves changes to geometry and consequent remeshing during 

the optimisation process. The success o f an automatic remeshing procedure in the shape 

optimisation process is largely dependent on the selection o f the mesh generator. In this 

research, the public domain Triangle 2D mesh generator has been used due to its 

robustness, efficiency and good quality meshes together with convenient integration with 

the GA and finite element analysis scheme [10]. However, in this work, FE mesh 

sensitivity studies have not been performed.
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3.4 Validation

The Finite Element source code that was written by Manzari [9] to simulate the sand 

casting process was used as a starting point. This required modification to analyse the 

combined thermal and stress behaviour of the squeeze forming process and integrating 

this with the mesh generator and GA. The first stage will be concerned with validating 

the scheme as far as possible.

Although it is easy to validate the finite element analysis code itself, it is difficult to 

validate the overall scheme due to the sparsity of documented case studies with which to 

perform validation. Lewis et al. [9,11] used gradient-based optimisation to optimise the 

casting processes, where the case studies available at that time were principally obtained 

from researchers in the USA [12]. In the following works, firstly, the validation will be 

performed based on studies associated with traditional casting processes and this will be 

followed by exploring its application in the squeeze forming process.

To validate the application of the genetic algorithm optimisation approach, two 

casting optimisation studies have been undertaken. These have been derived from work 

on gradient based optimisation strategies where both focus on the sand casting process. 

These have been chosen since in each case, shape and process parameter settings are 

explored, thus providing opportunity to validate these features using the current genetic 

algorithm approach.

The main purpose of the work in [9] was to achieve directional solidification through 

sizing of the feeder system. The current work will achieve directional solidification 

through positioning of the cooling system. The case studies will infer validation of the 

scheme by successfully eliminating the hot spot from inside the casting to the feeder.
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3.4.1 Axi-Symmetric Casting Process Example

In this section, the thermal optimisation of an axisymmetric casting is undertaken. It is 

based on the sand casting study [9], but it is presented as a gravity die-casting as shown 

in Figure 3.3. It represents an axisymmetric part casting within a steel die that 

incorporates a number of coolant channels as a method of heat removal. The aim of this 

case study is to achieve directional solidification in the casting and this will be 

successfully achieved by eliminating the hot spot from inside the casting to the feeder.

In this work, an Aluminium alloy (LM25) was used and the initial temperature of the 

casting metal was 730°C. The die was a carbon steel and this has an initial temperature of 

300°C. These values are typical and have been drawn from industrial practice as reported 

for example in [13,14]. The heat transfer conditions in the coolant system corresponds to 

a heat transfer coefficient and reference temperature of 1000W/m2K and 20°C 

respectively [Appendix II] with water used as coolant liquid and heat is removed from the 

external surfaces in accordance with a heat transfer coefficient to 25W/m2K and an 

ambient temperature of 25°C representing free convection [9,15]. This is quite a high 

value, where a typical heat transfer coefficient value for natural convection to the 

surrounding is around lOW/m K. However, in this work, this value was employed since 

it is likely that some airflow around the die occurs. Besides, heat is extracted dominantly 

through the coolant channels. The constant conductivity values of 186.3W/mK and 

50W/mK and densities of 2790kg/m3 and 7850kg/m3 [16,17] were assumed for the 

casting and steel die, respectively. The temperature dependent enthalpy curves for casting 

and die are itemised in Tables 3.1 and 3.2. Very good contact was assumed at the die and 

casting interfaces, hence an interfacial coefficient of 5000W/m K was applied [15,16].
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Four coolant channels were used having a fixed geometry; only their position may be 

varied. Their initial locations are shown in Figure 3.3 to show the exact dimension o f the 

coolant channels. However, for genetic algorithm-based optimisation, the initial positions 

o f the design variables are selected randomly by the GA program from a large possible 

number o f design solutions.

Temperature (°C) Enthalpy (J/kg°K)
0 0

550 0.60x106
615 1.07 x106
800 1.27 x106

Temperature (°C) Enthalpy (J/kg°K)
0 0

200 0.08 x106
400 0.19 x106
800 0.54 x106

Table 3.1 Table 3.2

Temperature dependent enthalpy curve for 
metal. ( The tabulated results were obtained 

from [18] )

Temperature dependent enthalpy curve for 
die. ( The tabulated results were obtained from 

[19])

Figure 3.3 

Location o f Points A and B 
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3.4.1.1 Objective Functions

In this work, there are a number of objective functions that may be defined to optimise 

the system through the coolant system position. However, because the purpose of this 

section is to validate the thermal optimisation component, the functions for Case studies 1 

and 2 have been chosen to be identical to those used in [9]. To achieve directional 

solidification, the objective function may be defined as minimising the following;

Case study 1 

F(x) = T(A)-T(B)+200 (3.14)

where points A and B are located in the casting and feeder respectively as shown in 

Figure 3.3. This has been chosen to ensure directional solidification from the centre of the 

casting to the centre of the feeder. The objective function for Case study 2 was selected 

from [9], which is given as minimising the following, where instead of 200, the 

coefficient value is 30. This was chosen to see the difference in the results obtained from 

almost similar characteristics of the objective function for Case study 1, where the only 

difference is the coefficient values.

Case study 2 

F(x) = T(A)-T(B)+30 (3.15)

For Case study 3, the objective function may be defined as minimising,

Case study 3

F(x)  = - J -  J [ ( r „ - T m f + ( T m]n- T aJ 2f 2dQ (3.16)
Qc
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where Qc is the casting domain. Tmax and Tmin are the maximum and minimum 

temperatures in the casting. Tave is the average temperature in the casting, where it is 

calculated by summing up the average temperatures of the elements in the casting (7c) 

and dividing this by the total number of elements as shown by the equation below,

NC

± T C
T = - ^ ----- (3.17)

NC

The first two objective functions have been developed to maintain a positive 

temperature gradient from the centre of the feeder to the centre of the casting during the 

solidification process. The constant terms (200 and 30) in equations 3.14 and 3.15 

influence the temperature gradient that are set up within the casting. The Case study 3 

(equation 3.16) implies a near simultaneous solidification through the entire casting 

section. This is in addition to the validation work and it is interesting to explore it since 

the achievement of near simultaneous solidification through a casting will also be 

beneficial since for a casting of near uniform section it also implies near identical cooling 

rates with consequent consistency of mechanical properties. Furthermore, if cooling rate 

can be controlled, this is particularly relevant to premium squeeze formed parts.

3.4.1.2 Design Variables and Constraints

Design variable constraints for the coolant channel position can be represented as follows 

and this assures that the coolant channels are located within the die space. The additional 

constraint of preventing coolant channels overlapping the part has not been included at 

this time.

Xj = X-coordinates of coolant channel i (i= 1,2,... ,4)
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y(j+4) = Y-coordinates of coolant channel j (j=l,2,...,4)

Only inequality constraints are applied to the coolant channel position design. These 

constraints are of the form

Xk " Xmin >  0

Xmax-Xk > 0  (k=l,2,...,8)

3.4.1.3 Numerical Example of Axi-Symmetric Casting Process

Figure 3.4 shows the datum case in which no coolant channels are included. This shows 

the location of the final mushy zone in the casting which signifies the position of the last 

point to solidify and this contour is closely identical to that described in [9] for the sand 

casting process, only the duration is different due to the different thermophysical 

properties of the sand mould. This confirms the correct functioning of the thermal 

analysis. Figure 3.5 shows the corresponding result obtained in [9] for sand casting 

process, where the mushy zone remains in the casting. Figure 3.6 shows the location of 

the mushy zone inside the feeder and the final position of coolant channels for Case study

1. Figure 3.7 shows the location of the mushy zone inside the feeder after optimisation 

for the results obtained in [9]. Figure 3.8 shows the location of the mushy zone inside the 

feeder and final position of the coolant channels for Case study 2 and Figure 3.9 shows 

the location of the mushy zone inside the casting and final position of the coolant 

channels for Case study 3.

From Case study 1, it may be observed that the number of coolant channels was 

reduced to three from four to achieved directional solidification. From Case studies 1 and

2, it may also be observed that the same optimal solution or location of the mushy zone
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was achieved through coolant channel positions that are located within the same die zone. 

Thus the different objective functions lead to similar cooling system designs and this is 

expected since the formulation of the objective functions for both case studies has almost 

similar characteristics, the only difference is the coefficient values. This implies that the 

obtained solutions in terms of mushy zone location are not sensitive to the choice of the 

defined objective function for Case studies 1 and 2.

Figures 3.10 and 3.11 show the location of the mushy zone inside the feeder and the 

final position of coolant channels for the proposed practical solution for Case studies 1 

and 2. Figure 3.12 shows the location of the mushy zone inside the casting and final 

position of the coolant channels for the proposed practical solution for Case study 3. 

Clearly the ‘practical solutions’ reflect the results from the ‘pure GA’ optimisation 

solutions.

From Case study 3, the mushy zone remains inside the casting. This is because the 

formulation of the objective function was aimed at achieving near simultaneous 

solidification. However, the coolant channels were positioned to follow the contour of the 

casting.

For the three case studies, the duration was about the same, requiring about 12.? to 

solidify under the configuration that was achieved for the final optimal solutions as 

shown in Figures 3.6, 3.8 and 3.9. Also, the objective function evaluations for the three 

case studies had a very small difference in terms of the calculation time.

The calculation itself was run entirely within memory and required 490 minutes on a 

Pentium 4 processor running at 2.80 GHz and 1.0GB of RAM. The solutions were 

achieved in 70 generations.
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Feeder Neck

Casting

Figure 3.4 Figure 3.5

Location o f the mushy zone using the die Location o f the mushy zone in the casting
without coolant channels before optimisation for sand casting process.

[The picture was obtained from [9] ]

Sand
mould

Figure 3.6 Figure 3.7

Location o f the mushy zone in the feeder Location o f the mushy zone in the feeder 
using the die with coolant channels for Case after optimisation for sand casting process.

study 1 [The picture was obtained from [9] ]

Mushy Zone

Coolant
Channels

0 U  ■

Casting

Feeder Neck
Mushy 018 
Zone
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Mushy
Zone

Coolant
Channels

Figure 3,8

Location o f the mushy zone in the feeder 
using the die with coolant channels for 

Case study 2

feed er  neck

Figure 3.10

Location o f the mushy zone in the feeder 
using the die with coolant channels for 

practical solution based on Case study 1

Feeder
Neck0 18

0  16
Die

0  14

0 12

M ushy 
Zone '

C oo lan t
C hanne ls

0  06

C asting
0 02
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X

Figure 3.9

Location o f the mushy zone in the casting 
using the die with coolant channels for 

Case study 3

feed er  neck

Figure 3.11

Location o f the mushy zone in the feeder 
using the die with coolant channels for 

practical solution based on Case study 2
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Feeder neck

Coolant channels

X

Figure 3.12

Location o f the mushy zone in the feeder 
using the die with coolant channels for 

practical solution based on Case study 3

3.4.2 2D Casting Process Example

The thermal optimisation o f a second 2D non-axisymmetric gravity die-casting is 

presented and the case study is shown in Figure 3.13. It represents a 2D part casting 

within a steel die that incorporates coolant channels as a method o f heat removal. The 

aim o f this case study is similar to the first, which is to achieve directional solidification 

in the casting and this will be successful if it eliminates the mushy zone from inside the 

casting. This is slightly different from the work done in [9] for gravity sand in which steel 

blocks form chills to provide local thermodynamic control. However the work in [9] will 

be used for qualitative validation reflected in similarity o f  solidification contour as a 

consequence o f  such thermodynamic control.
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In this case, the initial temperature of the casting was 730°C and the casting material 

was aluminium LM25 whereas the die is a carbon steel having an initial temperature of 

250°C [13,20]. The heat transfer conditions in the coolant system corresponds to a heat 

transfer coefficient and reference temperature of lOOOW/m K and 20°C respectively 

[Appendix II] with water used as a coolant liquid and heat is removed from the external 

surfaces (excluding the exterior surface at the bottom of the die) in accordance with a 

heat transfer coefficient of 25W/m K and an ambient temperature of 25°C [9,15].

3.4.2.1 Objective Functions

In a first analysis and to achieve directional solidification, the objective function defined 

in equation 3.14 for Case study 1 above was used where points A  and B are located in the 

casting and feeder respectively as shown in Figure 3.13.

In a second analysis, the objective function is similar to the objective function defined 

for Case study 3 above in equation 3.16.

This is similar to the first validation, however it tests the capability to optimise planar 

as opposed to axisymmetric shapes. It also explores more directly the possibility of 

achieving thermodynamic control through cooling system position.

3.4.2.2 Design Variables and Constraints

Design variables for the coolant channels position and constraints are similar to the ones 

described in the previous section.
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Figure 3.13

Location o f Points A and B for 2D 
casting process problem

3.4.2.3 Numerical Example of 2D Casting Process

Figure 3.14 shows the location o f the mushy zone in the casting which signifies the 

position o f the last point to solidify. This was obtained by using a die without coolant 

channels. Figure 3.15 shows the location o f the mushy zone inside the feeder and final 

positions o f the coolant channels for the first analysis run, corresponding to the objective 

function designated Case study 1. Figure 3.16 shows the location o f the mushy zone, 

which was eliminated from inside the casting for the results obtained in [9]. From the two 

figures, the similarity o f the positions o f chills and the positions o f the coolant channels 

can be observed. Figure 3.17 shows the location o f the mushy zone and the final position 

o f coolant channels for Case study 3.
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For Case studies 1 and 3, the duration to achieve solidification was at t= IO85 to reach 

the final optimal solutions as shown in Figures 3.15 and 3.17. Also, the objective function 

evaluations for the case studies had a very small difference in terms o f the calculation 

time.

Mumy

Figure 3.14 Figure 3.15

Location o f the mushy zone (green) Location o f the mushy zone (green) using
using the die without coolant channels the die with coolant channels for Case

study 1
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Figure 3.16

The mushy zone was eliminated from 
inside the casting for the result obtained 

from [9].

Figure 3.17

Location o f the mushy zone (green) using 
the die with coolant channels for Case 

study 3

From the validation aspect, it can be seen that the agreement between the pattern of 

the coolant system design and the position of chills obtained in [9] is closely similar. 

This confirms that the design solution is good and this also applies to the design solution 

for Case study 3, where the coolant channels are positioned to nearly follow the geometry 

o f the casting. However, the solution obtained for simultaneous solidification for the 

objective function designated Case study 3 may not be so good since the smaller 

gradients also lead to internal freeze o ff as opposed to final freeze o ff in the filling

system.
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3.5 Simulating Solidification in the Squeeze Forming Process

Squeeze forming is being applied to produce complex shape components and has 

significant benefits over other forming processes as discussed in Chapter two. Also there 

are a number of parts that exhibit rotational symmetry which are commonly being 

manufactured in the industry, thus, the axisymmetric model of the squeeze forming 

process will be used in the following case studies.

The aim of this section is to explore techniques to automatically optimise the squeeze 

forming process from a thermodynamic view point through appropriate positioning the 

coolant channels in the die and to explore the influence of process parameters and 

operation on their positioning. This will include for instance the effect of pressurisation 

within the cycle and the impact of a cyclic analysis that captures ‘process warm up’.

There are a number of process parameters that may be explored to optimise the 

squeeze forming process. For a prescribed part shape these include overall die 

dimensions and the cooling system size and position. The current work focuses on the 

latter and will investigate a method whereby coolant channel position may be optimised, 

subject to a prescribed heat transfer coefficient that is determined by the flow regime 

within the coolant channels.

3.5.1 Objective Functions

The axisymmetric squeeze formed part is shown in Figure 3.18 and represents a wheel 

component. Based on industrial information [21], the initial temperature of the casting 

was 700°C. The casting material is Aluminium LM25 whereas the die is a steel H I3. 

This has an initial temperature of 200°C, the heat transfer conditions in the coolant
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system corresponds to a heat transfer coefficient and reference temperature of 

lOOOW/m K and 100°C respectively [Appendix II]. The latter is appropriate for oil as a 

coolant, often supplied at a preset temperature in the cooling system. Heat is removed 

from the external surfaces in accordance with a heat transfer coefficient to 25W/m K and 

an ambient temperature of 25°C [9,15]. The constant conductivity values of 186.3W/mK 

and 25W/mK and densities of 2790kg/m3 and 7800kg/m3 were assumed for the casting 

and steel H I3 die [16,22], respectively. The temperature dependent enthalpy curves for 

casting and steel H13 die are itemised in Tables 3.3 and 3.4. In this example, a number 

of coolant channels were given a priori. Six coolant channels were used having a fixed 

geometry; only their position may be varied. These are shown in Figure 3.18. Very good 

contact is assumed at the die and casting interfaces, hence an interfacial coefficient of 

5000W/m2K [15,16] was applied.

Temperature (°C) Enthalpy (J/kgK)
0 0

550 0.60x106
615 1.07 x106
800 1.27 x106

Temperature (°C) Enthalpy (J/kgK)
0 0

200 1.424x105
400 2.488 x105
800 5.696 x105

Table 3.3 Table 3.4

Temperature dependent enthalpy curve for Temperature dependent enthalpy curve for steel 
casting. ( The tabulated results were obtained H I3 die. ( The tabulated results were obtained 

from [18]) from [18])

There are a number of objective functions that may be defined to optimise coolant 

system position. To attempt to achieve near simultaneous solidification of the casting, the 

objective functions may be defined as minimising the temperature differences at strategic
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points within the casting. A number of points may be chosen for this, however for the 

purpose of illustration, two case studies are defined below.

Case study 4

F(x)=(Ta-Tb)2 (3.18)

Case study 5

F(x)=(TrTD)2 (3.19)

The locations of points A, B, C and D are shown in Figure 3.18 and these are defined 

in order to try to achieve near simultaneous solidification in the casting by defining only 

two positions in the casting component as control points. Following on from the need to 

achieve near simultaneous solidification, the objective function defined for Case study 3, 

equation 3.16 may also be considered. As explained above, this attempts to achieve 

uniform solidification in a global rather than local (two point) sense.

Casting processes stabilise as the cycle is repeated and the die achieves a stable 

thermal history. Optimisation studies that include both single and cyclic simulations will 

be investigated. First, the non-cyclic optimisation of the squeeze forming process will be 

explored and this will be followed by optimisation that includes a cyclic analysis in order 

to show how coolant system design responds as the die temperature stabilises. 

Comparison will be done for cycles 1, 5 and 10. At each cycle, the temperature 

distribution in the die from the previous cycle was used for the thermal analysis for the 

next cycle. The initial temperature distribution in the casting for every cycle was held 

constant at 700°C. In the last section of this chapter, the impact of interfacial heat transfer 

coefficient changes during the cycle will be performed in order to approximate pressure
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effects and how this may affect the coolant system position. This was calculated for a 

planar 2D model for the same section geometry as the wheel component. The same 

initial and boundary conditions as the axisymmetric problem were applied.

3.5.2 Design Variables and Constraints

Figure 3.19 shows the numbering of coolant channels. Design variables for the coolant 

channels position and constraints are similar as described in the previous section.
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0.12m
Point A

0 15

0.055m

Point C

o o 1 0.2
Meter

Meter

0 4

0 35

0 3

0 25

0.2

0 15

0 1

0 05

0
0.30 01 0 2 0 4

Meter

Figure 3.18 Figure 3.19

Location of points A, B, C and D and also the Coolant channels numbering 
dimension of the casting

3.5.3 Non Cyclic Optimisation

The thermal optimisation of an axisymmetric squeeze formed part is presented. Figure 

3.20 shows the transient thermal solution in the die (left) and casting (right) at t=50s for 

the initial positions of coolant channels. This is chosen because at 50s all the casting will
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be solid. Figures 3.21 and 3.22 show the transient thermal solutions in the die (left) and 

casting (right) at ?=50s and optimal positions of coolant channels for Case studies 4 and 

5. The minimum objective function values obtained for both case studies were 0.01 °C 

and 0.329°C respectively, where the obtained objective function values almost reached 

the global optimum which is at 0°C. Figures 3.23 and 3.24 show the iso-solidification 

contour in the casting for Case studies 4 and 5, where the casting solidified faster for 

Case study 5 when compared to Case study 4 and this is because one of the coolant 

channels was positioned very near to the casting. Figure 3.25 shows how the objective 

function decays as successive generations are processed, achieving a near zero value for 

the function.

Figure 3.26 shows the transient thermal solutions at t=50s and optimal positions of 

coolant channels for Case study 3. It can be seen from previous case studies that the 

control provided by the 2 point difference function does not achieve near simultaneous 

solidification. Even though, one of the case studies nearly achieved the objective, the 

high temperature distribution was not fully concentrated surrounding the casting. This 

can be seen for the results obtained for Case study 5, where the temperature distribution 

in the casting was not uniform, especially in the right region where one of the coolant 

channels was positioned near the part. For the results obtained for Case study 4, the 

temperature distribution in the casting was more uniform than the results obtained for 

Case study 5. However, the result obtained for Case study 3 was the best. Thus to 

achieve near simultaneous solidification in the casting, there is a need to use the objective 

function which reflects the whole domain, rather than focusing between the two points in 

the casting.
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Figure 3.20

Temperature distribution in the die and 
casting at /=50s for the initial position o f 

coolant channels
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Figure 3.21

Temperature distribution in the die and 
casting at /=50s and the optimum position 

o f coolant channels for Case study 4
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Figure 3.22

Temperature distribution in the die and casting 
at t=50s and optimum position o f coolant 

channels for Case study 5
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Figure 3.23 Figure 3.24

Iso-solidification contour in the casting for Iso-solidification contour in the casting for 
Case study 4 Case study 5
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Figure 3.25

The graph o f the objective function vs generation 
for 70 generations for Case study 5

Figure 3.26

Temperature distribution in the die and casting at 
/=50s and the optimum position of coolant 
channels for Case study 3 for the first cycle
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3.5.4 Cyclic Analysis

It is also acknowledged that a die undergoes a cyclic thermal process during the normal 

stable casting cycle. Practically, there is also a thermal startup. In this instance a 

uniform temperature in the die starts the analysis, then the die temperature is updated to 

achieve a stable value. This occurs at typically at 10-20 cycles and the temperature at a 

point in the die during a simulation conducted over 20 cycles is shown in Figures 3.27 

and 3.28. The duration for each cycle was assumed to be 505 determined principally by 

the complete solidification of the part [23]. Figure 3.27 shows the location of a point E in 

the die which will be used to show the stabilisation process. Figure 3.28 shows the 

temperature history at point E for the thermal cyclic process up to the twentieth cycle. It 

was observed that the temperature increased rapidly at the initial cyclic stage and 

progressively developed towards the steady state after about the tenth stage. This is quite 

similar to the work done in [24] that focuses on the gravity die casting process. In this 

work, the steady state temperature in the part was reached after the sixth cycle whereas 

Davey and Hinduja [25] found that the stabilisation of pressure die-casting process 

occurred after only 3 cycles. At GKN, they expect typically 10 cycles to achieve some 

stabilisation. A few other points near the casting were tested and these yielded the same 

result pattern, suggesting that a stable thermal excursion within the die is achieved at 

typically 10 cycles. However, in this work, the cyclic analysis excluded the open time 

and the effect of spraying a release agent onto the die. The latter has only a small effect 

on temperature local to the die surface and is generally minimal due to the large thermal 

mass of die. An optimal design based on a uniform die starting temperature may not be
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optimal where a cyclic analysis is used where the die temperature becomes non-uniform 

and this will be discussed below.

Figures 3.29 and 3.30 show the transient thermal solutions in the die and casting at 

/=50s for Case study 3 for the fifth and tenth cycles. To facilitate comparison and to 

illustrate how coolant position design changes when die cyclic stabilisation occurs, for 

the Case study 3, Figures 3.31 and 3.32 show the transient thermal solutions in the die 

and casting respectively at t=50s for the first and tenth cycles. Figures 3.33 and 3.34 

show the transient thermal solutions in the die and casting respectively at t=50s for the 

fifth and tenth cycles. It can be seen that the trend o f coolant system position tends to 

converge on position after about 10 cycles.
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The location of point E The temperature history at point E from cycle
1 to 20
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Figure 3.29

Temperature distribution in the die and 
casting at t=50s and the optimum position 

o f coolant channels for Case study 3 for the 
fifth cycle

Figure 3.30

Temperature distribution in the die and 
casting at t=50s and the optimum position 

o f coolant channels for Case study 3 for the 
tenth cycle
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Figure 3.31

Temperature distribution in the die at /=50s for the 
optimum positions o f coolant channels for Case study 3 

for the first cycle (left) and tenth cycle (right)
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Figure 3.32

Temperature distribution in the casting at t=50s for the 
optimum positions o f coolant channels for Case study 3 

for the first cycle (left) and tenth cycle (right)
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Figure 3.33

Temperature distribution in the die at 7=505 for the 
optimum positions o f coolant channels for Case study 3 

for the fifth cycle (left) and tenth cycle (right)
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Figure 3.34

Temperature distribution in the casting at 7=505 for the 
optimum positions o f coolant channels for Case study 3 

for the fifth cycle (left) and tenth cycle (right)
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From the three cases, it can be seen that the coolant channels were positioned away 

from the casting in a way that they control the temperature enclosing the casting as 

opposed to the initial design where the coolant channels were positioned near the casting. 

It can also be seen from the three case studies, the design based on a non cyclic analysis 

gives a very different result from a design based on a cyclic analysis. Also, the cyclic 

calculation yields higher temperature at the same time and that in order to achieve an 

ejection temperature, the cooling duration needs to be longer.

Figure 3.35 shows the temperature distribution in the die and casting for the proposed 

practical solution for Case study 3 for the tenth cycle, where the three coolant channels at 

the top section o f the die were combined together to become a single coolant channel. 

Clearly the ‘practical solution’ reflects the result from the ‘pure G A ’ optimisation 

solution.
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Figure 3.35

Temperature distribution in the die and casting at t=50s 
for the practical solution based on the Case study 3 for the

tenth cycle
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3.5.5 Pressure Relaxation Effects

As explained in [26], as the metal solidifies, develops structure and shrinks, it is likely 

that the pressure between the casting and die wall will fall away. Calculation of this 

history will require a simulation of structural evolution and this is beyond the scope of 

the current study since even one cycle will require a long calculation time. However its 

effect may be evaluated by changing the level of interfacial heat transfer coefficient 

during the cycle and observing its effect on the solidification response. Determining the 

precise time at which to perform this relaxation is difficult, but its effect may be observed 

through choosing a time at which this could occur. In this instance, relaxation was 

applied at 305 for a simulation duration of 505. This was chosen since the whole domain 

of the casting can be seen to be below the solidus temperature.

The heat transfer coefficient is changed during the cycle, effectively representing a 

relaxation in pressure. This relaxation was modeled by assuming the heat transfer 

coefficient reduced to 500W/m2K from the initial level of 5000 W/m2K. This was based 

on experimental work that is discussed fully in [15]. Figure 3.36, 3.38, 3.40, 3.42 and 

3.44 show the temperature distributions in the die at t=50s for first, second, third, fourth 

and fifth cycles respectively for cases without relaxation (left) and with relaxation (right) 

after optimisation of the positions of the coolant channels. Figure 3.37, 3.39, 3.41, 3.43 

and 3.45 show the corresponding temperature distributions in the casting.
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Figure 3.36

Temperature distributions in the die at t=50s for the first 
cycle for without relaxation (left) and with relaxation

(right)
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Figure 3.37

Temperature distributions in the casting at t=50s for the first cycle 
for without relaxation (left) and with relaxation (right)
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Figure 3.38
Temperature distributions in the die at t=50s for the 
second cycle for without relaxation (left) and with 

relaxation (right)
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Figure 3.39

Temperature distribution in the casting at t=50s for the 
second cycle for without relaxation (left) and with 

relaxation (right)
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Figure 3.40

Temperature distribution in the die at r=505 for the third 
cycle for without relaxation (left) and with relaxation

(right)
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Figure 3.41

Temperature distribution in the casting at 7=505 for the third 
cycle for without relaxation (left) and with relaxation (right)
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Figure 3.42

Temperature distribution in the die at /=50s for the fourth 
cycle for without relaxation (left) and with relaxation

(right)
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Figure 3.43

Temperature distribution in the casting at t=50s for the fourth 
cycle for without relaxation (left) and with relaxation (right)
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Figure 3.44

Temperature distribution in the die at t=50s for the fifth 
cycle for without relaxation (left) and with relaxation

(right)
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Figure 3.45

Temperature distribution in the casting at t=50s for the fifth 
cycle for without relaxation (left) and with relaxation (right)



From the above figures, it can be seen that the effect of the changes of interfacial heat 

transfer coefficient has a very significant influence on the temperature distribution in the 

die and casting. Die temperatures are generally lower since heat is not extracted from the 

casting and conversely the casting is at a higher, and fortuitously more uniform 

temperature. This highlights the need for pressure control within the cycle. However the 

timing of this pressure control cycle has not been explored further at this time, but will be 

proposed as further work that needs to be carried out in any subsequent study.

3.6 Comparison of the Coolant Channel System Design

In this section, the comparison of the coolant channel system design between the results 

obtained from the optimisation software and the coolant channel design which is 

implemented in the industry (GKN Squeezeform) is discussed. For the design 

implemented in the industry, the die consists of a number of blocks, as opposed to only a 

one piece die. Besides, the initial temperature distribution in the casting is not uniform 

and can be obtained from a mould filling analysis. Moreover, the shape of the part and 

coolant channels and also a number of the coolant channels employed are slightly 

different. However, to facilitate the comparison, this section is devoted to discuss the 

configuration of the coolant channels system design in general and to contrast solution 

derived from an optimisation study with that based on practical experience.

Figure 3.46 shows the thermal analysis in the casting and die, where (a) shows the 

temperature distribution after filling and (b) shows the temperature distribution after 16 .̂
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Coolant Channels

(a) (b)
Figure 3.46

Thermal analysis after filling the die; Temperature distribution after filling (a) and 
temperature distribution after 16s (b). (From GKN)

From Figure 3.46, the non-uniformity o f temperature distribution can be observed 

especially in the middle section o f casting. In contrast, the results obtained from the 

practical solution as shown by Figure 3.35 demonstrated more uniform temperature 

distributions in the casting. This reflects that the practical solution which is based on the 

result obtained from pure optimisation solution is more efficient in terms o f achieving 

solidification control in the casting as compared to the GKN scheme (based on intuition).

3.7 Closure

Genetic algorithm based optimisation has been successfully integrated with automatic 

remeshing procedure and Finite Element analysis to design the thermodynamic control in 

casting and squeeze forming processes. It can be seen that from the validation against 

other casting studies, the results show similar agreement with the results obtained in
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previous work of similar geometries for 2D planar and axisymmetric problems, where the 

mushy zone is located inside the feeder.

For the squeeze forming process, the optimal solutions obtained for the formulation 

of the objective functions between two points has successfully achieved a near global 

optimal solution reflected in a near zero residual for the objective function. However, to 

achieve near simultaneous solidification in the squeeze cast component, the consideration 

from the whole casting domain is required in order to ensure such objective to be 

achieved successfully. In this work, following a cyclic analysis, the process starts to 

stabilise after the tenth cycle. The optimal cooling design solution obtained for a cyclic 

analysis are different from the non-cyclic analysis, thus, suggesting that the design 

analysis must consider cyclic analysis in order to mimic the actual process in industry. 

Also a simplified exploration of the pressure relaxation aspect is shown to be critically 

important to the process due to the direct influence it has on the temperature distribution 

in the casting and die. Detailed investigation is still required and is outside the scope for 

now, it will not be explored further in this thesis, but is a recommendation for future 

work.

The next chapter will explore the application of multi-objective optimisation 

involving process simulation of the squeeze forming process using Genetic Algorithms. 

The aim of this chapter is to obtain optimised design by considering different conflicting 

requirements involving thermal and mechanical aspects.
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Chapter 4

Multi-Objective Optimisation

4.1 Introduction

Chapter 3 presented and explored the application of genetic algorithms to optimise the 

thermal design of the casting and squeeze casting process. A number of objective 

functions were tested, including functions that may be used to achieve near simultaneous 

solidification of the cast part. In this chapter, multi-objective optimisation of the squeeze 

forming process involving both thermal and mechanical aspects will be explored. The 

exploration again deals with the positions of the coolant channels, where their positions 

are not only crucial in controlling the solidification process, but also impact on the stress 

distribution in the die and the cast component. The impact on stress evolution in the cast 

part is excluded from the current work due to the extreme computational effort that is 

needed, even for a single cooling cycle [1]. Thus the current chapter will focus on die 

thermal stress evolution only since this is also important with respect to die life through
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cyclic thermal loading. Stress will also be induced in the die due to pressurisation by the 

squeezing action. This has been excluded from the current work, but its significance is 

demonstrated in Appendix III where it can be seen that for the geometry considered, 

thermal and pressure induced stresses are of the same order.

The aim of this chapter is to explore the application of genetic algorithms to optimise 

two objective functions that describe thermal behaviour in the casting and stress 

evolution in the die. Thus the genetic algorithm will be integrated with a coupled Finite 

Element Analysis of the thermomechanical behaviour of the squeeze forming system.

In the previous chapter, the optimum positions of coolant channels were achieved 

while considering the thermal aspect only. Both directional and near simultaneous 

solidification in the cast part were considered. It is likely that this optimum solution will 

not be appropriate when the stress evolution in the die is taken into account due to the 

conflicting requirements that are present in the formulation of potential objective 

functions.

In the following sections, a single objective function will be explored first to achieve 

an optimum mechanical design of the die due to thermal loading, excluding the 

application of pressure in the pressing cycle. By using von Mises stress, a number of 

objective functions will be explored aimed at achieving a near uniform stress distribution 

throughout the die. This will be followed by exploring multi-objective optimisation. It 

should be noted that positioning the cooling channel affects the stress that is derived from 

the thermal field and is also influenced by the modification that is made to the die 

structure.
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The settings of the Genetic Algorithm operators and parameters are shown in Table 

4.1 (Appendix I). These have been chosen because of GENOCOP application experience 

which are based on a number of trials that have proven to be effective through examples 

as discussed in [2]. The correctness of these parameters was established in Chapter 3, 

section 3.5 in which it was shown that the objective function was satisfied, achieving a 

global optimum solution denoted by a residual that was in all cases close to zero. Since 

the GA operators and parameters used in this example effectively achieved near the 

global optimum solution, the same parameter settings have been used in this chapter.

For the data transfer between the thermal and structural analyses for die thermal 

stressing, the same finite element mesh has been implemented for both problems. By 

doing so, imbalances during the data exchange can be avoided, where the imbalances are 

often a function of mesh quality and interpolation method [3].

The first stage in the mechanical analysis was concerned with node and element 

renumbering because the mechanical analysis applies to the die components only. The 

thermal field was then applied to the new element/nodal assignment and the mechanical 

boundary conditions applied to represent centerline symmetry and rigid vertical fixing at 

the base of the die. In this research, the die is considered as a single piece rather than a 

number of blocks. For the zero initial stress state, the manufacturing temperature was 

25°C and this was used as the reference temperature. For accurate modeling of the 

squeeze forming process, the contact boundary condition at the die-cast interface has to 

be considered to simulate the interaction between them. This includes the normal and 

tangential forces that are present and also the relaxation that takes place in the cast part.
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However, this modeling is very complex to simulate due to the material and geometrical 

nonlinearities that are present and therefore was not considered in this work.

probability of uniform mutation 0.0
probability of non-uniform mutation 2.0

probability of boundary mutation 0.0

probability of arithmetic crossover 0.25
probability of simple crossover 10.0
rank selection pressure 0.2

probability of heuristic crossover 0.0
probability of cloning 0.0
Number of chromosomes 70

Number of genes 12

Table 4.1

The Genetic Algorithms operators and 
parameters that have been used

4.2 Nonlinear Optimisation

There are a number of process parameters that may be explored to optimise the squeeze 

forming process. For a prescribed part shape these include overall die dimensions, the 

cooling system position and size, preheating, metal pour temperatures, pressing cycle 

timings and heat transfer coefficient. The current work focuses on the cooling system 

design and will investigate a method whereby coolant channel position may be optimised, 

subject to a prescribed heat transfer coefficient that is determined by the flow regime 

within the coolant channel.
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Mathematically, non linear optimisation of the coolant channel system can be defined 

as follows,

Min f(x)

Subject to x 0 Q 

x = [ x i ,x 2, . . . , x s] t

where f(x) is a non-linear objective function, x the design variables and Q is the feasible 

decision space.

4.3 Single Objective Optimisation for Die Thermal Stressing

Before exploring the application of genetic algorithms to the multi-objective 

optimisation, which is the main objective of this chapter, single objective optimisation 

will be explored first where it will act as a good indicator to ensure the success of the 

multi-objective optimisation of the squeeze forming process. To achieve this required 

development of code to analyse thermomechanical behaviour. Although there are a 

number of sophisticated commercial codes available [4,5] these have not been adopted 

since they cannot be interfaced readily with the GA optimisation procedures. Thus it was 

necessary to develop a simple code with ‘just adequate capability’ to facilitate 

exploration of the application of GA’s to achieve thermomechanical optimisation. The 

correctness of this code was tested through comparison with a benchmark finite element 

analysis for a simple cylinder. Figure 4.1 shows the finite element mesh in the cylinder 

and also the applied thermal boundary conditions that were used for validation. The 

initial temperature in the cylinder was 200°C. Figure 4.2 shows the temperature 

distribution in the cylinder at /=50s which was used for thermal stress evaluation in the
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cylinder. The mechanical boundary conditions were applied to represent centerline 

symmetry and rigid fixing at the base o f the die. The results for thermal stresses in the 

domain are shown in Figure 4.3 and these may be compared directly with the results 

obtained from ELFEN software [6] for the same temperature distribution in the same 

domain and also the boundary conditions. It can be seen that the results show close 

agreement. The effective stresses at selected nodes (Nodes A,B and C) as shown in 

Figure 4.1 are listed in Table 4.2 and again the comparison at the nodes also shows close 

agreement and this applies to other nodes as well.

A

Figure 4.1 Figure 4.2

Finite element mesh in the cylinder and Temperature distribution in the cylinder at 
the applied boundary conditions t=50s
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Figure 4.3 Figure 4.4

Effective stress in the die at t=50s for the Effective stress in the die at t=50s for the
results obtained from the code results obtained from ELFEN software

Code (MPa) ELFEN (MPa)
Point A 7.12 7.21
Point B 8.99 8.95
Point C 33.9 33.6

Table 4.2

The comparison o f the effective stress at 
selected points for the results obtained 

from the code and ELFEN software

4.3.1 O bjective Functions

There are a number o f objective functions that may be defined to optimise coolant system 

position to achieve a near uniform von Mises stress distribution in the die. Von Mises 

stress has been chosen since it represents a local stress level, but does not differentiate 

between compressive or tensile components in the die. Two forms o f objective function



may be chosen that approximate the achievement of near uniform von Mises stress, 

identified as Case studies 6 and 7.

Case study 6

where Qd is the domain of the die. a max and crmjn are the maximum and minimum von 

Mises stresses and <jave the average value in the die,

where <re(x) is the average von Mises stress for each element in the die and ND is the 

total number of elements in the die. The idea behind the formulation of the above 

objective function is to drive the maximum and minimum von Mises stresses towards the 

average value in the die in order to try to attempt to achieve near uniform stress in the 

die. The objective function has a similar characteristic to the one developed to achieve 

near simultaneous solidification in the cast part as described in Chapter 3.

To facilitate a comparison, a second objective function may also be defined and this 

is designated Case study 7.

F. M  = • 7 7 - - CT.vc )2 + fove “ °\nin f  ̂  ’11'°5
D Qd

max (4.1)

N D

< J . (4.2)ave ND

Case study 7

The objective function is defined as follows:

(4.3)
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For Case study 6, the objective function was developed to minimise the von Mises 

stress range. For Case study 7, the objective function was aimed to achieve a more 

uniform stress distribution, rather than minimising the stress range. Although both drive 

the solution in the same direction, a different result is expected. This is because different 

expressions of the formulation of objective function will have different effects on the 

optimal solutions due to the sensitivity of the Genetic Algorithm to the defined objective 

functions.

4.3.2 Design Variables and Constraints

Figure 4.5 shows a section through the axisymmetric squeeze formed part that was 

presented in Chapter 3 and also the corresponding finite element mesh. Again the design 

variables focus on the coolant channel position and their initial position and numbering 

are also shown in this figure.

The design variables for the coolant channel position can be represented as follows 

and ensures that the coolant channel is located within the die space. Further constraints 

may be applied to ensure that they do not overlap the cast part and also the use of block 

components to build the die could also be implemented as part of the model build 

constraints. To do so for arbitrary and complex shaped components will require 

substantial coding developments in order to detect clashes and then to take appropriate 

action, consequently this has not been done in this work, but remains as a future 

challenge.

Xj = X-coordinates of coolant channel i (i= 1,2,... ,6)

y(j+6) = Y-coordinates of coolant channel j (j= l,2 ,.. .,6)
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To allow the coolant channels to move flexibly in the die, only inequality constraints 

are applied. These constraints are of the form

Xk " Xmin — 0

xmax-x k > 0  (k=l,2,...,12)

where k represents the design variable, Xmax represents the maximum value of the design 

variable constraint and xmin represents the minimum value of the design variable 

constraint.
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Figure 4.5

Squeeze casting part design and initial coolant channel position and 
numbering and the finite element mesh

The design variables and constraints defined in this section will be applied to all 

numerical examples for single and multi objective optimisation case studies presented in 

this chapter.
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4.3.3 Numerical Example

For the case studies, the cast material is Aluminium LM25 whereas the die is a tool steel 

H13, their relevant mechanical properties are set out in Table 4.3. The thermal properties 

were explained in Chapter 3. The zero stress temperature is close to the temperature at 

which the die was manufactured at which point the residual stress within the die material 

was also assumed to be zero. The initial temperature of the cast metal was 700°C [7] 

throughout and this, is assumed to approximate the metal temperature at the end of the 

displacement part of the cycle. The die has an uniform initial temperature of 200°C. The 

heat transfer conditions in the coolant system corresponds to a heat transfer coefficient 

and reference temperature of lOOOW/m K [Appendix II] and 100°C respectively and 

heat is removed from the external surfaces in accordance with a heat transfer coefficient 

to 25 W/m2K and an ambient temperature of 25°C [8,9]. Very good contact is assumed 

at the die to cast interface, hence an interfacial heat transfer coefficient of 5000 W/m K 

[9,10] was applied.

Mechanical Properties
Young’s Modulus (N/m2) 2.10x1011

Poisson’s Ratio 0.3
Thermal expansion coefficient (per °C) 0.12X10"4

Zero stress temperature (°C) 25

Table 4.3

The mechanical properties of a tool Steel 
H13 [11]

The temperature distribution in the die was used for the calculation of thermal 

stresses for the structural evaluation. All axial displacements were constrained at the
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bottom of the die reflecting its fixture in the squeeze forming press and symmetry was 

applied on the rotational axis.

Due to the transient nature of the cooling process, there will be a consequent variation 

in stresses within the die and ideally, the coolant channel positions will respond to 

minimise stresses throughout the cooling cycle. Practically this is not easy to achieve1 

and so the optimisation has been applied for a stress state achieved after a cooling time of 

505. This has been chosen since the time was used in the work in [12] for an almost 

similar geometry for the pressurised solidification duration. The exact duration for the 

pressurised solidification in the work [12] was 57s, however, due to the slightly different 

initial conditions, 505 has been selected in this work. All of the casting is predicted to be 

solid after just 155. This is slightly different from the result obtained in [13], since the 

boundary condition of the coolant channels was considered as a fixed temperature 

prescription of 280 °C.

Figure 4.6 shows the von Mises stress distribution in the die for the optimum position 

of coolant channels derived from the single-objective function defined as Case study 6. 

Figure 4.7 shows the von Mises stress distribution in the die for the optimum position of 

coolant channels obtained from Chapter 3 to achieve near simultaneous solidification for 

the first cycle. It can be seen from both Figures that higher von Mises stresses are 

developed near the comers of the part and coolant channels. Indeed, high stress level can 

be observed from both Figures. This is due to the fact that in this work, the die is 

constructed from single piece. The use of block components to build the die will probably 

lead to some relaxation since each block can move relative to each other. However, this 

is not considered in this work because to deal with this accurately will require

1 It may be approximated through switching coolant channels on and off during the cooling process
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consideration of contact and fixing models between the blocks. Figure 4.8 shows the 

corresponding finite element mesh in the die for the Case study 6. Figure 4.9 and 4.10 

show the temperature distribution in the die and cast part respectively at t=50s. It can be 

seen from Figure 4.10 that the temperature distribution in the cast part was not uniform 

and this will lead to more complex non uniform solidification history. Also, as indicated, 

one of the coolant channels was positioned within the geometry of the cast part. This is 

impractical, but could be interpreted as a requirement for two smaller coolant ducts to be 

placed either side of the component. Under these circumstances, any mesh conflict was 

edited from the domain. This geometrical conflict could be eliminated through imposing 

additional constraints on coolant duct position. When overlapping between the coolant 

and part geometry occurs, the mesh belongs to the incorrect domain as shown in Figure 

4.11. However, the unwanted mesh attached to the cast part was deleted by hand for the 

purpose of graphical presentation. The correctness of the predicted results is not affected.

Figure 4.12 shows the stress levels at nodes in the die at /=50s for the optimum 

solution obtained in Case study 6. The X-axis represents the node number in the die and 

the y-axis represents the von Mises stress value and the horizontal line represents the 

average value. Figure 4.13 shows the stress distribution in the die at t=50s for the 

optimum solution obtained in Chapter 3 to achieve near simultaneous solidification in the 

cast part for the first cycle. It can be seen from these figures, the result obtained for Case 

study 6 not only lowered the fluctuation of the von Mises stress distribution, but also 

reduced the average von Mises stress value in the die. The ideal solution is where the 

residual of the fluctuation of von Mises stress distribution and the average von Mises 

stress are close to zero.
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Figure 4.6 Figure 4.7

Von Mises stress in the die at r=50s for Von Mises stress in the die at t=50s for the
the single-objective optimum solution for optimum solution obtained in Chapter 3 for 

Case study 6 Case study 3

Figure 4.9

The corresponding finite element mesh in Temperature distribution in the die at £=50s
the die for the single-objective optimum solution for

Case study 6



Figure 4.10

Temperature distribution in the casting at 
^=50s for the single-objective optimum 

solution for Case study 6

5E*08

500 1000

Figure 4.11

Temperature distribution in the casting 
without editing at t=50s for the single­

objective optimum solution for Case study 6

5E-08

Figure 4.12 Figure 4.13

Stress distribution in the die at t=50s Stress distribution in the die at t=50s
for the optimum solution obtained for for the optimum solution obtained in

Case study 6 Chapter 3 for Case study 3
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Figure 4.14 shows the von Mises stress distribution in the die for the optimum position 

o f coolant channels for the objective function defined as Case study 7. Figures 4.15 and 

4.16 show the temperature distributions in the die and cast part respectively. Figures 4.17 

and 4.18 show the stress distributions in the die at t=50s for the optimum solutions 

obtained in Case study 7 and also from Chapter 3. Again, the result obtained for Case 

study 7 are better when compared with the result obtained in Chapter 3 in terms of 

reducing the fluctuation and also the average von Mises stress value.
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Figure 4.14

Von Mises stress in the die at t=50s for the 
single objective optimum solution for Case 

study 7
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Figure 4.15
Figure 4.16

Temperature distribution in the casting at 
Temperature distribution in the die at *=50s for the single. 0bjective optimum

for the single-objective optimum solution for so]ution for Cas£ s(udy ?
Case study 7

Figure 4.17 Figure 4.18

Stress distribution in the die at 7=505 Stress distribution in the die at 7=505
for the optimum solution obtained for for the optimum solution obtained in

Case study 7 Chapter 3 for Case study 3
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Although temperature non-uniformity in the cast part was still observed, a better 

result is obtained using the objective function for Case study 7, where a more uniform 

temperature distribution in the part can be observed when compared with Case study 6. 

However, the Case study 6 gave the best average stress function as compared to Case 

study 7.

It can be seen that preceding examples show how the conflict between optimisation 

based on thermal and stress based criteria. Therefore, in the following examples, the 

mutli-objective optimisation will be attempted by considering both aspects.

4.4 Multi-Objective Optimisation

Multi-objective optimisation is often required as part of the design process, especially in 

applications that feature process simulation. In all cases, the attraction is the prospect of 

obtaining a good (or even best) solution with respect to different and often conflicting 

requirements. In this section, the conflicting requirements involve the thermal and 

mechanical aspects which will be set out below.

4.4.1 Objective Functions

There are a number of objective functions that may be defined and tested to optimise 

coolant system position. To achieve multi-objective optimisation, the objective function 

may be defined as minimising the following, where Fi(x) represents the objective 

function for thermal analysis and F2(x) represents the objective function for mechanical 

analysis;
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F(x) = F,(x) +  F2(x) (4.4)

The objective functions chosen build on those defined in Chapter 3 and in section 4.3.

Two case studies have been considered as set out below.

Case study 8

In Case study 8 , F](x) is defined as

^ W  = 7J- /[(^nax-^ave) 2 + (T ^  ~ T ^ f f 2dO. (4.5)
Qc

where Qc is the cast part domain. Tmax and Tmin are the maximum and minimum 

temperatures in the cast part. Tave is the average temperature in the cast part,

NC

where Tc is the average temperature of the cast element and NC is the total number of 

elements in the cast.

F2(x) can be described as

F2 (x) = { ^ -  J [ ( < T _ - O 2 + K v , - ^ „ ) 4 d ^ } / 1 0 5 (4.7)

where Qd is the die domain. a max and a mjn are the maximum and minimum von Mises 

stresses in the cast part. a ave is the average von Mises stress in the die and it is given by

NC
(4.6)

N D

Z ° e (x )
1 =  1__________

ND
(4.8)
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where <re(x) is the average von Mises stress for each discretised element in the die and

ND is the total number of elements in the die.

The division by 105 is necessary to balance the value of Fi(x). It acts as a scaling

factor between the very large stress related and smaller temperature related values.

For Case study 9, Fi(x) has the same definition as described in Case study 8 . However,

where a e(x) is the average von Mises stress for each discretised element in the die and 

ND is the total number of elements in the die. Again, cjave is the average of von Mises 

stress in the die.

The constraints on coolant channel position that have been discussed already were 

also applied.

4.4.2 Numerical Example

Figure 4.19 shows the von Mises stress distribution in the die for the optimum position of 

coolant channels for Case study 8  where the range of the von Mises stress was 484MPa. 

Although this is a high stress level it remains within the yield stress limit for a tool steel 

H I3 die that is typically 1180 MPa at 150°C [11]. Figures 4.20 and 4.21 show the 

temperature distributions in the die and cast part respectively at t=50s. For the stress

Case study 9

F2 (x) is defined as and has been scaled by 1 0 6 to maintain compatibility with the thermal 

function.

(4.9)
i=]
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analysis, for the case where the coolant channel is over the cast part, the mesh belongs to 

the die and therefore the stress solution is valid.

x10

Figure 4.19

Von Mises stress in the die at t=50s for 
the multi-objective optimum solution for 

Case study 8

Figure 4.20

Temperature distribution in the die at r=50s 
'or the multi-objective optimum solution for 

Case study 8
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Figure 4.21

Temperature distribution in the casting at 
t=50s for the multi-objective optimum 

solution for Case study 8
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Figure 4.22

Stress distribution in the die at t=50s 
for the optimum solution obtained for 

Case study 8

Figure 4.23

Stress distribution in the die at /=50.s 
for the optimum solution obtained in 

Chapter 3 for Case study 3
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Figures 4.22 and 4.23 show the stress distributions in the die at t=50s for the optimum 

solutions obtained in Case study 8  and also from Chapter 3. Again, the comparison has 

been done with the result obtained in Chapter 3. It can be seen that the result obtained 

from Case study 8  was better than the result obtained in Chapter 3 based on the reduction 

of the average von Mises value and also the fluctuation in the stress distribution.

Figure 4.24 shows the von Mises stress distribution in the die for the optimum 

positions of coolant channels for Case study 9 where the von Mises stress exhibited a 

maximum value of 558MPa. Figure 4.25 and 4.26 show the temperature distributions in 

the die and cast part respectively at t=50s.

It can be seen that the von Mises stress range obtained for Case study 8  was lower 

than the von Mises stress range for Case study 9, thus, showing the effectiveness of the 

formulation of the objective function for Case study 8  to minimise the von Mises stress 

range in the die. Generally, Case study 9 gives a lower level through the die, the high 

value is rather local.

Figures 4.27 and 4.28 show the stress distributions in the die at t=50s for the optimum 

solutions obtained in Case study 9 and also from Chapter 3. The result obtained in Case 

study 9 was better than the result obtained in Chapter 3 in reducing the von Mises stress 

distribution fluctuation and also the average von Mises stress value.

117



Figure 4.24

Von Mises stress in the die at t=50s for 
the multi-objective optimum solution for 

Case study 9
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Figure 4.25

Temperature distribution in the die at t=50s 
for the multi-objective optimum solution for 

Case study 9

Figure 4.26

Temperature distribution in the casting at 
t=50s for the multi-objective optimum 

solution for Case study 9
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Figure 4.27 Figure 4.28

Stress distribution in the die at t=50s Stress distribution in the die at t=50s
for the optimum solution obtained for for the optimum solution obtained in

Case study 9 Chapter 3 for Case study 3

For the results obtained from Case studies 8 and 9, it can be seen that higher von 

Mises stresses are developed near the comers o f the part and coolant channels. However, 

the results obtained for Case study 9 was better than for Case study 8, where the 

temperature distribution in the cast part was more uniform than the temperature 

distribution in the cast part for Case study 8, therefore maintaining the near simultaneous 

solidification in the cast part.
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4.5 Single and Multi Objective Optimisations for Cyclic 

Analysis

In Chapter 3, the near simultaneous solidification in the cast part with respect to the 

positions of the coolant channels was explored not only for the first cycle, but also for the 

tenth cycle. This was done to mimic the actual cycle that a die must undergo during the 

process warm up to achieve thermal stabilisation. Thus, the temperature distribution in 

the previous cycle is used for the next cycle analysis. This will also affect the von Mises 

stress distribution in the die as well, due to the variation in die temperature at the start of 

the cooling process and due to the generally higher temperature within the die.

4.5.1 Objective Functions

Again, to achieve multi-objective optimisation for cyclic analysis, the objective function 

may be defined as minimising the following, where Fi(x) represents the objective 

function for thermal analysis and F2(x) represents the objective function for mechanical 

analysis as described in Equation 4.4 for Case study 9, which were the best objective 

functions from the previous calculation set.

4.5.2 Numerical Example

In this section, the comparison has been done for first and tenth cycles with the same 

formulation of the objective function as defined in Equation 4.4 for Case study 9.

Figure 4.29 shows the von Mises stress distribution in the die for the optimum 

position of coolant channels for tenth cycle at t=50s and Figure 4.30 shows the von Mises
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stress distribution in the die for the optimum position o f coolant channels for Case study 

9 for the first cycle at t=50s. Figure 4.31 and 4.32 show the corresponding temperature 

distributions in the die at /=50s. Figure 4.33 and 4.34 show the corresponding 

temperature distributions in the cast part at t=50s. Figures 4.35 and 4.36 show the stress 

distributions in the die at t=50s for the multi-objective optimum solutions obtained for the 

tenth and first cycles respectively.

It can be seen from the results obtained for both case studies for the tenth and first 

cycles, the temperature distributions in the cast part were nearly uniform and also lower 

stress level occur through the die, where the high value was rather local. For the cyclic 

analysis which leads to generally high temperatures, the coolant channels were positioned 

to be away from the casting itself. This reflects the results discussed in Chapter 3, 

highlighting the need for a cyclic analysis since it has a major impact on die thermo­

mechanical design.

-01 -005 0 005 0.1 0.15 0.2 025 0.3 0.35

Figure 4.29

-0.1 -0.05 0 0.05 0 1 0.15 0.2 0.25 0.3 0.35

Figure 4.30

Von Mises stress in the die at t=50s for the Von Mises stress in the die at t=50s for the
multi objective optimum solution at the tenth multi-objective optimum solution at the

cycle first cycle for Case study 9
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Figure 4.31 Figure 4.32

Temperature distribution in the die at t=50s 
for the multi-objective optimum solution at 

the tenth cycle

Temperature distribution in the die at 7=5 Os 
for the multi-objective optimum solution at 

the first cycle for Case study 9
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Figure 4.33

Temperature distribution in the casting at 
7=50.5 for the multi-objective optimum 

solution at the tenth cycle
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Figure 4.34

Temperature distribution in the casting at 
7=505 for the multi-objective optimum 

solution at the first cycle for Case study 9
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Figure 4.35 Figure 4.36

Stress distribution in the die at t=50s Stress distribution in the die at t=50s
for the multi-objective optimum for the multi-objective optimum

solution at the tenth cycle solution at the first cycle for Case study
9

Flowever, for a more practical solution, the following design o f the coolant channels 

system has been proposed based on a ten cycle analysis. This is proposed, by grouping 

together the three coolant channels which overlap. Figure 4.37 shows the von Mises 

stress distribution in the die for the practical solution for the tenth cycles at t=50s. Figures 

4.38 and 4.39 shows the corresponding temperature distributions in the die and casting at 

t=50s. Figures 4.40 and 4.41 show the stress distributions in the die at t=50s for the 

practical solution and the multi-objective optimum solution obtained for the tenth cycle. 

Through this comparison it can be seen that the ‘ideal’ and ‘practical’solutions lead to 

near identical results.

123



x 10 
11

10

s

8

7

6

5

4

3

2

1

Figure 4.37

Von Mises stress in the die at t=50s for the 
practical solution at the tenth cycle
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Figure 4.38 Figure 4.39

Temperature distribution in the die at t=50s Temperature distribution in the casting at 
for the practical solution at the tenth cycle t=50s for the practical solution at the tenth

cycle
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Figure 4.40 Figure 4.41

Stress distribution in the die at ^=505 Stress distribution in the die at /=50s
for the practical solution at the tenth for the multi-objective optimum

cycle solution at the tenth cycle

4.6 C om parison  o f the C oolant C hannel System  D esign

In this section, the comparison o f the coolant channel system design between the result 

obtained from the practical solution and the coolant channel design which is implemented 

in the industry (GKN Squeezeform) is discussed.

The configuration o f the coolant channel system implemented at GKN is designed 

based on intuition, where the coolant channels are positioned to be in close proximity to 

the cast part. Clearly, by doing so, rapid solidification can be achieved effectively, thus 

reducing the cooling cycle time. However, based on the simulations undertaken within 

this chapter, this will also lead to localised solidification within the casting and not the 

near simultaneous solidification that is required to ensure part integrity.
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Fixed Die 

Moving Die 

Concentric Die 

Cast Alloy 

Cooling Channel

a) O pen  b) C losed

Figure 4.42

Radial cross-sectional view o f the dieset arrangement at 
open and closed positions. (7)

4.7 C losure

The multi-objective optimisation involving thermal and mechanical aspects has 

successfully been implemented for the first and tenth cycles. In the multi-objective 

optimisation for the first and tenth cycles, the coolant channels are positioned to enclose 

the cast part to achieve near simultaneous solidification in the cast part and at the same 

time improving the von Mises stress distribution in the die. This highlights that the multi­

objective optimisation approach has improved the performance from both aspects, 

whereas the single-objective optimisation solely concentrated on achieving better 

performance in thermal aspect only.
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The comparison of the coolant channel system design between the results obtained 

from the optimisation software and the configuration which is implemented in industry 

has been performed. It can be seen that the intuitive design implemented in the industry is 

open to considerable improvements and these have been achieved, in terms of obtaining a 

better solidification pattern in the cast part and von Mises stress distribution in the die.
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Chapter 5

Design Sensitivity Analysis and Design 

Element Concept

5.1 Introduction

As discussed in chapter two, gradient-based optimisation is one of the most popular 

strategies in tackling optimisation in engineering design problems. The calculation of 

sensitivity gradients is a core requirement for optimisation. Such calculations can be 

computationally demanding and any strategy that will reduce this demand is attractive. 

This has led to exploration of a Design Element Concept. The application of the Design 

Element Concept including the parameter and shape sensitivities will be discussed in the 

following sections.

In standard design sensitivity analysis, sensitivity gradients are calculated for each 

discretised element in the domain. However, the Design Element Concept allows the
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design sensitivity gradients to be calculated based on zones of design elements, thus 

reducing the design sensitivity loop calculation that significantly decreases the demands 

for the optimisation process.

This chapter will focus on an exploration of techniques for computing design 

sensitivity on an element basis, including difference and analytical methods. This will be 

followed by consideration of the design element concept that will make use of the 

analytical techniques for design sensitivity calculation.

5.2 Analytical Methods

Where they may be applied, analytical methods have an advantage over Finite Difference 

Methods (FDM) due to their accuracy and efficiency in performing the gradient 

calculations. This is further amplified for nonlinear problems where the FE analyses are 

expensive. The optimisation of nonlinear problems has been explored in metal forming 

processes, polymer extrusion and casting processes as discussed in chapter two. There are 

two types of analytical methods; namely the Direct Differentiation Method (DDM) and 

the Adjoint Variable Method (AVM). Generally, the DDM is used if the number of 

Design Constraints (DC) is greater than the Number of Design Variables (NDV). In the 

DDM, the derivatives of the response with respect to design variables are solved as many 

times as there are design variables. Thus, the DDM is used if NDV < DC. In the AVM, 

the adjoint equation is solved as many times as there are design constraints. Therefore, it 

is efficient to find the design sensitivity gradients using the AVM if DC < NDV.

In the following section, the formulations of the DDM and the AVM sensitivities will 

be derived.
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5.2.1 Direct Differentiation Method (DDM)

The DDM can be illustrated through consideration of the general matrix equation that 

includes a vector containing design variables,

K(b)q=F (5.1)

In equation 5.1, b  is the design variable vector, q is the displacement vector, F  is the 

global force vector and K  is the global stiffness matrix. The goal is to find the sensitivity 

of a function ij/ (q ( b ), q a, G { b ) ,< j a>> b )  with respect to the design variables b  that typically

includes shape and process parameters, such as the position of the coolant channels, 

interfacial heat transfer coefficient, enthalpy and material choices such as Young 

Modulus, Coefficient of thermal expansion, Poisson’s ratio and conductivity. Thermal 

and Mechanical aspects are both important in the process, however, the design 

sensitivity analysis and Design Element Concept in this chapter will only be applied to 

the mechanical analysis due to the direct consequence that it has in the die, especially 

related to the stress in the die. Thus, the function may contain the response fields such as 

displacement or von Mises stress field, depending on the objective to be achieved, as well 

as the constraints such as displacement and von Mises stress that may be applied in order 

to avoid exceeding the critical limit due to certain restrictions on the structure. For 

instance, to avoid failure, such as plastic yielding, cracking and high cyclic stress that can 

also lead to fatigue failure. These are typical problems involving structural analysis. 

Failure initiation may be associated with high von Mises stress values.

The function has the general form

( q ( b ) ,  q a , G { b )  ,<7a> b) subject to K(b)q=F
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where Vby/ is defined as

(5.2)
b _db} db2 db„

In equation 5.2, qa is the displacement constraint and cr flis the von Mises stress

constraint. Assuming that the K  matrix is not singular, both sides of the equilibrium 

equation can be differentiated with respect to b. The following expression for V bq is 

derived:

y bq = K~I[ViF - V k(Kq)] (5.3)

The exact sensitivities of ̂  (q(b), qa,<r(b) ,<ja, b) can be calculated by substituting V bq

V i¥  = v lV' + V gV'-Vt<l (5-4)

Where is the gradient term for explicit dependence of (<q(b), qa, <r(b),cra> b) on b.

However, in order to apply the von Mises stress constraint, instead of using Equation 5.4 

which is applicable for the displacement constraint, the exact sensitivities of V' {q(b), qa, 

v(b),cta, b) can be calculated by substituting V bq in the following equation,

ViW =  +  V „ ! p . V , ( T . V j f  ( 5 . 5 )

5.2.2 Adjoint Variable Method (AVM)

For the AVM, firstly, an augmented functional is defined,

L(q,b,X) = i f / - l T(K q -F )  (5.6)

where \  is a Lagrange multiplier vector and the additional condition is the equilibrium 

equation.
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From the stationary condition,

f ^ o  (5.7)
dq

Differentiating the augmented functional with respect to the design variable gives

-  = ^ - - X T —  (K q -F )  (5.8)
d b d b d b

Since the state equation holds,

*k = dVL (5.9)
db db

Defining the sensitivity of the augmented functional with respect to the design variable 

vector leads to

dL = 8L + 8Ldq  (510)
db db dq db

By exploiting the stationary condition, the adjoint vector can be written as follows,

KX = —  (5.11)
dq

For the von Mises stress constraint, again, by exploiting the stationary condition, the 

adjoint vector can be written as follows,

K x A ^  (5.12)
<9(7 dq

So, to obtain the sensitivities it is enough to find the partial design derivatives of the 

augmented functional, then
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dy/ _ dy/ T  — h/i (
d b  d b  d b  d b

(5.13)

5.3 Finite Difference Method (FDM)

The FDM is the simplest way to calculate sensitivity values due to the fact that, unlike 

the DDM and AVM, it does not require a direct access to the finite element source code. 

However it suffers from a few drawbacks as discussed in chapter two, notably involving 

the accuracy of the calculated sensitivities and also it takes longer time to calculate 

sensitivities due to the fact that the finite element equation has to be solved twice at each 

iteration of the optimisation process. However, in order to benchmark the calculated 

sensitivities using the analytical methods, it is necessary to derive the sensitivities using 

the FDM which will be discussed in the following section.

In this work, to facilitate comparison, the design sensitivities for displacements and 

stresses are computed using two techniques, which are forward FDM and central FDM. 

For the forward FDM [1], the approximation of design sensitivities for displacement is 

given as

d q 1 ^  q l (b + Ab) - q ‘(b) (5.14)
dbj A b

where ql (b + Ab) is obtained by solving the following equation,

K(b + Ab)q(b + A b) = F(b + Ab) (5.15)

For stress sensitivities, the approximation is given as

134



d a 1 a ' (b + A b) -<Tl {b)
d b j ~ Ab

(5.16)

and o(b + Ab) is obtained from,

o{b + A b) = D(b + Ab)B(b + Ab)q(b + Ab) (5.17)

For the central FDM, the design sensitivities of displacements and stresses are 

approximated as

dq[ qi(b + Ab)-qi(b -A b)
~db} 2 Ab

da' ^ o ‘(b + Ab) - o l {b~ Ab)
~db~ 2Ab

(5.18)

(5.19)

where q(b -  Ab) and o(b -  Ab) are obtained from,

K(b -  Ab)q(b -A b) = F(b -  Ab) (5.20)

a(b -A b) = D(b -  Ab)B(b -  Ab)q(b -  Ab) (5.21)

In the following section, the parameter design sensitivity analysis will be explored for 

the function involving displacement and von Mises stress constraints. The calculated 

analytical sensitivities will be compared with the FDM method to ensure the accuracy of 

the calculated analytical methods. The potential list of the parameter design variables is 

Young Modulus, coefficient of thermal expansion and Poisson ratio, all of which reflect a 

material choice. The case study focuses on the thermal stresses generated in a die that is
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used to form a squeeze formed part, however the work applies generally to any structural 

problem.

5.4 Parameter Design Sensitivity Analysis

In parameter design sensitivity analysis, there are a number of design variables that may 

be considered as discussed earlier in Chapter 1. In this work, Youngs Modulus was 

considered as the parameter design variable, chosen because it has a significant effect on 

the results as compared to other design variables. This is due to the direct dependency of 

the stress field on the associated strain and modulus values. Exploring the impact of 

Youngs modulus is rather hypothetical, because dies are usually fabricated from steel 

which dictates thermomechanical parameters within practical limits. However the choice 

of materials, such as alloys that have thermal properties that facilitate rapid heat removal 

at strategic locations within the die may be of interest (implying strong modulus 

gradients). Youngs Modulus will be used in this work as a means of investigating the 

simulation approach. This is also quite relevant in the design sensitivity analysis using the 

Design Element Concept, since a die is typically fabricated based on a number of blocks 

(with the potential for using different materials) and it is particularly useful in a way that 

the defined zones using the Design Element Concept can be considered as a direct 

mapping to a number of blocks that make up the die.
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5.4.1 The Stiffness Matrix Derivative for Parameter Sensitivity

The key factor in the calculation of sensitivities using the analytical methods is to 

formulate the derivative of the stiffness matrix with respect to the design variable. For 

example, considering the Young Modulus, E, the stiffness matrix derivative is given by

~  = BT^ h J Dmrb!„ (5.22)
oE oE

From the equation above, it can be seen that only the D matrix is differentiated with 

respect to the Young Modulus because it only appears in this matrix.

5.4.2 The Derivative of von Mises Stress with respect to Displacement

Vector

It can be seen from the derivations of the DDM and the AVM that the derivative of von 

Mises stress with respect to displacement vector is present in both methods. Thus, this 

section focuses on this derivation. For an axi-symmetric problem, the von Mises stress is 

given by [2,3]:

o e = yjar2 + a 2 +CZ2 + 3 t„ 2 -<Tr<Te -<Tro z ~aea I (5.23)

By using the chain rule of differentiation, the derivative of the von Mises stress with 

respect to the displacement vector is given as:

dq da T dq do0 dq daz dq drra dq
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where

do,  2 a r - a e - o I 
do,  2 ^ 1

do,  2o9 - o , - o z

do,  2 o , - o , - o e

d a , 2 jr,
5g< 6Tr,

2J o ~,

(5.25)

(5.26)

(5.27)

(5.28)

5.5 Parameter Design Sensitivity Analysis Example

The design sensitivity analysis example of the axi-symmetric squeeze formed wheel is 

presented. The thermal stress analysis requires a temperature prescription, within the die 

as an input and this was derived from a thermal analysis using the procedure that has 

been described fully in Chapter 3. In this instance, the initial temperature of the cast 

metal was 700°C. The cast material is Aluminium LM25 whereas for the die, the material 

is steel H I3. The die features two coolant channels that are fixed in position and it has an 

initial temperature of 200°C [4]. The heat transfer conditions in the coolant system 

corresponds to a heat transfer coefficient and reference temperature of lOOOW/m K 

(Appendix II) and 100 °C respectively and heat is removed from the external surfaces in 

accordance with a heat transfer coefficient to 25 W/m2K [5,6] and an ambient 

temperature of 25 °C. Very good contact is assumed at the die and casting interface, 

hence an interfacial coefficient of 5000 W/m K [6,7] was applied.
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5.5.1 Transient Therm o-M echanical Problem

Figure 5.1 shows the temperature field in the die at t=50s after the cast part has 

completely solidified. At /=50s, the temperature field in the die was directly used for the 

calculation o f thermal stresses for the structural evaluation. Figure 5.2, 5.3 and 5.4 show 

the x-displacement, y-displacement and von Mises stress in the die at /=50s. The range

• -A  8o f x and y displacements is 10 m and 10 Pa for von Mises stress. The temperature 

distribution in the die leads to a complex stress pattern where high von Mises stresses are 

developed near the coolant channels and also in the com er regions within the die.

x10

Figure 5.1 Figure 5.2

Temperature field in the die at t=50s X-displacement in the die at /=50.s
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8
HO

Figure 5.3 Figure 5.4

Y-displacement in the die at t=50s Von Mises stress distribution in the die at
t=50s

5.5.2 Displacement Sensitivities

Displacement and von Mises stress constraints can be applied anywhere in the die. In this 

work, two displacement constraints have been selected and these have been applied near 

the casting where the y and x-displacements have been set not to exceed lxlO*4 m applied 

at points F and G respectively. These have been chosen to avoid high displacements at 

the casting, which are typically the crucial areas in which the high von Mises stress are 

developed and as a consequence, failure initiation might occur. Figure 5.5 shows the 

application points for the two displacement constraints in the die. Figure 5.6 shows the 

design sensitivity o f displacement with respect to the Young Modulus for the application 

o f displacement constraint at point F. From this figure, it can be seen that the region near 

the upper section o f casting has a higher effect on the displacement constraint at point F
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due to small changes of the Youngs Modulus. From a practical point of view, material 

consistency in this part of the die is required due to the sensitivity of this region to the 

displacement constraint at point F. Also, from Figure 5.6, elements near the upper part of 

casting in the die have higher values of sensitivities as compared to the other elements.

Figure 5.7 shows the design sensitivity of displacement with respect to the Young 

Modulus for the application of displacement constraint at point G. From this figure, it can 

be seen that the region near right middle section of the die has a higher effect on the 

displacement constraint at point G due to small changes of the Youngs Modulus. Again 

this points to the requirement for consistent material properties in this region due to the 

high sensitivity values with respect to the constraint at point G. From Figure 5.7, 

elements near the right middle section of the die have higher values of sensitivities as 

compared to the other elements.

Coolant channel

Point F
0 .3 5

Casting

0 .2 5 Point G

Coolant channel
0 .0 5

0 2

Figure 5.5

Application of displacement and von Mises stress 
constraints
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Figure 5.6 Figure 5.7

Design sensitivity o f displacement field with 
respect to Young Modulus in the die for the 

application o f displacement constraint at 
point F

Design sensitivity o f displacement field 
with respect to Young Modulus in the die 

for the application o f displacement 
constraint at point G

5.5.3 Von M ises Stress Sensitivities

The same constraints as defined in the section 5.5.2 have been applied where the von

8 • Mises stress has been set not to exceed 1x10 Pa. This has been chosen due to the high

von Mises stress values in these areas.

Figure 5.8 shows the design sensitivity o f von Mises stress with respect to the Young

Modulus for the application o f von Mises stress constraint at point F. It can be seen that

the regions near the upper coolant channel and the upper part the die have a higher effect

on von Mises stress constraint at point F due to small changes in Youngs M odulus and

therefore material consistency in this part o f the die is required due to the sensitivity o f

these regions to the von Mises stress constraint at point F. From Figure 5.8, the

- •

Ftvje n  t  ya rtlOlHA. fK £
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sensitivities were higher in the upper part o f the die and the upper coolant channel. Figure 

5.9 shows the design sensitivity o f von Mises stress with respect to the Young Modulus 

for the application o f von Mises stress constraint at point G. It can be seen that the region 

near the right middle section of the die has higher effect on von Mises stress constraint at 

point G due to small changes in Youngs Modulus. Again this points to the requirement 

for consistent material properties in these regions due to the high sensitivity values with 

respect to the constraint at point G. From Figure 5.9, the higher sensitivity values were 

distributed in the right middle section o f the die.

Figure 5.8

Design sensitivity o f von Mises stress with 
respect to Young Modulus in the die for the 

application o f von Mises stress constraint 
at point F

Figure 5.9

Design sensitivity o f von Mises stress with 
respect to Young Modulus in the die for the 

application o f von Mises stress constraint 
at point G
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5,6 Analytical Methods vs Finite Difference Method

Traditionally sensitivity is computed through a difference formula [1] and therefore it is 

appropriate to compare the results from the analytical with difference counterparts. Thus 

in this section, the calculated analytical design sensitivity gradients for a few elements are 

tabulated and then compared with the results from a simple difference based calculation. 

The calculated design sensitivity gradients can be described as accurate sensitivity 

gradients if the percentage errors are very small. Figure 5.10 shows the points where the 

analytical and Finite Difference design sensitivity gradients have been compared.

Point H Point I Point J

0  4
Coolant channel

0 . 3 5

Casting
0 . 2 5

Coolant channel0 . 0 5

0 . 3 0 . 4
X

Figure 5.10

The points where the comparison of 
analytical and Finite Difference design 

sensitivity gradients have been compared
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5.6.1 Design Sensitivities of Displacement

Tables 5.1, 5.2 and 5.3 itemise the design sensitivities of displacement with respect to the 

Young modulus at points H, I and J respectively for the application of a displacement 

constraint at point F. Tables 5.4, 5.5 and 5.6 show the design sensitivities of displacement 

with respect to the Young modulus at points H, I and J respectively for the application of 

displacement constraint at point G. Clearly the differences in percentage errors were 

small and this was also found to apply to all other elements in the calculation domain as 

well.

Dq/de 
(1x1 O'13)

AVM & DDM -1.108

%
perturb

dq/de 
(1x10"13)

%
error

FDM (F) 0.2 -1.105 0.27
FDM (F) 2 -1.119 0.99
FDM (C) 0.2 -1.109 0.09
FDM (C) 2 -1.115 0.45

dq/de 
(1x1 O'14)

AVM & DDM -6.277

%
perturb

dq/de 
(1x10'14)

%
error

FDM (F) 0.2 -6.260 0.27
FDM (F) 2 -6.241 0.57
FDM (C) 0.2 -6.279 0.03
FDM (C) 2 -6.293 0.25

Table 5.1 Table 5.2

Comparison of the analytical methods and Comparison of the analytical methods and
FDM design derivatives at point H for the FDM design derivatives at point I for the
application of displacement constraint at application of displacement constraint at

point F point F
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dq/de 
(1x1 O'13)

AVM & DDM -2.129

%
perturb

dq/de 
(1x1 O'13)

%
error

FDM (F) 0.2 -2.122 0.32
FDM (F) 2 -2.112 0.79
FDM (C) 0.2 -2.130 0.05
FDM (C) 2 -2.141 0.56

Table 5.3

Comparison of the analytical methods and 
FDM design derivatives at point J for the 
application of displacement constraint at 

point F

dq/de 
(1x1 O’15)

AVM & DDM 3.503

%
perturb

dq/de
(1x10‘15)

%
error

FDM (F) 0.2 3.486 0.49
FDM (F) 2 3.469 0.97
FDM (C) 0.2 3.505 0.06
FDM (C) 2 3.493 0.29

dq/de
(1x10'15)

AVM & DDM 9.484

%
perturb

dq/de 
(1x1 O’15)

%
error

FDM (F) 0.2 9.448 0.38
FDM (F) 2 9.419 0.69
FDM (C) 0.2 9.490 0.06
FDM (C) 2 9.456 0.29

Table 5.4

Comparison of the analytical methods and 
FDM design derivatives at point H for the 
application of displacement constraint at 

point G

Table 5.5

Comparison of the analytical methods and 
FDM design derivatives at point I for the 
application of displacement constraint at 

point G
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dq/de 
(1x1 O'14)

AVM & DDM 3.842

%
perturb

dSe/de
(1x10'14)

%
error

FDM (F) 0.2 3.835 0.18
FDM (F) 2 3.869 0.7
FDM (C) 0.2 3.844 0.05
FDM (C) 2 3.851 0.23

Table 5.6

Comparison of the analytical methods and 
FDM design derivatives at point J for the 
application of displacement constraint at 

point G

5.6.2 Design Sensitivities of von Mises Stress

Tables 5.7, 5.8 and 5.9 show the design sensitivities of von Mises stress with respect to 

the Young modulus at points H, I and J respectively for the application of von Mises 

stress constraint at point F. Tables 5.10, 5.11 and 5.12 show the design sensitivities of 

von Mises stress with respect to the Young modulus at points H, I and J respectively for 

the application of von Mises stress constraint at point G. Again, the differences in 

percentage errors were small and this applies to all other elements as well.
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dSe/de 
(1x1 O'14)

AVM & DDM -5.272

%
perturb

dSe/de 
(1 x10"14)

%
error

FDM (F) 0.2 -5.259 0.25
FDM (F) 2 -5.305 0.63
FDM (C) 0.2 -5.273 0.02
FDM (C) 2 -5.292 0.38

dSe/de 
(1x1 O'14)

AVM & DDM -2.093

%
perturb

dSe/de 
(1x1 O'14)

%
error

FDM (F) 0.2 -2.081 0.57
FDM (F) 2 -2.111 0.86
FDM (C) 0.2 -2.095 0.14
FDM (C) 2 -2.103 0.48

Table 5.7 Table 5.8

Comparison of the analytical methods and 
FDM design derivatives at point H for the 
application of von Mises stress constraint 

at point F

Comparison of the analytical methods and 
FDM design derivatives at point I for the 
application of von Mises stress constraint 

at point F

dSe/de 
(1 x1 O'14)

AVM & DDM -3.479

%
perturb

dSe/de 
(1x1 O'14)

%
error

FDM (F) 0.2 -3.470 0.25
FDM (F) 2 -3.447 0.92
FDM (C) 0.2 -3.480 0.03
FDM (C) 2 -3.497 0.52

Table 5.9

Comparison of the analytical methods and 
FDM design derivatives at point J for the 
application of von Mises stress constraint 

at point F

148



dSe/de 
(1 x10"14)

AVM & DDM 1.570

%
perturb

dSe/de 
(1 x10'14)

%
error

FDM (F) 0.2 1.558 0.76
FDM (F) 2 1.555 0.95
FDM (C) 0.2 1.568 0.13
FDM (C) 2 1.561 0.57

dSe/de 
(1x1 O'14)

AVM & DDM 1.352

%
perturb

dSe/de 
(1x1 O’14)

%
error

FDM (F) 0.2 1.363 0.81
FDM (F) 2 1.365 0.96
FDM (C) 0.2 1.354 0.15
FDM (C) 2 1.361 0.66

Table 5.10 Table 5.11

Comparison of the analytical methods and 
FDM design derivatives at point H for the 
application of von Mises stress constraint 

at point G

Comparison of the analytical methods and 
FDM design derivatives at point I for the 
application of von Mises stress constraint 

at point G

dSe/de 
(1x10"14)

AVM & DDM 1.999

%
perturb

dSe/de
(1x10'14)

%
error

FDM (F) 0.2 2.010 0.55
FDM (F) 2 2.016 0.85
FDM (C) 0.2 1.998 0.05
FDM (C) 2 2.005 0.3

Table 5.12

Comparison of the analytical methods and 
FDM design derivatives at point J for the 
application of von Mises stress constraint 

at point G
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As an additional point, it can be seen from the tabulated results, the calculated 

sensitivities for both displacement and von Mises stress using the Central (C) FDM were 

much better than the Forward (F) scheme, where in these examples, the percentage errors 

for the Central FDM were very small. This is an expected result due to the improved 

performance of central FDM in capturing gradient values. However, due to a few 

drawbacks using the FDM as discussed previously, they are merely used for 

benchmarking the calculated sensitivities using the analytical methods. The results 

confirm the accuracy of the analytical approach that also has a significantly smaller 

computational requirement.

5.7 The Design Element Strategy

Instead of considering sensitivity calculation for each discretised element, it is useful if 

the design variables in the optimisation process are quantified in a way that they will be 

dealt with in a number of groups bounded by zones defined by a designer. For instance, a 

die is constructed from a number of steel blocks, thus, allowing some pre-selection of 

zone material properties involving composite dies. Also, the design element strategy can 

be applied to design problems involving shape optimisation where instead of considering 

changes to only one particular nodal coordinate, a number of nodes can be grouped 

together (for example a cooling channel) to facilitate design element sensitivity gradient 

calculation.
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5.8 Design Element Concept

In the previous section, sensitivity was calculated based on the full element subdivision. 

This will have a significant effect in terms of the efficiency of the optimisation process, 

since there is generally a requirement for thousands of elements in a domain to obtain a 

good numerical solution. Thus, by applying the Design Element Concept, the sensitivity 

calculation can be reduced by application to the design elements only. In design 

sensitivity analysis using the Design Element Concept, the finite elements that are used to 

solve the governing equations are grouped together into zones to form fewer large 

elements, i.e design elements. Figure 5.11 illustrates the application of the Design 

Element Concept in a die. The figure, for instance, shows four design elements based on 

the designer’s preference. However, the choice of design element can present difficulties 

since it is potentially aribitrary, but each should lead to the same optimised solution for 

the approach to be effective. This will be explored through the case studies which will be 

discussed in the following sections.
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0 25

0.15

0.05

X

Figure 5.11

Example Design Element division into four 
zones

5.9 Derivations of Design Element Concept using the DDM 

and the AVM

In this section, the sensitivity calculations with respect to the Design Element Concept 

will be discussed mathematically for both analytical methods; the DDM and the AVM. 

As discussed previously, both methods have their own advantages for certain applications 

of design optimisation depending on the number of design variables and applied 

constraints. Thus, the derivations for both methods in association with the design element 

scheme are set out below. The derivation is similar to that described above in Sections 

5.2.1 and 5.2.2, however, in order to illustrate how the Design Element Concept is 

implemented, a complete derivation is required. .
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5.9.1 Direct Differentiation Method (DDM)

Again, consider the equilibrium equation,

K(b)q=F (5.29)

Where b is the design variable vector, q is the displacement vector, F  is the global force 

vector and K  is the global stiffness matrix. The goal is to find the sensitivity of a function 

\J/ (q(b), qa, G(b),<ja„ b) with respect to the design variables b,

Vby/ subject to K(b)q=F (5.30)

where Vby/ is defined as

dy/ dy/ dy/ (5.31)
dbj db2 dbn

qa is the displacement constraint and a  a is the von Mises stress constraint. Assuming

that the K  matrix is not singular, both sides of the equilibrium equation are differentiated 

with respect to b. The following expression for Wbq can be derived:

Vrf = ^ - , [Vi F - V 4(XiT**)] (5.32)

where K de represents the discretised elements in the defined design elements. In the

following examples, the die has been divided into zones of 3, 7, 10, 14 and 28 Design 

Elements. This has been chosen to see the difference in the calculated sensitivities for 

different sub-divisions of design elements in the die. Figures 5.12, 5.13, 5.14, 5.15 and 

5.16 show the divisions of the zones in the die for 3, 7, 10, 14 and 28 Design Elements.

Thus, the design element sensitivity gradient for each design element is merely the 

summation of the derivatives of the stiffness matrices ^  K de for the discretised elements 

inside the particular design element. This follows the finite element method procedure
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where the total stiffness matrix of the structure is the summation of the individual finite 

element stiffness matrix in the domain.

The exact sensitivities of \p (q(b), qa, G(b),aa„ b) can be calculated by substituting V bq

V4^ = V 'r  + V ,r .Vi9  (5.33)

Where V eby/ is the gradient term for the explicit dependence of \j/ (q(b), qa, o{b) ,<ja„ b) 
on b.

For a von Mises stress constraint, the exact sensitivities of \p (q(b), qa, G(b),<ja. b) can be 

calculated by substituting V bq

= v >  + (5.34)

5.9.2 Adjoint Variable Method (AVM)

The derivation of sensitivities using the AVM is the same as derived previously. The only 

difference is that the sensitivity for each design element is merely the summation of the 

individual discretised element sensitivity inside that particular design element. Again, this 

reflects the assembly of the global stiffness matrix as used in the finite element method.

5.10 Parameter Design Element Concept example

The design sensitivity example of the axi-symmetric squeeze casting die is presented. In 

this example, to facilitate comparison, the same initial and boundary conditions were 

applied as described in the previous section.
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5.10.1 Displacement Design Element Sensitivities

The same points for the application of design constraints as in the previous section have 

been applied. In implementation, there are a number of design element subdivisions that 

may be used, for example, each block in the die may be a design element. This will lead 

to just a few design elements and these may be insufficient to capture stress or thermal 

gradients within the die with sufficient accuracy. Thus a number of design element 

subdivisions will be explored and the options are presented in Figures 5.12 to 5.16.

Figures 5.17, 5.18, 5.19, 5.20 and 5.21 show the design element sensitivity of 

displacement with respect to Young Modulus for the application of the displacement 

constraint at locations F for 3, 7, 10, 14 and 28 Design Elements respectively. Figures 

5.22, 5.23, 5.24, 5.25 and 5.26 show the design element sensitivity of displacement with
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respect to Young Modulus for the application of the displacement constraint at locations 

G for 3, 7, 10, 14 and 28 Design Elements respectively. It can be seen that for the results 

obtained for both displacement constraints, the division of design elements affected the 

sensitivity distribution in the die and convergence can be observed as more design 

elements are employed.

As discussed in Chapter two, at the Finite Element level, all the calculated sensitivities 

using the analytical methods may be compared with the FDM method to ensure the 

accuracy of the calculated sensitivities. In terms of validation of the approach in this 

work involving the sensitivities for the Design Element Concept, the same procedure has 

been implemented where all the calculated design element sensitivities using analytical 

methods will be compared with the FDM method. This is now practical since the Design 

Element Concept is a macro scale sensitivity of the FE sensitivities as discussed in the 

previous sections. The comparison of the results between the two methods was carried 

out and it is effectively a validation loop, where the results showed closed agreement. 

The comparison was done for the patterns obtained from both, the AVM and the DDM 

solutions, where they were compared with the pattern obtained from the FDM solutions. 

This comparison will be presented in section 5.11.
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Figure 5.17 Figure 5.18

Design element sensitivity o f displacement 
with respect to Young Modulus for the 

application o f displacement constraint at 
point F for 3 design elements

Design element sensitivity o f displacement 
with respect to Young Modulus for the 

application o f displacement constraint at 
point F for 7 design elements

Figure 5.19 Figure 5.20

Design element sensitivity o f displacement 
with respect to Young Modulus for the 

application o f displacement constraint at 
point F for 10 design elements

Design element sensitivity o f displacement 
with respect to Young Modulus for the 

application o f displacement constraint at 
point F for 14 design elements
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Figure 5.21

Design element sensitivity o f displacement 
with respect to Young Modulus for the 

application o f displacement constraint at 
point F for 28 design elements

Figure 5.22

Design element sensitivity o f displacement 
with respect to Young Modulus for the 

application o f displacement constraint at 
point G for 3 design elements

Figure 5.23

Design element sensitivity o f displacement 
with respect to Young Modulus for the 

application o f displacement constraint at 
point G for 7 design elements
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Figure 5.24 Figure 5.25

Design element sensitivity o f displacement 
with respect to Young Modulus for the 

application of displacement constraint at 
point G for 10 design elements

Design element sensitivity o f displacement 
with respect to Young Modulus for the 

application o f displacement constraint at 
point G for 14 design elements
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Figure 5.26

Design element sensitivity o f displacement 
with respect to Young Modulus for the 

application o f displacement constraint at 
point G for 28 design elements
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5.10.2 Von M ises stress design element sensitivities

The same points for the application o f von Mises stress constraints as defined in the 

previous section have been applied. Figures 5.27, 5.28, 5.29, 5.30 and 5.31 show the 

design element sensitivity o f  von Mises stress with respect to Young Modulus for the 

application o f von Mises stress constraint at points F for 3, 7, 10, 14 and 28 design 

elements respectively. Figures 5.32, 5.33, 5.34, 5.35 and 5.36 show the design element 

sensitivity o f von Mises stress with respect to Young Modulus for the application o f von 

Mises stress constraint at points G for 3, 7, 10, 14 and 28 design elements respectively. 

Again, for von Mises stress constraints, it can be seen that as more design elements are 

explored, convergence is obtained as shown by Figures 5.27 to 5.31 and Figures 5.32 to 

5.36.

r  t- ttO f. I K Kr

Figure 5.27 Figure 5.28

Design element sensitivity o f von Mises Design element sensitivity o f von Mises
stress with respect to Young M odulus for the stress with respect to Young Modulus for the 
application o f von Mises stress constraint at application o f von Mises stress constraint at 

point F for 3 design elements point F for 7 design elements
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Figure 5.29 Figure 5.30

Design element sensitivity o f von Mises Design element sensitivity o f von Mises
stress with respect to Young Modulus for the stress with respect to Young Modulus for the 
application o f von Mises stress constraint at application of von Mises stress constraint at

point F for 10 design elements point F for 14 design elements

Figure 5.31

Design element sensitivity o f von Mises 
stress with respect to Young Modulus for the 
application o f von Mises stress constraint at 

point F for 28 design elements
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Figure 5.32 Figure 5.33

Design element sensitivity o f von Mises Design element sensitivity o f von Mises
stress with respect to Young Modulus for the stress with respect to Young Modulus for the 
application o f von Mises stress constraint at application o f von Mises stress constraint at

point G for 3 design elements point G for 7 design elements

Figure 5.34 Figure 5.35

Design element sensitivity o f von Mises 
stress with respect to Young Modulus for the 
application o f von Mises stress constraint at 

point G for 10 design elements

Design element sensitivity o f  von Mises 
stress with respect to Young Modulus for the 
application o f von Mises stress constraint at 

point G for 14 design elements
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Figure 5.36

Design element sensitivity o f von Mises 
stress with respect to Young Modulus for the 
application o f von Mises stress constraint at 

point G for 28 design elements

Clearly the Design Element for both displacement and von Mises stress have 

tremendously reduced the number o f design variables. However, the computational time 

to calculate the gradients is almost the same with the full field solution. The reduction of 

the design variables from hundreds to only a few design elements has reduced the 

calculation time in the optimisation process by a factor o f more than ten times since the 

updating o f new solution using the gradient-based optimisation is done accordingly for 

each design variable. This is due to the fact that the gradient-based optimisation updates 

the new solution based on the Taylor series formulation, where the sensitivity with 

respect to each design variable is needed in deriving to the optimal solution.
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5.11 Analytical Methods vs Finite Difference Method

In this section, the calculated analytical design element sensitivity gradients are tabulated 

and then compared with the results from a simple difference based calculation. In this 

section only a limited comparison is presented, because following from the comparison 

presented in section 5.6 (other tabulations) good agreement was shown for all cases.

5.11.1 Design Element Sensitivities of Displacement

Table 5.13 and 5.14 show the design element sensitivities of displacement with respect to 

the Young modulus for the application of displacement constraints at point F and G 

respectively for 14 design elements. The results are tabulated up to three decimal places 

due to the fairly close values that were obtained from the FDM and the analytical 

methods.
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Design FDM (F) FDM (C)
AVM & 
DDM

Element 0.2%
%

Error 2.0%
%

Error 0.2%
%

Error 2.0%
%

Error

1
2.371
x10'15 0.78

2.439
x10"15 2.05

2.389
x10’15 0.04

2.369
x10‘15 0.88

2.390
x10‘15

2
1.689
x10'14 0.23

1.710
x10'14 1.42

1.687
x10'14 0.08

1.698
x10'14 0.71

1.686
x10'14

3
4.949
x10'14 0.67

5.029
x10'14 0.94

4.982
x10'14

2.01
x10'3

4.951
x10'14 0.62

4.982
x10'14

4
2.177
xtO'14 0.17

2.201
x10'14 1.29

2.173
x10'14 0.02

2.173
x10'14 0.92

2.173
x10'14

5
1.416
x10'13 0.28

1.433
x10'13 0.92

1.419
x10‘13 0.12

1.411
x10'13 0.59

1.421
x10'13

6
1.867
x10'13 0.79

1.909
x10'13 1.47

1.882
x10'13 0.03

1.886
x10'13 0.21

1.882
x10‘13

7
-8.833
x10'13 0.56

-8.868
x10‘13 0.17

-8.882
x10'13

2.25
x10'3

-8.889
x10‘13 0.07

-8.883
x10'13

8
-9.559
x10‘13 0.09

-9.560
x10'13 0.08

-9.568
x10'13

5.22
x10'3

-9.576
x10'13 0.07

-9.569
x10‘13

9
-5.200
x10'13 0.5

-5.171
x10'13 0.05

-5.172
x10'13 0.04

-5.171
x10'13 0.05

-5.174
x10"13

10
-5.051
x10'13 0.98

-5.097
x10"13 0.11

-5.101
x10'13 0.01

-5.103
x10‘13 0.02

-5.102
x10'13

11
1.854
x10'11 0.31

1.856
x10'11 0.19

1.858
x10'11 0.07

1.858
x10"11 0.05

1.859
x10'11

12
-1.436
x10'11 0.97

-1.442
x10'11 0.55

-1.452
x10'11 0.14

-1.451
x10'11 0.07

-1.450
x10'11

13
1.925
x10'12 0.47

1.935
x10'12 0.05

1.934
x10‘12

5.16
x10'3

1.934
x10"12

5.16
x10'3

1.934
x10'12

14
-1.375
x10'11 0.93

-1.379
x10"11 0.63

-1.390
x10"11 0.14

-1.388
x10'11 0.07

-1.388
x10'11

Table 5.13

Comparison of the analytical methods and 
FDM design derivatives for the application 
of displacement constraint at point F for 14 

Design Elements
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Design FDM (F) FDM (C)
AVM & 
DDM

Element 0.2%
%

Error 2.0%
%

Error 0.2%
%

Error 2.0%
%

Error

1
2.246x
10'13 0.94

2.238x
10‘13 0.56

2.225
x10‘13 0.03

2.240x
10'13 0.67

2.225X
10’13

2
1.112x
10'12 0.63

1.090x
10‘12 1.32

1.101x
10'12 0.36

1.112X
10'12 0.63

1.105x
10'12

3
1.934x
10‘12 0.56

1.942x
10'12 1.03

1.945x
10'12

1.03x
10-3

1.932x
10’12 0.67

1.945x 
10‘12

4
1.871x
10'12 1.29

1.835x
10‘12 0.65

1.843x
10'12 0.16

1.842
x10'12 0.26

1.847x
10'12

5
-1.887
X10'11 0.4

-1.868
x10"11 1.14

-1.896
x10'11 0.08

-1.896
x10'11 0.08

-1.895
x10‘11

6
-2.993
X10’12 0.43

-2.981
x10'12 0.83

-3.005
x10"12 0.02

-2.997
x10'12 0.07

-3.006
x10'12

7
1.245
X10‘12 1.38

1.216
x10'12 0.98

1.230
x10‘12 0.14

1.216
x10’12 0.96

1.228
x10‘12

8
7.941
X 1 0 13 0.15

7.862
x10'13 1.14

7.943
x10'13 0.12

7.902
x10‘13 0.64

7.953
x10'13

9
6.114
X10’13 0.82

6.069
x10‘13 0.41

6.102
x10'13 0.13

6.130
x10"13 0.58

6.094
x10‘13

10
3.471
X10’13 0.84

3.435
x10'13 0.2

3.445
x10'13 0.08

3.474
x10‘13 0.93

3.442
x10'13

11
6.436
X10‘13 0.68

6.358
x10‘13 0.55

6.404
x10"13 0.17

6.426
x10'13 0.52

6.393
x10'13

12
1.506
X10‘12 1.27

1.475
x10'12 0.79

1.488
x10'12 0.1

1.502
x10'12 0.98

1.487
x10"12

13
4.635
X10‘14 0.07

4.607
x10'14 0.68

4.617
x10'14 0.46

4.638
x10'14

2.15
x10‘3

4.638
x10'14

14
-2.613
X10‘15 0.53

-2.601
x10'15 0.99

-2.629
x10"15 0.05

-2.624
x10’15 0.12

-2.627
x10'15

Table 5.14

Comparison of the analytical methods and 
FDM design derivatives for the application 
of displacement constraint at point G for 14 

Design Elements

5.11.2 Design Element Sensitivities von Mises stress

Table 5.15 and 5.16 show the design element sensitivities of von Mises stress with 

respect to the Young modulus for the application of von Mises stress constraints at point 

F and G respectively for 14 design elements.
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Design FDM (F) FDM (C)
AVM & 
DDM

Element 0.2%
%

Error 2.0%
%

Error 0.2%
%

Error 2.0%
%

Error

1
3.292
x10‘14 0.51

3.280
x10'14 0.88

3.306
x10'14 0.09

3.296
x10'14 0.39

3.309
x10'14

2
-1.965
x10'13 0.67

-1.972
x10'13 1.02

-1.956
x10‘13 0.20

-1.961
x10"13 0.46

-1.952
x10'13

3
1.834
x10'12 0.65

1.845
x10'12 1.26

1.819
x10'12 0.16

1.812
x10'12 0.55

1.822
x10'12

4
-8.846
x10'12 0.48

-8.818
x10'12 0.79

-8.909
x10'12 0.22

8
?

 
00 

o
°? 

X 0.41
-8.889
x10'12

5
-1.734
x10'11 0.63

-1.731
x10'11 0.80

-1.750
x10'11 0.29

-1.754
x10‘11 0.52

-1.745
x10'11

6
-1.225
x10~11 0.56

-1.219
x10'11 1.05

-1.232
x10'11 0.07

-1.226
x10'11 0.48

-1.232
x10'11

7
-2.326
x10'12 0.68

-2.320
x10‘12 0.94

-2.338
x10'12 0.17

-2.356
x10'12 0.59

-2.342
x10'12

8
-1.916
x10‘12 0.57

-1.909 
x10'12 0.93

-1.929
x10'12 0.10

-1.936
x10'12 0.47

-1.927
x10'12

9
-1.577
x10'12 0.57

-1.569
x10'12 1.07

-1.583
x10'12 0.19

-1.578
x10'12 0.50

-1.586
x10'12

10
-1.605
x10'12 0.86

-1.610
x10'12 0.55

-1.612
x10'12 0.43

-1.620
x10'12 0.06

-1.619
x10'12

11
5.023
x10’12 0.63

5.032
x10'12 0.82

5.001
x10'12 0.22

5.015
x10'12 0.48

4.991
x10'12

12
1.662
x10'11 0.54

1.683
x10‘11 0.72

1.675
x10‘11 0.28

1.679
x10'11 0.47

1.671
x10'11

13
4.466
x10'13 0.58

4.490
x10'13 0.04

4.484
x10'13 0.2

4.494
x10'13 0.02

4.493
x10‘13

14
4.780
x10'12 0.27

4.758
x10"12 0.19

4.769
x10‘12 0.04

4.768
x10'12 0.02

4.767
x10‘12

Table 5.15

Comparison of the analytical methods and 
FDM design derivatives for the application 
of von Mises stress constraint at point F for 

14 Design Elements
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Design FDM (F) FDM (C)
AVM & 
DDM

Element 0.2%
%

Error 2.0%
%

Error 0.2%
%

Error 2.0%
%

Error

1
-2.459
x10‘13 0.32

-2.480
x10'13 0.53

-2.469
x10'13 0.08

-2.463
x10‘13 0.16

-2.467
x10'13

2
-1.573
x10‘12 0.19

-1.565
x10’12 0.69

-1.575
x10'12 0.06

-1.570
x10'12 0.38

-1.576
x10'12

3
-4.156
x10'12 0.72

-4.211
x10"12 0.60

-4.187
x10'12 0.02

-4.181
x10‘12 0.12

-4.186
x10'12

4
-2.197
x10'12 0.32

-2.218
x10'12 0.59

-2.207
x10'12 0.09

-2.213
x10'12 0.36

-2.205
x10'12

5
-4.633
x10'12 0.30

-4.670
x10‘12 0.49

-4.642
x10'12 0.11

-4.636
x10'12 0.24

-4.647
x10'12

6
-6.396
x10'12 0.48

-6.462
x10'12 0.54

-6.431
x10"12 0.06

-6.457
x10‘12 0.47

-6.427
x10'12

7
-1.251
x10'12 0.40

-1.255
x10'12 0.72

-1.248
x10'12 0.16

-1.242
x10'12 0.32

-1.246
x10'12

8
-3.465
x10'13 0.23

-3.471
x10'13 0.40

-3.456
x10‘13 0.03

-3.451
x10'13 0.17

o
<? 

X

9
-1.851
x10'13 0.48

-1.856
x10'13 0.76

-1.840
x10'13 0.11

-1.849
x10'13 0.38

-1.842
x10'13

10
-2.032
x10'14 0.30

-2.038
x10'14 0.59

-2.029
x10'14 0.15

-2.021
x10'14 0.25

-2.026
x10'14

11
-8.080
x10'13 0.26

-8.096
X10’13 0.46

-8.055
x10'13 0.05

-8.036
x10‘13 0.29

-8.059
x10'13

12
-2.810
x10'12 0.71

-2.853
x10’12 0.81

-2.838
x10"12 0.28

-2.843
x10‘12 0.50

-2.830
x10'12

13
-9.200
x10'14 0.96

-9.283
x10'14 0.06

-9.350
x10'14 0.65

-9.288
x10'14 0.01

-9.289
x10'14

14
-1.649
x10'13 1.02

-1.664
x10'13 0.12

-1.667
x10’13 0.06

-1.667
x10'13 0.06

-1.666
x10'13

Table 5.16

Comparison of the analytical methods and 
FDM design derivatives for the application 

of von Mises stress constraint at point G 
for 14 Design Elements

From this tabulation, it can be seen that the results showed closed agreement. It 

reflects the results obtained for the comparison done for the full field solution from the 

AVM and the DDM, where again, the percentage errors obtained were also small.
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5.12 Shape Design Element

The Design Element Concept is not only applicable to parameter sensitivity, it can also 

be applied to shape sensitivity. In this section, a new and novel application of shape 

design element of coolant channels is demonstrated. Shape sensitivity can to some extent 

be applied to part shape design, but often this is driven by end application considerations. 

In this work it may be applied to process design through for example positioning of the 

cooling system within the die. This will be explored within the case studies that will be 

considered in this project. However, in the following case studies, the coolant channel 

was not moved around, it was just the case of showing how the sensitivity of the chosen 

position will respond with respect to the application of the von Mises stress constraint.

5.12.1 Shape Parameterisation of Coolant Channel

One of the important aspects in performing shape sensitivities for coolant channel 

geometry is the parameterisation of the coolant channel. To illustrate this, Figure 5.37 

shows the X and Y coordinates of the coolant channel centre. The shape sensitivities with 

respect to the X and Y coordinates are calculated after parameterisation and the von 

Mises stress constraints have been applied at points F and G as shown in Figure 5.5. 

These have been chosen due to the high von Mises stress values in these areas. The 

parameterisation of the coolant channels is as follows, 

x = X -  r cos O' 

y = Y -  r sin a

where, r is the radius of the coolant channel and a  is the angle as shown in Figure 5.37.
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Figure 5.37

The definition of X and Y coordinates of the 
centre of the coolant channels

5.12.2 The Stiffness Matrix Derivative for Shape Sensitivities

Again, in performing analytical design element shape sensitivity analysis, the success of 

the computation is largely dependent on the calculated stiffness matrix derivative. Thus, 

for an axi-symmetric problem, the derivative of the stiffness matrix with respect to the 

design variable, associated with the Y-coordinate of the centre of the coolant channel, is 

given as:

—  = (—  DBJ„ + B rD — J D + B 7D B ^ s-)7zrbilr (5.35)
3Y 5Y • 5Y 5Y
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The derivative of the stiffness matrix with respect to the X-coordinate of the centre of 

the coolant channel is of the form,

H  = DBJDrbar + B rD ^  J Drbar + B7D B ^ r bar + BrDBJ„ ^ - ) tl (5.36)

5.12.3 Shape Design Element Concept Example

This section will highlight the influence of the tendency of the movement of the coolant 

channel having a radius of 0.02m in certain directions, for instance X and Y axis, with 

respect to the von Mises stress constraint at a particular point in the die. The same initial 

and boundary conditions were applied as described previously. Tables 5.17 and 5.18 

show the design element sensitivities of von Mises stress with respect to Y and X 

coordinates for the lower coolant channel for the application of the von Mises stress 

constraint at point F. It can be seen that the tendency to move the lower coolant channel 

in the X-direction has a higher influence than the Y-direction with respect to the von 

Mises stress constraint at point F. Tables 5.19 and 5.20 show the design element 

sensitivities of von Mises stress with respect to Y and X coordinates of the lower coolant 

channel for the application of von Mises stress constraint at point G. However, from these 

results, the tendency to move the lower coolant channel in the Y-direction has a higher 

influence than the X-direction with respect to the von Mises stress constraint at point G.

Tables 5.21 and 5.22 show the design element sensitivities of von Mises stress with 

respect to Y and X coordinates of the upper coolant channel for the application of von 

Mises stress constraint at point F. Tables 5.23 and 5.24 show the design element 

sensitivities of von Mises stress with respect to Y and X coordinates of the upper coolant
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channel for the application of von Mises stress constraint at point G. It can be seen that 

the tendency to move the upper coolant channel in the Y-direction has a higher influence 

than in X-direction with respect to both von Mises stress constraints at points F and G. 

Also, the percentage errors were small thus proving the accuracy of the analytical 

method. In this example, only the DDM was used. This is because from the parameter 

sensitivity examples, it can be seen that clearly both methods yield the same results. In 

this section, the full picture of the shape sensitivity cannot be shown because of the 

calculated sensitivities were only evaluated on a certain number of elements in the die.

Thus, based on the cooling system design sensitivity, the degree to which the 

tendency to move the coolant channel either in X or Y-direction can be drawn with 

respect to the particular von Mises stress constraint in the die. Also, based on the above 

examples, from the practical point of view, it can be seen that generally if the coolant 

channel is moved in direction y, it will have a more significant impact on von Mises 

stress when compared with a move in direction x.

dSe/de 
(1x1 O'4)

DDM 8.759

%
perturb

dSe/de 
(1x1 O'4)

%
error

FDM (C) 0.2 8.759
8.52

xIO"4
FDM (C) 2 8.765 0.07

Table 5.17

The design element sensitivities of von 
Mises stress with respect to Y coordinate of 

the lower coolant channel for the 
application of von Mises stress constraint 

at point F

dSe/de 
(1x1 O'3)

DDM -1.332

%
perturb

dSe/de 
(1x1 O'3)

%
error

FDM (C) 0.2 -1.331 0.02
FDM (C) 2 -1.302 2.27

Table 5.18

The design element sensitivities of von 
Mises stress with respect to X coordinate of 

the lower coolant channel for the 
application of von Mises stress constraint 

at point F
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dSe/de
(1x10‘1)

DDM -2.670

%
perturb

dSe/de
(1x10'1)

%
error

FDM (C) 0.2 -2.670
3.12

x10'4
FDM (C) 2 -2.669 0.02

Table 5.19

The design element sensitivities of von 
Mises stress with respect to Y coordinate of 

the lower coolant channel for the 
application of von Mises stress constraint 

at point G

dSe/de
(1x10‘1)

DDM -5.799

%
perturb

dSe/de 
(1 x10”1)

%
error

FDM (C) 0.2 -5.799

Tt1?
00  

o

FDM (C) 2 -5.809 0.17

Table 5.21

The design element sensitivities of von 
Mises stress with respect to Y coordinate of 

the upper coolant channel for the 
application of von Mises stress constraint 

at point F

dSe/de
(1x1 O’2)

DDM -6.368

%
perturb

dSe/de 
(1x10‘2)

%
error

FDM (C) 0.2 -6.368
2.97
x10'3

FDM (C) 2 -6.385 0.27

Table 5.20

The design element sensitivities of von 
Mises stress with respect to X coordinate of 

the lower coolant channel for the 
application of von Mises stress constraint 

at point G

dSe/de 
(1x1 O'2)

DDM -1.792

%
perturb

dSe/de
(1x10‘2)

%
error

FDM (C) 0.2 -1.792
5.3

xIO"4
FDM (C) 2 -1.791 0.05

Table 5.22

The design element sensitivities of von 
Mises stress with respect to X coordinate of 

the upper coolant channel for the 
application of von Mises stress constraint 

at point F

174



dSe/de 
(1 x10"1)

DDM 1.020

%
perturb

dSe/de 
(1 x10"1)

%
error

FDM (C) 0.2 1.020
4.76
x10'3

FDM (C) 2 1.016 0.37

DSe/de 
(1x10‘2)

DDM -2.859

%
perturb

dSe/de 
(1x1 O'2)

%
error

FDM (C) 0.2 -2.859
2.12
1C3

FDM (C) 2 -2.858 0.03

Table 5.23

The design element sensitivities of von 
Mises stress with respect to Y coordinate of 

the upper coolant channel for the 
application of von Mises stress constraint 

at point G

Table 5.24

The design element sensitivities of von 
Mises stress with respect to X coordinate of 

the upper coolant channel for the 
application of von Mises stress constraint 

at point G

5.13 Closure

The design element concept with the aim of reducing effort in sensitivity calculation in 

the optimisation process has been proposed. In this work, the die has been divided into 5 

divisions of design elements, where the zones of defined design elements may 

correspondingly represent the number of blocks that make up the die. From the examples 

provided, it can be seen that as a number of divisions of design elements are increased, 

convergence of sensitivity is obtained for both displacement and von Mises stress 

constraints. Also, the shape sensitivities procedure of the coolant channels has been 

described, thus, enabling the coolant channels to be moved as an entity for each coolant 

channel for the shape optimisation problem. For the shape sensitivity, based on the 

calculated sensitivity, the extent to which the tendency to move the coolant channel either
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in X or Y-direction can be determined with respect to the particular von Mises stress 

constraint in the die.

References

1. E.J. Haug, K.K. Choi and V. Komkov, ‘ Design sensitivity analysis of structural 
systems’, London, UK: Academic Press; 1986.

2. M.A. Crisfield, ‘ Finite elements and solution procedures for structural analysis, Vol.l, 

Linear analysis’ Swansea, UK: Pineridge Press, 1986.

3. W.F. Chen and D.J. Han, ‘ Plasticity for structural Engineers’, New York: Springer 

Verlag, 1988.

4. www.gknplc.com/ (2003).

5. Lewis RW, Manzari MT and Gethin DT. Thermal optimisation in the sand casting 

process. Engineering Computations. 2001; 18 (3/4): 392-416.

6. Anderson JT. A theoretical and experimental investigation into the investment and 

gravity die casting processes. M.Phil Thesis, Swansea University, 1995.

7. K. Ravindran and R.W. Lewis, ‘Finite element modelling of solidification effects in 

mould filling’, Finite Elements in Analysis and Design, 1998;31, 99-116.

176



Chapter 6 

Conclusions and Proposals for further 

work

6.1 Conclusions

The application of the automatic optimisation in the squeeze forming process with respect 

to the positions of the coolant channels using genetic algorithms has successfully been 

implemented. The accomplishment of this work, has been dependent on the successful 

integration of the finite element method, mesh generator and the genetic algorithm 

software. The validation aspects were implemented in the 2D planar and axi-symmetric 

casting processes and the results showed good agreement with the published works, thus 

highlighting the effectiveness of this method. The thermal optimisation of the squeeze 

forming for the non-cyclic and cyclic processes has been explored. The exploration
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started from the simple analysis for two defined points in the casting and also considering 

the whole domain. Furthermore, optimisation of the process under the influence of the 

contact pressure by changing the interfacial heat transfer coefficient value has been dealt 

with. The application to include multi-objective optimisation involving the thermal aspect 

in the casting and mechanical aspect in the die has been explored. Also, the application of 

design sensitivity analysis and Design Element Concept has been applied successfully to 

the process involving parameter and shape sensitivities. From this work, the following 

conclusions may be drawn:

1) This work suggests that for both thermodynamic and thermomechanical 

optimisations, there is a need to derive an objective function that reflects the whole 

domain, rather than selective points within the domain. This is due to the fact that by 

considering only two points in the casting, although the solution achieved a near the 

global optimal, some of the results obtained were far away from achieving the desired 

practical objective, which was to obtain near simultaneous solidification in the casting. 

Under this circumstance, the coolant channels are positioned to surround the casting.

2) The optimal results obtained for the cyclic analysis were different from the non-cyclic 

simulations. This suggests that for the actual design practice in the industry, it is required 

that the design process takes into account this aspect, since it gives a large difference in 

the obtained results. This is due to the increase in temperature and its change in 

distribution through the die. In this work, it has been found that cyclic stabilisation is 

approached after the tenth cycle.
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3) Optimisation of the positions of the coolant channels has also been explored under the 

influence of the pressure relaxation by changing the interfacial heat transfer coefficient at 

the die-casting interface. This has been done for the first cycle up to the fifth cycle. This 

exploration significantly highlights the need to consider such a factor due to the direct 

dependency of temperature distribution in the casting and die on the interfacial heat 

transfer coefficient. The results obtained showed the lack of agreement with die design 

based on intuition. In the current optimised design, the coolant channels were positioned 

further away generally to satisfy the requirement of the objective function, which was to 

achieve near simultaneous solidification in the casting.

4) The work has also demonstrated the application of the multi-objective optimisation to 

the squeeze forming process. The results obtained for first and tenth cycles showed 

similarity in form, where the coolant channels are positioned to surround the casting with 

high temperature surrounding the casting. At the same time, from the graphs of stress 

distribution, the fluctuation of stress distribution in the die and average von Mises stress 

value for the optimal solution were reduced in comparison with the results obtained 

considering the thermal optimisation only.

5) The design sensitivity analysis and Design Element Concept have been implemented 

in the squeeze forming process simulation. In this work, all the design sensitivity 

gradients for full field solution and also the calculated sensitivity gradients based on 

Design Elements using analytical methods have been compared with the FDM method, 

effectively completing the validation loop for this part of the optimisation process. For 

parameter design sensitivity analysis, the region where it is more sensitive to the change
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in design variable, for instance Youngs Modulus (that is relevant to composite dies), has 

been identified based on the sensitivity distribution.

6) For the application of Design Element Concept to the process, 5 types of discretisation 

of zones of Design Element have been proposed, with 3,7, 10, 14 and 28 Design Element 

subdivisions in the die. From the examples provided, it can be seen that the general 

pattern of sensitivity distribution tends to reach a converged state as the number of design 

elements is increased. Even the 28 Design Element sensitivity gradients still have 

significant computational saving when compared with sensitivity gradients calculated 

based on the discretised finite element mesh.

7) Shape Design Element sensitivity involving the coolant channel has been performed. 

Before calculating the shape sensitivity, parameterisation of the edge of the coolant 

channel with respect to X or Y axis is required in order to consider the coolant channel as 

an entity. Based on the calculated shape sensitivities, the influence of the tendency to 

move the coolant channel in either X or Y direction with respect to the von Mises stress 

constraint at a particular point in the die can be identified. In this work, for the geometric 

configuration analysed, it has been found that if the coolant channel is moved in direction 

y, it will have a more significant impact on von Mises stress when compared with a move 

in the direction x.
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6.2 Proposals for Further Work

The recommendations for further work are suggested as follows:

1) There is a need to include a thermomechanical model of the casting as well, even 

though for now the model is complex and computationally very demanding.

2) In the modeling of the squeeze forming process, it is appropriate to consider a die as a 

number of steel blocks, rather than only as one piece. This is due to the standard practice 

that generally applies in the casting and squeeze forming processes. This is also likely to 

affect the stress distribution in the die, since the steel blocks can move relative to each 

other.

3) It is also attractive to explore for the future work in optimisation of the squeeze 

forming process to consider the timing of the pressure control cycle as a design parameter 

to be optimised. This is because of the significant effects that this has on the process, due 

to the direct dependency of the interfacial heat transfer coefficient with respect to the 

pressure application.

4) For optimisation using genetic algorithm program, there is the need to implement 

parallel processing due to the computational demanding, when considering nonlinearities 

that are present, for instance in the casting, even for a non-cyclic simulation.

5) The application of Design Element Concept to the squeeze forming process 

considering all the non-linearity aspects that are present will be desirable for the future 

research due to the new application of such technique to the process. Then, the calculated
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Design Element sensitivity gradients using analytical methods can be supplied to the 

gradient-based optimisation software to search for the optimal solution. It is also required 

that the design elements needs more exploration and coupling with optimisation to see if 

the same layout is achieved as a final validation step.

6) There is also a need to apply some practical validations of the coolant channels 

design, since the design that has been proposed is significantly different from an intuitive 

scheme.

182



Appendix I

Genetic Algorithms Operators

The purpose of this Appendix is to explain the basic issues concerned with genetic 

algorithms and how they are applied in the context of the current casting process 

optimisation.

1.1 Uniform Mutation

The uniform mutation operator substitutes the actual value of a given gene with a random 

number belonging to the admissible range of variation of the gene. A gene is a design 

variable and in this work, for instance, it represents the position of the coolant channel. 

This operation is illustrated in detail in Figure AI. 1, where the values in the blue box, for 

instance, represent the positions of the coolant channels. The mutation effectively 

introduces a new set of coolant channel coordinates.
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Uniform x=<xJ>...,x/o...,xq> x = < x 1,...fxk,...}xq>
m utation where: x  ̂ =random(lefl(xk);right(xk));

Before After

4.00

CUT
POSITION

4.00
- 0.20 - 0.20

1 1
X < x l ;x p >

1.20 1.20

Figure A I.l 

Uniform mutation operator

1.2 Non-Uniform Mutation

The non-uniform mutation operator is the operator responsible for the fine tuning 

capabilities o f the system as shown in Figure AI.2. The function A(t,y) returns a value in 

the range [0,y] such that the probability o f A(t,y) being close to 0 increases as t (number 

o f  generation) increases. This property causes this operator to search the space uniformly 

initially ( when t is small), and very locally at later stages. The letter r represents a 

random binary number.

184



GENETIC OPERATORS
Non-
uniform
mutation

X = < X , , . . . , X h . . . ,Xa>

Before

xk +  A  (t, right{k)  - x k) 

xk -  A (t ,xk -  left(k) )

f o r  :r =  0  

fo r  \ r - 1

After

4.00

CUT
POSITION

4.00

- 0.20 - 0.20

1
X

£ 2 0 1.20

Xi Xi'

Figure AI.2 

Non-uniform mutation operator

Effectively this refines the coolant channel position as the optimisation solution 

proceeds.

1.3 B oundary M utation

In boundary mutation, which is a variation o f the uniform mutation, the gene (design 

variable) receives one o f limiting values (either left or right) with the same probability as 

shown in Figure AI.3. Thus, the mutation effectively introduces a new set o f coolant 

channel coordinates.
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Boundary
mutation

Before

x= < x ,} ...,xh ...,xq> x '= < xl,...,xk,...,xq>

x'k =■
left(k) for : r = 0 

right (k ) for  : r = 1

After

4.00

CUT
POSITION

4.00
- 0.20 - 0.20

1 1
X

1.20 1.20

Xi

Figure AI.3 

Boundary mutation operator

In effect, this produces diversity in the coolant channel position and prevents the 

algorithm to get locked in a local extreme by making it explore other regions.

1.4 S im ple C rossover

In simple crossover, a pair o f offspring chromosomes is created from two parent 

chromosomes. A chromosome is a series o f design variables and in this work, for 

instance, a chromosome is a series o f positions o f the coolant channels in X and Y 

directions. The new offspring chromosomes inherit genes from both parents. This 

concept is shown in Figure AI.4.
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Simple 
crossover

X, =<xl,x2,..

X2 = < >

Parent 1 Parent 2

3.24
- 0.22
1.32
3.22
1.20

- 0.99 1.94

X1 Xl>X2’‘" ’Xk’yk+l>yk+2’"'>yq >

X 2 "  yk’Xk+\’Xk+2>'"’Xq ^

Child 1 Child 2

CUT
POSITION

3.24
- 0.22
1.32

1.94 - 0.99

Figure AI.4 

Simple crossover operator

Efficiently this produces a new pair o f two sets o f coolant channel position which 

have some parts from the previous two sets o f coolant channel position.

1.5 A rithm etic C rossover

Arithmetic crossover creates a new offspring chromosome inheriting a linear combination 

from both parent chromosomes as illustrated in Figure AI.5.
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Arithmetic
crossover

xj = a x j + (1 -  a ) x 2 

x 2 = a x 2 + (1 -  a ) x { 
0 < a  < 1

Parent 1 Parent 2

4.00 3.00
-0.20 0.20

1 2
3.22 1.22
1.20 2.40

Xi x 2

Child

Figure AI.5 

Arithmetic crossover operator

In effect, this produces a new set of coolant channel position based on the two 

previous sets o f coolant channel position

1.6 C lon ing

The cloning operator increases the probability o f surviving for the best chromosome by 

duplicating it in the subsequent generation. Figure AI.6 demonstrates the working 

principle o f cloning operator.
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Cloning

a>
EoS)o
£
2

JZu

Figure AI.6 

Cloning operator

This retains the best set o f coolant channel position and therefore increases the 

survival o f the set o f coolant channel position as the optimisation solution proceeds.

1.7 Selection

The ranking selection increases the probability o f  surviving o f the chromosomes which 

have greater fitness function as illustrated in Figure AI.7.
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ranking
selection

prob {rank) -  0  -  1
q - rank selection pressure

<u
E
ao
Eoi_szu

ro
aj
E
ao
Eoi—SZu

'3-
<U
Eo
i nO
Eo

QJ
Eocoo
Eo1—szu

2
cu
Eao
Eo

Hgure AI.7 

Ranking selection operator

Effectively, this preserves the survival o f sets o f coolant channel position with 

greater fitness function as optimisation solution proceeds.

Rank line
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Appendix II

Heat Transfer Coefficient

II. 1 Forced Convection

Convection is classified as natural (or free) or forced convection, depending on how the 

fluid motion is initiated. In forced convection, the fluid is forced to flow over a surface or 

in a pipe by external means such as a pump or a fan. The following is set out as a 

summary, details are explained in A1 and A2.

II.2 Nusselt Number

Nusselt number is defined as;

k
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Where Nu is the Nusselt number, h is the heat transfer coefficient, Lc is the characteristic 

length and k is the thermal conductivity of the fluid. The Nusselt number is defined to 

nondimensionalise the heat transfer coefficient. However, for noncircular tubes, the 

characteristic length, Lc is the hydraulic diameter, Dh which is defined as follows;

P

where Ac is the area of the duct and p  is the perimeter of the duct.

11.3 Turbulent Flow in Tubes

For fully developed turbulent flow in smooth tubes, a simple relation for the Nusselt 

number is defined as follows:

Nu = 0.023Re° 8Pr°3

11.4 Reynolds Number

The Reynolds number, Re is given by the following equation:

P c .. v /A
n  v

Where p  is the density of the fluid, Dh is the hydraulic diameter, Vf is the density of the 

fluid, p is the dynamic viscosity and v is the kinematic viscosity. These equations have 

been used to guide the choice of heat transfer coefficient and example values are derived 

below.
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II.5 Heat Transfer Coefficient Calculations

11.5.1 Water as Coolant Liquid

At 7/=20°C for water as coolant liquid, the following properties were used; 

p  = 998 kg/m3 Pr = 7.01 (Prandtl Number)

k =  0.598W/mK i; = fjJp = 1.002xl0'3/998 = 1.0xl0-6m2/s

In general, for all coolant channels, the hydraulic diameter, Dh = 0.02m : 

Assuming the velocity of the water, vy = 0.22m/s ;

Re = 0.22x(0.02)/1.0xl0'6 

Re = 4400 > 4000 (Turbulent)

Thus,

Nu = 0.023Re° 8Pr0-3

Nu = 0.023(4400) °'8(7.01)03

Nu = 33.9

Given that Nusselt number is,

. .  hDh Nu = — h-  
k

Heat transfer coefficient at the coolant channels can be calculated as : 

h = 33.9x(0.598)/0.02 

h = 1000W/m2K

11.5.2 Oil as Coolant Liquid

At 7}=100oC for oil as coolant liquid, the following properties were used; 

p  = 540kg/m3 Pr = 279.1 (Prandtl Number)

k = 0.1367W/mK u = ju/p= 2.046x10"5m2/s
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In general, for all coolant channels, the hydraulic diameter, Dh = 0.02m :

Assuming the velocity of the oil, Vf = 7m/s ;

Re = 7x(0.02)/2.046xl0'5 

Re = 6842.6 > 4000 (Turbulent)

Thus,

Nu = 0.023Re° 8Pr03

Nu = 0.023(6842.6)08(279.1)03

N u= 145.3

Given that Nusselt number is,

- r hDh Nu = — h-  
k

Heat transfer coefficient at the coolant channels can be calculated as : 

h=  145.3x(0.1367)/0.02 

h = 1000W/m2K
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Appendix III

Comparison of Thermal and Pressure 

Induced Stresses

III.l Pressure Induced Stress

Figure AIII.l shows the pressure induced stress distribution by applying the pressure at 

60 MPa in normal direction from internal side of the casting for the initial geometry from 

GKN.
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bu

Figure AIII.l

Pressure induced stress distribution by applying pressure at 60 M Pa (in normal 
direction) from internal side o f the casting for the initial geometry from GKN

III.2 T herm al Induced Stress

Figure AIII.2 shows the thermal induced stress distribution for the initial geometry from 

GKN and Figure AIII.3 shows the corresponding thermal distribution in the die.

8
x 10

Figure AIII.2

Thermal induced stress distribution in the die t=50s for the initial 
geometry from GKN
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Figure AIII.3

Temperature distribution in the die at t=50s for the initial geometry from
GKN
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