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## Preface

The connection between geometric spaces and commutative algebras is very intimate. In algebraic geometry, geometric problems are transferred into algebraic ones by considering the functions on a space. Moving a geometric space into the realm of algebra in this way (here by geometric space we mean a locally compact Hausdorff topological space) results in a special type of algebra termed a commutative $C^{*}$-algebra. From such an algebra, up to some isomorphisms, it has been shown how a classical space can be reconstructed, via what is called the Gelfand-transform. Thus establishing a one-to-one correspondence between isomorphism classes of commutative $C^{*}$-algebras and homeomorphism classes of geometric spaces. Much of the theory of geometric spaces has been shown to have an analogue in the theory of commutative $C^{*}$-algebras. Moreover, much of this dual theory has been shown to extend to non-commutative $C^{*}$-algebras. In view of the one-to-one correspondence we have already mentioned, these non-commutative $C^{*}$-algebras can be readily thought of as a generalization of geometric space. Proceeding along these lines, the theory non-commutative geometry envisaged by Connes [19] has been highly successful, and many of the tools developed for this theory have been found to be useful when transferred back into the classical setting. One aspect of this theory which has been of interest to mathematical physicists is what happens to principal bundles in the move to this algebraic setting. Proceeding by concentrating on algebraic structure and removing some of the finer detail, a notion of what is termed a quantum principal bundle has been developed, that has the algebraic properties required of a sensible dual to a classical principal bundle. Remarkably, this notion coincided with an object, termed a Hopf-Galois extension, that had already been studied under the auspices of the theory of Hopf algebras (see [18] and [29]).

In this thesis we investigate further generalizations which can be made from the starting point of Hopf-Galois extensions. From a mathematical physics point of view, such generalizations have been required to accommodate certain classes of examples. In the development of these more general objects, new mathematical structures called entwining structures were discovered by Brzeziński and Majid [10]. In order to analyze these objects, it has proved fruitful to associate what are called corings to these objects. The theory of corings also predates non-commutative geometry, and was initiated by Sweedler in [37]. The main subject of this thesis is to develop the theory which is dual to that of corings, and then use this to provide structure theorems for what are called weak coalgebra-Galois extensions. We proceed as follows

Chapter 1 Quantum principal bundles or Hopf-Galois extensions are introduced. Entwining structures are then defined, and using this definition generalizations of quantum principal bundles are described. The category of modules for an entwining structure is
defined and shown to be a generalizations of certain module categories appearing in the theory of Hopf algebras. $C$-Galois extensions and $A$-Galois coextension are introduced, and it is shown how to recover entwining structures from these objects. Finally an outline of the theory of quasi-finite comodules is given.

Chapter 2 An outline of the theory of $A$-corings and their comodules is described, including Galois theory. It is shown how to associate an $A$-coring to an entwining structure. Weak entwining structures and weak $C$-Galois extensions are then introduced, and it is shown how to associate a weak entwining structure to a weak $C$-Galois extension. Following joint work with T. Brzeziński and A. P. Wrightson [13], a notion of invertibility for weak entwining structures is introduced, and the consequences of the definition for associated $A$-corings and modules are explored.

Chapter 3 Following joint work with T. Brzeziński [12], an outline of the theory of $C$ rings and their modules is described, and the associated Galois theory developed. It is then shown how some of this theory extends to certain firm comodules of firm coalgebras. A Galois connection for matrix $C$-rings is given. It is shown how a $C$-ring can be associated to a weak entwining structure and necessary and sufficient conditions for a $C$-ring to be of entwined type are given. The implications of invertibility of a weak entwining structure for associated $C$-rings and modules are explored.

Chapter 4 Brings together structure theorems from [12] and [13]. Using the techniques developed in proceeding chapters, these structure theorems for $A$-Galois coextensions and $C$-Galois coextensions are proved. It is shown that some existing theorems can be seen as corollaries of these structure theorems.

## Chapter 1

## Introduction

In this chapter, after agreeing on notation and terminology, we introduce the abstract concepts that will be expanded upon within this thesis.

### 1.1 Generalities

In this section we describe the basic notation and terminology that will be be used throughout this thesis. In what follows $k$ will be a commutative ring, although within some other sections of this thesis it will be a field.

Tensor Products The unadorned tensor product $\otimes$ will denote the tenor product over the base ring $k$. When the tensor product is over an algebra $A$ it will be denoted $\otimes$.

Identity map For any $k$-module $M, M: M \rightarrow M$ will denote the identity map.

Algebras Algebras will always be associative and unital. For a $k$-algebra $A$ we denote the

- product $\mu_{A}: A \otimes A \rightarrow A, \quad a \otimes a^{\prime} \mapsto a a^{\prime}$,
- unit $1_{A}: k \rightarrow A, \quad k \mapsto k 1_{A}$.

We simply write $\mu$ or 1 in cases where the algebra is clear from the context. We define the opposite algebra of $A$, written $A^{o p}$, to be the same as $A$ as a $k$-module but with the product

$$
\mu_{A^{o p}}: A^{o p} \otimes A^{o p} \rightarrow A^{o p}, \quad a \otimes a^{\prime} \mapsto \mu_{A}\left(a^{\prime} \otimes a\right)
$$

Note that $1_{A}$ is a unit in $A^{o p}$.

Coalgebras Coalgebras will always be coassociative but not always counital, non counital coalgebras will be identified as such. For a (counital) $k$-coalgebra $C$ we adopt the Sweedler-Heyneman notation for the coproduct, and denote the

- coproduct $\Delta_{C}: C \rightarrow C \otimes C, \quad c \mapsto \sum c_{(1)} \otimes c_{(2)}$,
- counit $\varepsilon_{C}: C \rightarrow k$.

We simply write $\Delta$ or $\varepsilon$ in cases where the coalgebra is clear from the context. Since the coproduct $\Delta$ will always be coassociative, for all $c \in C$, we write

$$
\Delta \circ(\Delta \otimes C)(c)=\Delta \circ(C \otimes \Delta)(c)=\sum c_{(1)} \otimes c_{(2)} \otimes c_{(3)}
$$

and follow the same pattern in cases where $\Delta$ is combined with itself more times.

Modules Let $A$ be an algebra. Then for any right $A$-module module $M$ and left $A$-module $N$ we usually denote the

- right $A$-action on $M$ by $\rho_{M}: M \otimes A \rightarrow M, \quad m \otimes a \mapsto m a$,
- left $A$-action on $N$ by ${ }_{N} \rho: A \otimes N \rightarrow N, \quad a \otimes n \mapsto a n$.

Occasionally, when more clarity is useful we denote the

- right $A$-action on $M$ by $\rho_{M}: M \otimes A \rightarrow M, \quad m \otimes a \mapsto m \cdot a$,
- left $A$-action on $N$ by ${ }_{N} \rho: A \otimes N \rightarrow N, \quad a \otimes n \mapsto a \cdot n$.

Comodules Let $C$ be a coalgebra, that is not necessarily counital. Then for any right $C$-comodule $M$ and left $C$-module $N$, we adopt the Sweedler-Heyneman notation for the coactions, and denote

- right $C$-coaction on $M$ by $\rho^{M}: M \rightarrow M \otimes C, \quad m \mapsto \sum m_{[0]} \otimes m_{[1]}$,
- left $C$-coaction on $N$ by ${ }^{N} \rho: N \rightarrow C \otimes N, \quad n \mapsto \sum n_{[-1]} \otimes n_{[0]}$.

Since the coaction $\rho^{M}$ will always be coassociative, for all $m \in M$, we write

$$
(M \otimes \Delta) \circ \rho^{M}(m)=\left(\rho^{M} \otimes C\right) \circ \rho^{M}(m)=\sum m_{[0]} \otimes m_{[1]} \otimes m_{[2]}
$$

and follow the same pattern in cases where $\Delta$ and $\rho^{M}$ are combined with each other more times. We adopt the symmetric convention for left $C$-comodules.

Cotensor product For any right $C$-module $M$ and left $C$-comodule $N$. The cotensor product is defined as the equalizer

$$
M \underset{C}{\square} N \longrightarrow M \otimes N \underset{M \otimes \rho^{N}}{\stackrel{\rho^{M} \otimes N}{\longrightarrow}} M \otimes C \otimes N .
$$

Categories of modules and comodules For any $k$-algebra $A$ and $k$-coalgebra $C$ (not necessarily counital), we write

- $\mathbf{M}_{k}$ or Vect ${ }_{k}$ (when $k$ is a field), for the category with objects that are $k$-modules and morphisms $\operatorname{Hom}_{k}(-,-)$ which are $k$-linear maps.
- $\mathbf{M}_{A}$, for the category with objects that are right $A$-modules and morphisms $\operatorname{Hom}_{-A}(-,-)$ which are right $A$-linear maps.
- $\mathbf{M}^{C}$, for the category with objects that are right $C$-comodules and morphisms $\operatorname{Hom}^{-C}(-,-)$ which are right $C$-colinear maps. In cases where $C$ is not counital, right $C$-comodules do not necessarily satisfy any counitality condition.
- ${ }_{A} \mathbf{M}^{C}$, for the category with objects that are both right $C$-comodules and left $A$ modules, for which the left $A$-action is a right $C$-colinear map, or equivalently the right $C$-coaction is left $A$-linear. In either case we require that

$$
\rho^{M} \circ_{M} \rho=\left({ }_{M} \rho \otimes C\right) \circ\left(A \otimes \rho^{M}\right)
$$

The morphisms in this category will be right $C$-colinear left $A$-linear maps.
Symmetrically, we define ${ }_{A} \mathbf{M},{ }^{C} \mathbf{M}$ and ${ }^{C} \mathbf{M}_{A}$, in the obvious way.
Dual modules For any $M \in \mathbf{M}_{A}$ we denote the dual left $A$-module $\operatorname{Hom}_{-A}(M, A)$ by $M^{*}$. Similarly for any $N \in{ }_{A} \mathbf{M}$ we denote the dual right $A$-module $\operatorname{Hom}_{A-}(N, A)$ by ${ }^{*} N$.

Notions of projectivity Let $A$ be a $k$-algebra and $C$ be a $k$-coalgebra then we say that

- $M \in \mathbf{M}^{C}$ is a projective C-comodule provided that, for any surjective map of right $C$-comodules $\pi: M^{\prime} \rightarrow M^{\prime \prime}$ and any right $C$-comodule map $f: M \rightarrow M^{\prime \prime}$, there exists a right $C$-comodule map $g: M \rightarrow M^{\prime}$ such that $\pi \circ g=f$. Or equivalently, in the language of category theory, for any epimorphism $\pi: M^{\prime} \rightarrow M^{\prime \prime}$ in $\mathbf{M}^{C}$, the mapping of sets

$$
\operatorname{Hom}^{-C}(M, \pi): \operatorname{Hom}^{-C}\left(M, M^{\prime}\right) \rightarrow \operatorname{Hom}^{-C}\left(M, M^{\prime \prime}\right), \quad f \mapsto \pi \circ f
$$

is surjective.

- $M \in{ }^{C} \mathbf{M}_{A}$ is a $C$-equivariantly projective right A-module provided that, for any epimorphism $\pi: M^{\prime} \rightarrow M^{\prime \prime}$ in ${ }^{C} \mathbf{M}_{A}$, which splits in ${ }^{C} \mathbf{M}$, and morphism $f: M \rightarrow M^{\prime \prime}$ in ${ }^{C} \mathbf{M}_{A}$, there exists a morphism $g: M \rightarrow M^{\prime \prime}$ in ${ }^{C} \mathbf{M}_{A}$, such that $\pi \circ g=f$. Or equivalently, the map $\rho_{M}: M \otimes A \rightarrow M$ is a split epimorphism in ${ }^{C} \mathbf{M}_{A}$.
- $M \in \mathbf{M}_{A}$ is a $k$-relatively projective right $A$-module provided that, for any epimorphism $\pi: M^{\prime} \rightarrow M^{\prime \prime}$ in $\mathbf{M}_{A}$, which splits in $\mathbf{M}_{k}$, and morphism $f: M \rightarrow M^{\prime \prime}$, there exists a morphism $g: M \rightarrow M^{\prime}$ in $\mathbf{M}_{A}$ such that $\pi \circ g=f$. Or equivalently, any epimorphism $\pi: N \rightarrow M$ in $\mathbf{M}_{A}$, which splits in $\mathbf{M}_{k}$, splits in $\mathbf{M}_{A}$.

Note that the list of equivalent conditions given above is not exhaustive. Similarly we define left handed versions of these notions.

Notions of injectivity The notions of injectivity we shall use, are those which are dual to those we have explained for projectivity.

The convolution product Let $C$ be a $k$-coalgebra and $A$ be a $k$-algebra. Then it possible to define a product on $\operatorname{Hom}_{k}(C, A)$ by defining, for all $f, g \in \operatorname{Hom}_{k}(C, A)$ and $c \in C$,

$$
(f * g)(c)=f\left(c_{(1)}\right) g\left(c_{(2)}\right) .
$$

This product is termed the convolution product. Note that with this product $\operatorname{Hom}_{k}(C, A)$ is an algebra, termed the convolution algebra, with unit element $1_{A} \circ \varepsilon_{C}$.

Bialgebras and Hopf algebras Let $H$ be a $k$-module that is both a $k$-algebra and a $k$ coalgebra. Then we shall say that $H$ is a $k$-bialgebra provided the $\mu_{H}$ and $1_{H}$, are comultiplicative, and $\Delta_{H}$ and $\varepsilon_{H}$ are multiplicative. If moreover, the identity map $H$ has an inverse $S$ in the convolution algebra $\operatorname{Hom}_{k}(H, H)$, then we shall say that $H$ is a Hopf algebra with antipode $S$.

Comodule algebras and module coalgebras Let $A$ be a $k$-algebra, $B$ be a $k$-bialgebra and $C$ be a $k$-coalgebra. Then we shall say that $A$ is a right $B$-comodule algebra provided, $A \in \mathbf{M}^{B}$ and the coaction is a multiplicative map, where $A \otimes B$ has the tensor product algebra structure. Similarly we shall say that $C$ is a right $B$-module coalgebra provided, $C \in \mathbf{M}_{B}$ and the action is a comultiplicative map, where $C \otimes B$ has the tensor product coalgebra structure. Similarly we can define left landed versions.

### 1.2 Entwining structures

### 1.2.1 Origins in quantum group bundles

Entwining structures where first introduced in [10] in order to broaden the following definition:

Definition 1.2.1. $P=P(B, H)$ is a quantum principal bundle with universal differential calculus, structure quantum group $H$ and base B or a Hopf-Galois extension if and only if:

1. $H$ is a Hopf algebra.
2. $P$ is a right $H$-comodule algebra.
3. $B=P^{\mathrm{coH}}:=\left\{u \in P \mid \rho^{P}(u)=u \otimes 1\right\}$.
4. $\operatorname{can}_{P}: P \otimes_{B} P \rightarrow P \otimes H, \quad \operatorname{can}_{P}=(\mu \otimes H) \circ\left(P \otimes \rho^{P}\right)$ is a bijection.

This notion of a Hopf-Galois extension, in this form, was introduced in [29], and built upon an earlier definition given in [18]. This object can be thought of as the object dual to a principal bundle as defined in ordinary differential geometry (cf. [34]). The differential geometric meaning of a Hopf-Galois extension was further explored in [11], where the theory of connections was developed. Importantly from this standpoint it can be shown
that the universal $n$-forms on $P$, defined as $\Omega^{n} P:=\left\{\omega \in P^{\otimes n+1}: \quad \forall i \in 1, \ldots, n, \quad \mu_{i} \omega=\right.$ $0\}$ where $\mu_{i}$ denotes the multiplication in $P$ acting on the $i$ and $i+1$ factors in $P^{\otimes n+1}$, admit a right $H$-coaction. Not to loose this geometric meaning it was critical that any useful generalization should also have this property. Also, in order to include specific examples it was desirable that the conditions on the structure quantum group $H$ should be relaxed in order to accommodate generic coalgebras. With these considerations in mind a generalization of a quantum principal bundle with universal differential calculus was proposed as follows.

Definition 1.2.2. A coalgebra $C$ and an algebra $P$ are entwined if there exists a map $\psi$ : $C \otimes P \rightarrow P \otimes C$ such that the following diagram commutes:


The map $\psi$ is referred to as the entwining map.
Let $n$ be a positive integer, for $1 \leq i \leq n$ let $\psi_{i, i+1}$ symbolize the entwining map applied to the $i$ and $i+1$ legs of $P^{\otimes i-1} \otimes C \otimes P \otimes P^{\otimes n-i-1}$ then the following Proposition, taken from [10], defines a generalization of a quantum principal bundle.

Proposition 1.2.3. Let $C, P$ be entwined by $\psi$. For every group-like element $e \in C$ we have the following:

1. For any positive $n, P^{\otimes n}$ is a right $C$-comodule with the coaction $\rho^{P^{8 n}}=\psi_{n, n+1} \circ$ $\psi_{n-1, n} \circ \ldots \circ \psi_{1,2} \circ\left(\bar{\eta}_{C} \otimes P^{\otimes n}\right)$, where $\bar{\eta}_{C}: k \rightarrow C, \alpha \mapsto \alpha e$.
2. The coaction $\rho^{P^{8 n}}$ restricts to a coaction on $\Omega^{n} P$.
3. $M=P_{e}^{\mathrm{coC}}=\left\{u \in p: \rho^{P}(u)=u \otimes e\right\}$ is a subalgebra of $P$.
4. The $k$-linear map $\operatorname{can}_{P}: P \underset{B}{\otimes} P \rightarrow P \otimes C, \quad u \otimes_{B} \nu \mapsto u \psi(e \otimes v)$ is well-defined. If can ${ }_{P}$ is a bijection we say that we have a $\psi$-principal bundle $P(M, C, \psi, e)$.

Proof. See [10, Proposition 2.2].
In the following example, again taken from [10], we see that this notion is indeed a generalization of a quantum principal bundle.

Example 1.2.4. Let $H$ be a Hopf algebra and $P$ be a right $H$-comodule algebra. The $k$-linear map $\psi: H \otimes P \rightarrow P \otimes H$ defined by $\psi(h \otimes p)=\sum p_{[0]} \otimes h p_{[1]}$ entwines $H$ and $P$. Therefore with this choice of $\psi, P(M, H)$ a quantum principal bundle with universal differential calculus can be seen as a $\psi$-principal bundle $P\left(M, H, \psi, 1_{H}\right)$.

Proof. See [10, Example 2.3].
Remark 1.2.5. Just as for Hopf algebras the diagram which must be satisfied for an entwined algebra and coalgebra is formally self-dual, in that by swapping $\mu_{P}$ with $\Delta_{C}, 1_{P}$ with $\varepsilon_{C}$ and $P$ with $C$, you arrive back at the initial diagram. This allows proposition 1.2.3 to be dualized as follows.

Proposition 1.2.6. Let $C, P$ be entwined by $\psi: C \otimes P \rightarrow P \otimes C$. For every algebra character $\kappa: P \rightarrow k$ we have the following:

1. For any positive integer $n, C^{\otimes n}$ is a right $P$-module with the action $\rho_{C^{\otimes n}}:=(\kappa \otimes$ $\left.P^{\otimes n}\right) \circ \psi_{1,2} \circ \psi_{2,3} \circ \ldots \circ \psi_{n, n+1}$.
2. The action $\rho_{C^{\otimes n}}$ maps $\Delta_{C}^{n}(C)$ to itself.
3. The subspace $I_{k}=\operatorname{span}\{c u-c \kappa(u) \mid c \in C, u \in P\}$ is a coideal. Hence $D=C / I_{\kappa}$ is a coalgebra. Denote the corresponding canonical surjection by $\pi_{\kappa}: C \rightarrow D$.
4. There is a map $\beta: C \otimes P \rightarrow C \square C$ defined by $\beta(c \otimes u)=\sum c_{(1)} \otimes c_{(2)} u$, where $C$ is viewed as a $(D, D)$-bicomodule via the map $\pi_{\kappa}: C \rightarrow D$. If $\beta$ is a bijection we say that $C(D, P, \psi, \kappa)$ is a dual $\psi$-principal bundle.
Proof. See [10, Proposition 2.6].

### 1.2.2 Conventions

Beyond the original situation for which they were intended, an entwined pair of a coalgebra and an algebra was found to have a lot of algebraic structure. As such, these objects have been studied in their own right. We now consider triples $(A, C, \psi)$ consisting of an algebra A, coalgebra C and some map $\psi$. Depending on the properties of $\psi$ we make the following definitions.

Definition 1.2.7. If $C$ and $A$ are entwined with entwining map $\psi$ as in Definition 1.2.2 (with $P=A$ ) we say that $(A, C, \psi)$ is a right-right entwining structure. Writing, for all $a \in A$ and $c \in C, \psi(c \otimes a)=\sum_{\alpha} a_{\alpha} \otimes c^{\alpha}$ this means that

$$
\begin{array}{r}
\sum_{\alpha}(a b)_{\alpha} \otimes c^{\alpha}=\sum_{\alpha, \beta} a_{\alpha} b_{\beta} \otimes c^{\alpha \beta}, \\
\sum_{\alpha} a_{\alpha} \varepsilon_{C}\left(c^{\alpha}\right)=\sum_{\alpha} \varepsilon_{C}(c) a \\
\sum_{\alpha} a_{\alpha} \otimes \Delta_{C}\left(c^{\alpha}\right)=\sum_{\alpha, \beta} a_{\alpha \beta} \otimes c_{(1)}^{\beta} \otimes c_{(2)}^{\alpha} \\
\sum_{\alpha} 1_{\alpha} \otimes c^{\alpha}=1 \otimes c . \tag{1.4}
\end{array}
$$

The category of right-right entwining structures $\mathbf{E}_{0}^{*}$ is defined to have objects which are entwining structures and morphisms which are pairs $(f, g):(A, C, \psi) \rightarrow\left(A^{\prime}, C^{\prime}, \psi^{\prime}\right)$ consisting of an algebra map $f: A \rightarrow A^{\prime}$ and a coalgebra map $g: C \rightarrow C^{\prime}$ such that

$$
\begin{equation*}
(f \otimes g) \circ \psi=\psi^{\prime} \circ(g \otimes f) \tag{1.5}
\end{equation*}
$$

Definition 1.2.8. If $C$ and $A$ are entwined with entwining map $\psi: A \otimes C \rightarrow C \otimes A$ as in Definition 1.2.2 but with $\psi$-arrows reversed we say that $(A, C, \psi)$ is a left-left entwining structure. Writing, for all $a \in A$ and $c \in C, \psi(a \otimes c)=\sum_{E} c_{E} \otimes a^{E}$ this means that

$$
\begin{array}{r}
\sum_{E} c_{E} \otimes(a b)^{E}=\sum_{E, F} c_{E F} \otimes a^{F} b^{E}, \\
\sum_{E} \varepsilon_{C}\left(c_{E}\right) a^{E}=\sum_{E} a \varepsilon_{C}(c), \\
\sum_{E} \Delta_{C}\left(c_{E}\right) \otimes a^{E}=\sum_{E, F} c_{(1) E} \otimes c_{(2) F} \otimes a^{E F}, \\
\sum_{E} c_{E} \otimes 1^{E}=c \otimes 1 . \tag{1.9}
\end{array}
$$

The category of left-left entwining structures is denoted by $\mathbf{:} \mathbf{E}$.
Interestingly if $(A, C, \psi)$ is a right-right entwining structure with invertible $\psi$ then $\left(A, C, \psi^{-1}\right)$ is a left-left entwining structure. In the case when $\psi$ is invertible the triple $(A, C, \psi)$ is called an invertible entwining structure. Similarly one can define the notions of left-right and right-left entwining structures, for which the corresponding categories are denoted. $\mathbf{E}^{\bullet}$ and ${ }^{\boldsymbol{}} \mathbf{E}$. respectively. We refer to [17] for more details about all possible conventions and definitions of categories of entwining structures.

### 1.2.3 Unification of modules

In the study of Hopf algebras many different categories of associated modules have appeared. These include Hopf modules [36], relative Hopf modules [21] [39] and YetterDrinfeld modules [42] [31]. In order to obtain a better understanding of these modules it has proved profitable to bring the theory of these modules together by considering them each as part of a more general category of modules. Such a unifying category of modules was proposed, independently in papers by Doi [22] and Koppinen [28], as follows.

Definition 1.2.9. A right-right Doi-Koppinen structure is a triple $(H, A, C)$ where $H$ is bialgebra, $A$ a right $H$-comodule algebra and $C$ a right $H$-module coalgebra. The category of modules corresponding to such a triple, denoted $\mathbf{M}(H)_{A}^{C}$, has objects which are right $C$ comodules with a right $A$-action satisfying the compatibility condition, that for all $m \in M$ and $a \in A$,

$$
\begin{equation*}
\rho^{M}(m a)=\sum m_{[0]} a_{[0]} \otimes m_{[1]} a_{[1]}, \tag{1.10}
\end{equation*}
$$

where $\rho^{M}(m)=\sum m_{[0]} \otimes m_{[1]} \in M \otimes H$ and $\rho^{A}(a)=\sum a_{[0]} \otimes a_{[1]} \in A \otimes H$, and morphism which are right $A$-linear and right $C$-colinear maps. Objects of this category are called unifying or Doi-Koppinen Hopf-modules.

Similarly one can define left-right, right-left and left-left Doi-Koppinen structures and their corresponding categories of modules, denoted ${ }_{A} \mathbf{M}(H)^{C},{ }^{C} \mathbf{M}(H)_{A}$ and ${ }_{A}^{C} \mathbf{M}(H)$ respectively.
Remark 1.2.10. For any right-right Doi-Koppinen structure ( $H, A, C$ ) the map $\psi: C \otimes A \rightarrow$ $A \otimes C$ defined $\psi_{H}(c \otimes a)=\sum a_{[0]} \otimes c a_{[1]}$ gives a corresponding right-right entwining structure $\left(A, C, \psi_{H}\right)$. In this way one sees that right-right entwining structures are at least as general as right-right Doi-Koppinen structures. Under the assumption that $A$ is finitely generated and projective as a $k$-module it has been shown in [41] that every right-right entwining structure can be generated in this way. However for general algebras and coalgebras this is not true and an example of an entwining structure not arising from a DoiKoppinen structure was provided in [32]. Hence in some sense entwining structures can be thought of as a generalization of bialgebras.

Just as a category of modules can be associated to a Doi-Koppinen structure, one can associate a category of modules to an entwining structure, as described in [7], as follows.
Definition 1.2.11. For a right-right entwining structure $(A, C, \psi)$ the category of rightright entwined modules, denoted $\mathbf{M}(\psi)_{A}^{C}$, has objects $M$ which are right $C$-comodules with a right $A$-action satisfying the compatibility condition, for all $m \in M$ and $a \in A$

$$
\begin{equation*}
\rho^{M}(m a)=\sum_{\alpha} m_{[0]} a_{\alpha} \otimes m_{[1]}^{\alpha} \tag{1.11}
\end{equation*}
$$

and morphisms which are right $A$-linear and right $C$-colinear maps.
Similarly for left-right, right-left and left-left entwining structures one can define their corresponding categories of entwined modules, denoted ${ }_{A} \mathbf{M}(\psi)^{C},{ }^{C} \mathbf{M}(\psi)_{A}$ and ${ }_{A}^{C} \mathbf{M}(\psi)$ respectively. In the notation of Remark 1.2.10 it is easy to see that $\mathbf{M}(H)_{A}^{C}=\mathbf{M}\left(\psi_{H}\right)_{A}^{C}$ hence entwined modules are a generalization of unifying Hopf-modules. Many results about unifying Hopf-modules generalize into this broader setting.

### 1.2.4 Coalgebra extensions and algebra coextensions of Galois type

Just as a quantum principle bundle with universal differential calculus $P(B, H)$ can be described as an Hopf-Galois extension, in this section we mention how a principal $\psi$-bundle and dual principal $\psi$-bundle, can equally be viewed as certain types of algebra extension and coalgebra coextension respectively. In particular following [9] we mention how the entwining map can be recovered from these (co)extensions.
Definition 1.2.12. Let $C$ be a coalgebra and $A$ be an algebra that is also a right $C$-comodule. Then

$$
B:=A^{\mathrm{coC}}:=\left\{b \in A \mid \rho^{A}(b a)=b \rho^{A}(a), \forall a \in A\right\}
$$

is a subalgebra of $A$, which is termed the subalgebra of (right) coinvariants. We say that $B \subseteq A$ is a (right) coalgebra-Galois extension (or $C$-Galois extension) provided that the left $A$-linear right $C$-colinear map

$$
\operatorname{can}_{A}: A \underset{B}{\otimes} A \rightarrow A \otimes C, \quad \operatorname{can}_{A}:=(\mu \otimes C) \circ\left(A \otimes \underset{B}{\otimes} \rho^{A}\right)
$$

is bijective.

Now for such an extension there is the following result.
Theorem 1.2.13. Let $B \subseteq A$ be a C-Galois extension. Then there exists a unique map $\psi: C \otimes A \rightarrow A \otimes C$ entwining $C$ with $A$ and such that $A \in \mathbf{M}(\psi)_{A}^{C}$ with the structure maps $\mu$ and $\rho^{A}$. This entwining map is referred to as the canonical entwining map associated to the $C$-Galois extension $B \subseteq A$.

Proof. For a $C$-Galois extension define

$$
\psi: C \otimes A \rightarrow A \otimes C, \quad \psi(c \otimes a)=\operatorname{can}_{A}\left(\left(\operatorname{can}_{A}^{-1}(1 \otimes c)\right) a\right)
$$

see [9, Theorem 2.7] for detailed proof.
Dually there is the following.
Definition 1.2.14. Let $A$ be an algebra and $C$ be a coalgebra that is also a right $A$-module. Then the space

$$
I:=\operatorname{span}\left\{\sum(c a)_{(1)} \alpha\left((c a)_{(2)}\right)-\sum c_{(1)} \alpha\left(c_{(2)} a\right) \mid a \in A, c \in C, \alpha \in \operatorname{Hom}_{k}(C, k)\right\}
$$

is a coideal of C (see [9, Lemma 3.2] for a proof of this). Now $B:=C / I$ is a coalgebra and we say $C \rightarrow B$ is an (right) algebra-Galois coextension (or an A-Galois coextension) provided that the left $A$-linear right $C$-colinear map

$$
\beta: C \otimes A \rightarrow C \square_{B} C, \quad \beta:=\left(C \otimes \rho_{C}\right) \circ\left(\Delta_{C} \otimes A\right)
$$

is bijective.
In the algebra-Galois coextension case there is a dual result.
Theorem 1.2.15. Let $C \rightarrow B$ be an A-Galois coextension. Then there exists a unique map $\psi: C \otimes A \rightarrow A \otimes C$ entwining $C$ with $A$ and such that $C \in \mathbf{M}(\psi)_{A}^{C}$ with the structure maps $\Delta_{C}$ and $\rho_{C}$. This entwining map is referred to as the canonical entwining map associated to the $A$-Galois coextension $C \rightarrow B$.

Proof. For an $A$-Galois coextension define

$$
\psi: C \otimes A \rightarrow A \otimes C, \quad \psi(c \otimes a)=\sum\left(\left(\varepsilon_{C} \otimes A\right) \circ \beta^{-1}\left(c_{(1)} \otimes\left(c_{(2)} a\right)_{(1)}\right)\right) \otimes\left(c_{(2)}\right)_{(2)}
$$

see [9, Theorem 3.5] for detailed proof.

### 1.3 Dual notions of finitely-generated and projective for comodules

In this section we recall the dual notions of finitely-generated and projective for comodules. Following [14, Section 12] and [38] we also review further constructions which can be made from comodules satisfying such notions, in particular those which will be used in subsequent chapters. Throughout this section we work over a field $k$.

Definition 1.3.1. A right $C$-comodule $M$ is said to be quasi-finite, provided that the functor $-\otimes M:$ Vect $_{k} \rightarrow \mathbf{M}^{C}$ has a left adjoint. If such a functor exists it is denoted by $h_{C}(M,-):$ $\mathbf{M}^{C} \rightarrow$ Vect $_{k}$ and called the co-hom functor.

Example 1.3.2. Since $\operatorname{Hom}^{-C}(M, V \otimes C) \simeq \operatorname{Hom}_{k}(M, V)$ it is clear that the forgetful functor $\mathbf{M}^{C} \rightarrow$ Vect $_{k}$ is the left adjoint of $-\otimes C:$ Vect $_{k} \rightarrow \mathbf{M}^{C}$, so $C$ is quasi-finite as a right $C$-comodule.

Remark 1.3.3. Suppose that M is a quasi-finite right $C$-comodule, $N$ is a right $C$-comodule and $V$ is a vector space over $k$. Let

$$
\Omega_{N, V}: \operatorname{Hom}_{k}\left(h_{C}(M, N), V\right) \rightarrow \operatorname{Hom}^{-C}(N, V \otimes M)
$$

denote the functorial isomorphism required by Definition 1.3.1. Given any map $f \in \operatorname{Hom}^{-C}(N, V \otimes M)$ let $u \in \operatorname{Hom}_{k}\left(h_{C}(M, N), V\right)$ be the unique map such that $\Omega_{N, V}(u)=$ $f$. Now recall that $\Omega_{N, V}$ can be expressed in terms of the corresponding unit of adjunction, $\varphi_{N}: N \rightarrow h_{C}(M, N) \otimes M$, in this case as $\Omega_{N, V}(u)=(u \otimes M) \circ \varphi_{N}$. Hence it is clear that any right $C$-colinear map $f: N \rightarrow V \otimes M$ can be factorized as a composition

$$
N \xrightarrow{\varphi_{N}} h_{C}(M, N) \otimes M \xrightarrow{u \otimes M} V \otimes M,
$$

for a unique choice of $k$-linear map $u: h_{C}(M, N) \rightarrow V$.
Remark 1.3.4. By the previous remark any right $C$-comodule map $f: N \rightarrow L$ induces a map $h_{C}(M, f): h_{C}(M, N) \rightarrow h_{C}(M, L)$ determined uniquely by the condition

$$
\varphi_{L} \circ f=\left(h_{C}(M, f) \otimes M\right) \circ \varphi_{N}
$$

Since the result of applying the co-hom functor to a map $f: N \rightarrow L$ produces a map satisfying this condition, this notation is justified, i.e. the result of applying the co-hom functor to a map $f$ results in the map $h_{C}(M, f)$.

Proposition 1.3.5. Suppose that $M$ is a quasi-finite right $C$-comodule, $N$ is a right $C$ comodule and $V$ is a vector space over $k$. Then the map

$$
\Psi_{V, N}: h_{C}(M, V \otimes N) \rightarrow V \otimes h_{C}(M, N)
$$

determined uniquely by the condition

$$
V \otimes \varphi_{N}=\left(\Psi_{V, N} \otimes M\right) \circ \varphi_{V \otimes N}
$$

is an isomorphism.
Proof. See [40, Proposition 3.2].
Corollary 1.3.6. The maps $\Psi_{-,-}$defined above are the natural transformations for an isomorphism of functors

$$
h_{C}(M,-\otimes-) \simeq-\otimes h_{C}(M,-)
$$

Proof. To see that these are natural transformations in the first component, we need to check that, for all vector spaces V and W , and $k$-linear maps $f: V \rightarrow W$, the diagram

is commutative. To check this observe

$$
\begin{aligned}
\left(\left(\Psi_{W, N} \circ h_{C}(M, f \otimes N)\right) \otimes M\right) \circ \varphi_{V \otimes N} & =\left(\Psi_{W, N} \otimes M\right) \circ \varphi_{W \otimes N} \circ(f \otimes N) \\
& =\left(W \otimes \varphi_{N}\right) \circ(f \otimes N) \\
& =\left(f \otimes h_{C}(M, N) \otimes M\right) \circ\left(V \otimes \varphi_{N}\right) \\
& =\left(f \otimes h_{C}(M, N) \otimes M\right) \circ\left(\Psi_{V, N} \otimes M\right) \circ \varphi_{V \otimes N} \\
& =\left(\left(\left(f \otimes h_{C}(M, N)\right) \circ \Psi_{V, N}\right) \otimes M\right) \circ \varphi_{V \otimes N}
\end{aligned}
$$

By multiple use of the defining properties of $\Psi_{-, N}$ and $h_{C}(M, f \otimes N)$. Hence the commutativity follows by the universal mapping property observed in Remark 1.3.3. A similar calculation shows these transformations are natural in the second component.

Proposition 1.3.7. Let $M$ be a quasi-finite right $C$-comodule. Suppose that $N$ is a $(F, C)$ bicomodule then $h_{C}(M, N)$ is a left $F$-comodule with ${ }^{h_{C}(M, N)} \rho:=\Psi_{F, N} \circ h_{C}\left(M,{ }^{N} \rho\right)$.

Proof. To see this coaction is coassociative observe that the diagram

is commutative. The commutativity of the top left quadrilateral in the diagram follows from the coassociative of ${ }^{N} \rho$ and the commutativity of the other two quadrilaterals follows since $\Psi_{-,-}$is natural in either component, as shown in Corollary 1.3.6. To see that the triangle is commutative observe that, by the defining property of $\Psi_{-,-}$,

$$
\begin{aligned}
\left(\Psi_{F \otimes F, N} \otimes M\right) \varphi_{F \otimes F \otimes N} & =F \otimes F \otimes \varphi_{N} \\
& =F \otimes\left(\left(\Psi_{F, N} \otimes M\right) \circ \varphi_{F \otimes N}\right) \\
& =\left(F \otimes \Psi_{F, N} \otimes M\right) \circ\left(F \otimes \varphi_{F \otimes N}\right) \\
& =\left(F \otimes \Psi_{F, N} \otimes M\right) \circ\left(\Psi_{F, F \otimes N} \otimes M\right) \circ \varphi_{F \otimes F \otimes N} \\
& =\left(\left(\left(F \otimes \Psi_{F, N}\right) \circ \Psi_{F, F \otimes N}\right) \otimes M\right) \circ \varphi_{F \otimes F \otimes N} .
\end{aligned}
$$

Now reading around the edges of the diagram exhibits the coassociativity. By making similar observations it is possible to show that the diagram

is commutative, and reading around the edges of this demonstrates that the left coaction is counital.

Proposition 1.3.8. Let $M$ be a $(D, C)$-bicomodule such that $M$ is quasi-finite as a right $C$-comodule. Suppose $N$ is a right $C$-comodule then $h_{C}(M, N)$ is a right D-comodule with coaction $\rho^{h_{C}(M, N)}$ uniquely determined by the condition

$$
\left(h_{C}(M, N) \otimes^{M} \rho\right) \circ \varphi_{N}=\left(\rho^{h_{C}(M, N)} \otimes M\right) \circ \varphi_{N} .
$$

Proof. The map $\rho^{h_{C}(M, N)}$ is coassociative since

$$
\begin{aligned}
\left(\left(\rho^{h_{C}(M, N)} \otimes D\right) \circ \rho^{h_{C}(M, N)} \otimes M\right) \circ \varphi_{N} & =\left(\rho^{h_{C}(M, N)} \otimes D \otimes M\right) \circ\left(\rho^{h_{C}(M, N)} \otimes M\right) \circ \varphi_{N} \\
& =\left(\rho^{h_{C}(M, N)} \otimes D \otimes M\right) \circ\left(h_{C}(M, N) \otimes{ }^{M} \rho\right) \circ \varphi_{N} \\
& =\left(h_{C}(M, N) \otimes D \otimes^{M} \rho\right) \circ\left(\rho^{h_{C}(M, N)} \otimes M\right) \circ \varphi_{N} \\
& =\left(h_{C}(M, N) \otimes D \otimes^{M} \rho\right) \circ\left(h_{C}(M, N) \otimes{ }^{M} \rho\right) \circ \varphi_{N} \\
& =\left(h_{C}(M, N) \otimes \Delta_{D} \otimes M\right) \circ\left(h_{C}(M, N) \otimes{ }^{M} \rho\right) \circ \varphi_{N} \\
& =\left(h_{C}(M, N) \otimes \Delta_{D} \otimes M\right) \circ\left(\rho^{h_{C}(M, N)} \otimes M\right) \circ \varphi_{N} \\
& =\left(\left(\left(h_{C}(M, N) \otimes \Delta_{D}\right) \circ \rho^{h_{C}(M, N)}\right) \otimes M\right) \circ \varphi_{N} .
\end{aligned}
$$

These equalities follow by multiple use of the defining property of $\rho^{h_{C}(M, N)}$ and the coassociativity of ${ }^{M} \rho$. Now by the adjointness it is clear that $\rho^{h C}(M, N)$ is coassociative. Similarly

$$
\begin{aligned}
\left(\left(h_{C}(M, N) \otimes \varepsilon_{D}\right) \circ \rho^{h_{C}(M, N)} \otimes M\right) \circ & \varphi_{N} \\
& =\left(h_{C}(M, N) \otimes \varepsilon_{D} \otimes M\right) \circ\left(\rho^{h_{C}(M, N)} \otimes M\right) \circ \varphi_{N} \\
& =\left(h_{C}(M, N) \otimes \varepsilon_{D} \otimes M\right) \circ\left(h_{C}(M, N) \otimes^{M} \rho\right) \circ \varphi_{N} \\
& =\left(h_{C}(M, N) \otimes M\right) \circ \varphi_{N}
\end{aligned}
$$

by the defining property of $\rho^{h_{C}(M, C)}$ and the counitality of ${ }^{M} \rho$. Therefore, by the adjointness it is clear the $\rho^{h_{C}(M, C)}$ is counital.

Remark 1.3.9. If $M$ is a $(D, C)$ bicomodule which is quasi-finite as a right $C$-comodule, then the previous propositions allow the co-hom functor to be viewed as a functor $h_{C}(M,-)$ : $\mathbf{M}^{C} \rightarrow \mathbf{M}^{D}$.
Proposition 1.3.10. Let $M$ be a $(D, C)$-bicomodule such that $M$ is quasi-finite as a right $C$ comodule. Suppose that $N$ is an $(F, C)$-bicomodule. Then $h_{C}(M, N)$ is an $(F, D)$-bicomodule with the coactions given in the previous propositions.

Proof. First observe the diagram

is clearly commutative and so $\varphi_{N}$ is left $F$-colinear. Now compute

$$
\begin{aligned}
&\left.\left(\left({ }^{h_{C}(M, N)} \rho \otimes D\right) \circ \rho^{h_{C}(M, N)}\right) \otimes M\right) \circ \varphi_{N} \\
&=\left({ }^{h_{C}(M, N)} \rho \otimes D \otimes M\right) \circ\left(\rho^{h_{C}(M, N)} \otimes M\right) \circ \varphi_{N} \\
&=\left({ }^{h_{C}(M, N)} \rho \otimes D \otimes M\right) \circ\left(h_{C}(M, N) \otimes{ }^{M} \rho\right) \circ \varphi_{N} \\
&=\left(F \otimes h_{C}(M, N) \otimes{ }^{M} \rho\right) \circ\left({ }^{h_{C}(M, N)} \rho \otimes M\right) \circ \varphi_{N} \\
&=\left(F \otimes h_{C}(M, N) \otimes{ }^{M} \rho\right) \circ\left(F \otimes \varphi_{N}\right) \circ{ }^{N} \rho \\
&=\left(F \otimes \rho^{h_{C}(M, N)} \otimes M\right) \circ\left(F \otimes \varphi_{N}\right) \circ{ }^{N} \rho \\
&=\left(F \otimes \rho^{h_{C}(M, N)} \otimes M\right) \circ\left({ }_{C}(M, N)\right. \\
& h_{C}(M) \circ \varphi_{N} \\
&=\left(\left(\left(F \otimes \rho^{h_{C}(M, N)}\right) \circ{ }^{h_{C}(M, N)} \rho\right) \otimes M\right) \circ \varphi_{N} .
\end{aligned}
$$

This follows by making multiple use of the defining property of the map $\rho^{h_{C}(M, N)}$ and the left $F$-colinearity of $\varphi_{N}$. Now by the universal mapping property mentioned in Remark 1.3.3 the previous computation shows that the coactions must be compatible.

Proposition 1.3.11. Suppose $M$ is quasi-finite as a right $C$-comodule. For each right $C$ comodule $N$, the map $\delta_{N}: h_{C}(M, N) \rightarrow N \square_{C} h_{C}(M, C)$ uniquely determined by the condition

$$
\left(\delta_{N} \otimes M\right) \circ \varphi_{N}=\left(N \square \varphi_{C}\right) \circ \rho^{N},
$$

has the following properties.

1. If $N$ is a $(D, C)$-bicomodule then $\delta_{N}$ is left $D$-colinear with the left $D$-coaction described in Proposition 1.3.7.
2. If $M$ is a $(D, C)$-bicomodule then $\delta_{N}$ is right $D$-colinear with the right $D$-coaction described in Proposition 1.3.8.

Proof. This is a straight forward calculation and is left to the reader.
The observation made in Remark 1.3.9 can be further developed to give an alternative definition of quasi-finite for bicomodules as follows.

Theorem 1.3.12. Suppose that $M$ is a $(D, C)$-bicomodule, then $M$ is quasi-finite as a right $C$-comodule if and only if the functor $-\square_{D} M: \mathbf{M}^{D} \rightarrow \mathbf{M}^{C}$ has a left adjoint, moreover this left adjoint will be given by the co-hom functor.

Proof. See [38, Proposition 1.10].
Another instance in which the co-hom functor corresponding to M , a quasi-finite right $C$-comodule, returns an object with additional structure to that of a vector space occurs when the co-hom functor is applied to $M$ itself. In this case $E:=h_{C}(M, M)$ can be given a coalgebra structure by defining $\Delta_{E}$ and $\varepsilon_{E}$ to be the unique maps satisfying

$$
\left(E \otimes \varphi_{M}\right) \circ \varphi_{M}=\left(\Delta_{E} \otimes M\right) \circ \varphi_{M}, \quad\left(\varepsilon_{E} \otimes M\right) \circ \varphi_{M}=M .
$$

That this produces a coalgebra structure can be checked in a similar way to which $\rho^{h_{C}(M, C)}$ is shown to be coaction in proposition 1.3.8 (a full proof of this can be found in [14, Subsection 12.9]).

Definition 1.3.13. Suppose $M$ is quasi-finite as a right $C$-comodule then $E:=h_{C}(M, M)$ with the coalgebra structure defined by the above maps, is called the coendomorphism coalgebra of $M$.

Proposition 1.3.14. Let $M$ be a quasi-finite right $C$-comodule and set $E=h_{C}(M, M)$ to be the coendomorphism coalgebra of $M$. Then $M$ is an $(E, C)$-bicomodule, with left coaction given by the unit of adjunction $\varphi_{M}: M \rightarrow h_{C}(M, M) \otimes M$. Furthermore if $M$ is also a $(D, C)$-bicomodule, then there exists an unique coalgebra map $\pi: E \rightarrow D$ such that the left $D$-coaction is equal to $(\pi \otimes M) \circ \varphi_{M}$.

Proof. From the defining properties of the coendomorphism coalgebra it is clear that $\varphi_{M}: M \rightarrow E \otimes M$ will be a left coaction and by the definition of $\varphi_{M}$ this map must be right $C$-colinear. Hence $M$ is an ( $E, C$ )-bicomodule with this left coaction. Now suppose $M$ is also a $(D, C)$-bicomodule. By the universal mapping property of Remark 1.3.3, ${ }^{M} \rho: M \rightarrow$ $D \otimes M$ can be factorized by the composition

$$
M \xrightarrow{\varphi_{M}} E \otimes M \xrightarrow{\pi \otimes M} D \otimes M,
$$

for a unique choice of $k$-linear map $\pi: E \rightarrow D$. Now observe

$$
\begin{aligned}
\left(\left(\Delta_{D} \circ \pi\right) \otimes M\right) \circ \varphi_{M} & =\left(\Delta_{D} \otimes M\right) \circ{ }^{M} \rho \\
& =\left(D \otimes^{M} \rho\right) \circ{ }^{M} \rho \\
& =\left(D \otimes^{M} \rho\right) \circ(\pi \otimes M) \circ \varphi_{M} \\
& =\left(\pi \otimes^{M} \rho\right) \circ \varphi_{M} \\
& =\left(\pi \otimes\left((\pi \otimes M) \circ \varphi_{M}\right)\right) \circ \varphi_{M} \\
& =(\pi \otimes \pi \otimes M) \circ\left(E \otimes \varphi_{M}\right) \circ \varphi_{M} \\
& =(\pi \otimes \pi \otimes M) \circ\left(\Delta_{E} \otimes M\right) \circ \varphi_{M} \\
& =\left(\left((\pi \otimes \pi) \circ \Delta_{E}\right) \otimes M\right) \circ \varphi_{M}
\end{aligned}
$$

Where the equalities follow by the coassociativity of ${ }^{M} \rho$ and the defining characteristics of the maps $\pi$ and $\Delta_{E}$. Hence the map $\pi$ as defined above is comultiplicative. Similarly it is clear that

$$
\left(\left(\varepsilon_{D} \circ \pi\right) \otimes M\right) \circ \varphi_{M}=\left(\varepsilon_{D} \otimes M\right) \circ{ }^{M} \rho=M=\left(\varepsilon_{E} \otimes M\right) \circ \varphi_{M},
$$

hence the map $\pi$ is also counital.

Definition 1.3.15. A right $C$-comodule M is called an injector if the tensor functor $-\otimes M$ : Vect $_{k} \rightarrow \mathbf{M}^{C}$ respects injective objects.
Proposition 1.3.16. If $M$ is quasi-finite as a right $C$-comodule then $M$ is an injector if and only if the co-hom functor is exact.

Proof. Suppose $V$ is an injective object in Vect ${ }_{k}$ and $h_{C}(M,-)$ is exact. Since $V$ is an injective object the contravariant functor $\operatorname{Hom}_{k}(-, V)$ is exact. Now observe this implies that the composition $\operatorname{Hom}_{k}\left(h_{C}(M,-), V\right)$ is exact and so by the adjointness isomorphism Hom $^{-C}(-, V \otimes M)$ must also be exact. Therefore $V \otimes M$ is an injective object in $\mathbf{M}^{C}$. Conversely suppose that the tensor functor $-\otimes M:$ Vect $_{k} \rightarrow \mathbf{M}^{C}$ respects injective objects. Since $h_{C}(M,-)$ is a left adjoint it is right exact, so it is only necessary to check that $h_{C}(M,-)$ preserves monomorphisms. Let $f: N \rightarrow L$ be a monomorphism and set $g=h_{C}(M, f)$. Now by the adjointness for all $V \in$ Vect $_{k}$ there is a commutative diagram


All categories of modules over rings have an injective cogenerator, and so in particular such a diagram exists for $V$ an injective cogenerator in Vect ${ }_{k}$. With this choice of $V$ and the assumption that the tensor functor preserves injective objects $\mathrm{Hom}^{-C}(-, V \otimes M)$ is exact and so $\operatorname{Hom}^{-C}(f, V \otimes M)$ is a surjection. By the diagram this means that $\operatorname{Hom}_{k}(g, V)$ is surjective. Now since $V$ was chosen to be a cogenerator this implies that $g=h_{C}(M, f)$ is a monomorphism. Therefore the co-hom functor is exact.

Remark 1.3.17. Suppose $M$ is a $(D, C)$-bicomodule which is quasi-finite as a right $C$ comodule. By the the previous proposition saying that $M$ is an injector as a right $C$ comodule is equivalent to saying that the functor $h_{C}(M,-): \mathbf{M}^{C} \rightarrow$ Vect $_{k}$ is exact. In view of Theorem 1.3.12 in this situation it is just as well to view the co-hom functor as $h_{C}(M,-): \mathbf{M}^{C} \rightarrow \mathbf{M}^{D}$. Now $h_{C}(M,-): \mathbf{M}^{C} \rightarrow \mathbf{V e c t}_{k}$ is exact if and only if $h_{C}(M,-):$ $\mathbf{M}^{C} \rightarrow \mathbf{M}^{D}$ is exact. By a similar method to that used in the previous proposition it is possible to show that $h_{C}(M,-): \mathbf{M}^{C} \rightarrow \mathbf{M}^{D}$ is exact if and only if $-\square_{D} M: \mathbf{M}^{D} \rightarrow \mathbf{M}^{C}$ preserves injective objects. Hence the following statements are equivalent

1. M is an injector as a right $C$-comodule.
2. $h_{C}(M,-): \mathbf{M}^{C} \rightarrow \mathbf{V e c t}_{k}$ is exact.
3. $-\square_{D} M: \mathbf{M}^{D} \rightarrow \mathbf{M}^{C}$ preserves injective objects.
4. $h_{C}(M,-): \mathbf{M}^{C} \rightarrow \mathbf{M}^{D}$ is exact.

Proposition 1.3.18. Suppose $M$ is a quasi-finite injector as a right $C$-comodule. Then the map $\delta_{N}$ (as defined in Proposition 1.3.11) is an isomorphism for every right $C$-comodule $N$. Moreover these isomorphisms are natural transformations, and hence form an isomorphism of functors

$$
h_{C}(M,-) \simeq-\square_{C} h_{C}(M, C),
$$

where $h_{C}(M, C)$ has the left coaction described in Proposition 1.3.7.
Proof. By the assumptions the co-hom functor preserves injective maps hence the rows of the following diagram are exact

where the maps $\Psi$ are isomorphisms as defined in Proposition 1.3.5. Now a few straight forward calculations show that this diagram is commutative and since the maps $\Psi$ are isomorphisms so is the map $\delta_{N}$. For all right $C$-comodule maps $f: N \rightarrow L$, the diagram

is commutative since

$$
\begin{aligned}
\left(\left(\delta_{L} \circ h_{C}(M, f)\right) \otimes M\right) \circ \varphi_{N} & =\left(\delta_{L} \otimes M\right) \circ \varphi_{L} \circ f \\
& =\left(L \square_{C} \varphi_{C}\right) \circ \rho^{L} \circ f \\
& =\left(L \square_{C} \varphi_{C}\right) \circ\left(f \square_{C} C\right) \circ \rho^{N} \\
& =\left(f \square_{C} h_{C}(M, C) \otimes M\right) \circ\left(N \square_{C} \varphi_{C}\right) \circ \rho^{N} \\
& =\left(\left(\left(f \square_{C} h_{C}(M, C)\right) \circ \delta_{N}\right) \otimes M\right) \circ \varphi_{N} .
\end{aligned}
$$

The above equalities follow by the repeated use of the defining characteristics of the maps $\delta$ and $h_{C}(M, f)$, and the right $C$-colinearity of $f$. Hence the result follows by the universal mapping property of Remark 1.3.3.

This completes our introduction to the theory of quasi-finite injectors. In chapter 3 we will return to the results we have mentioned here to study a special class of quasi-finite comodules.

## Chapter 2

## Corings and weak entwining structures

### 2.1 Corings

### 2.1.1 Introduction

The concept of a coring is a generalization of a coalgebra. It is an interesting structure as many results which can be proven for coalgebras over commutative rings hold in this more general setting. Also the concept of a coring unifies many other algebraic structures. Finally there are situations in which one is drawn to consider such a structure, for example in investigating ring extensions. In fact it was in this context in which corings were first seriously studied as algebraic objects, see [37].

Definition 2.1.1. An $A$-coring is an (A,A)-bimodule $\mathfrak{C}$ together with two $(A, A)$-bimodule maps $\varepsilon_{\mathbb{C}}: \mathfrak{C} \rightarrow A$ and $\Delta_{\mathfrak{C}}: \mathfrak{C} \rightarrow \mathfrak{C} \not{ }_{A} \mathfrak{C}$ which render the diagrams

commutative. The map $\varepsilon_{\mathbb{C}}$ is referred to as the counit and map $\Delta_{\mathbb{C}}$ as the coproduct. A morphism of $A$-corings is a map $f: \mathfrak{C} \rightarrow \mathfrak{D}$ satisfying

$$
(f \underset{A}{\otimes} f) \circ \Delta_{\mathfrak{C}}=\Delta_{\mathfrak{D}} \circ f, \quad \varepsilon_{\mathfrak{D}} \circ f=\varepsilon_{\mathfrak{C}}
$$

Example 2.1.2. To any algebra map $f: B \rightarrow A$ it is possible to associate an $A$-coring as follows. First define $\mathfrak{C}=A \underset{B}{\otimes} A$ where $A$ is viewed as a $(B, B)$-bimodule via the map $f$ and view $\mathfrak{C}$ as an $(A, A)$-bimodule in the obvious way. Then set

$$
\begin{array}{rlr}
\Delta_{\mathfrak{C}}: \mathfrak{C} \rightarrow \mathfrak{C} \underset{A}{\otimes} \mathfrak{C}, & a \underset{B}{\otimes} a^{\prime} \mapsto a \underset{B}{\otimes 1} \underset{A}{\otimes 1} 1 \underset{B}{\otimes} a^{\prime} \\
\varepsilon_{\mathfrak{C}}: \mathfrak{C} \rightarrow A, & a \underset{B}{\otimes} a^{\prime} \mapsto a a^{\prime} .
\end{array}
$$

An A-coring arising in this way is called a Sweedler A-coring (see [37]).

Generalizing these most fundamental examples of A-corings, are the following type of A-corings introduced in [23].

Example 2.1.3. Given a $(B, A)$-bimodule $M$ that is finitely generated and projective as a right $A$-module, set $M^{*}:=\operatorname{Hom}_{A}(M, A)$ to be the dual $(A, B)$-module. Then letting $\left\{e_{i} \in\right.$ $\left.M, e_{i}^{*} \in M^{*}\right\}_{i \in I}$ be some choice of finite dual basis of $M$, it is possible to define an $A$-coring structure on the $(A, A)$-bimodule $M^{*} \underset{B}{\otimes} M$ by setting

$$
\begin{gathered}
\Delta_{M^{*} \otimes M}^{\otimes M}: M^{*} \underset{B}{\otimes} M \rightarrow M_{B}^{*} \underset{A}{\otimes} M \underset{A}{\otimes} M^{*} \underset{B}{\otimes} M, \quad \phi \otimes m \mapsto \sum_{i \in I} \phi \otimes e_{i} \otimes e_{i}^{*} \otimes m, \\
\varepsilon_{M^{*} \otimes M}: M_{B}^{*} \underset{B}{\otimes M \rightarrow A,} \quad \phi \otimes m \mapsto \phi(m) .
\end{gathered}
$$

An A-coring arising in this way is called a comatrix A-coring. It is shown in [23] that for such an $A$-coring the coproduct is independent of the choice of finite dual basis.

The notion of comodules for a coalgebra can be generalized to $A$-coring as follows.
Definition 2.1.4. A comodule for an $A$-coring is a pair $\left(M, \rho^{M}\right)$ where $M$ is a right $A$ module and $\rho^{M}: M \rightarrow M \underset{A}{\otimes \mathbb{C}}$ is a map of right $A$-modules satisfying

The map $\rho^{M}$ is referred to as a right $\mathfrak{C}$-coaction and just as for comodules the above conditions are referred to as coassociativity and counitality. The category of all such objects with morphisms $f: M \rightarrow N$ that are right $A$-linear and right $\mathfrak{C}$-colinear (in the sense that $\left.(f \underset{A}{\otimes \mathbb{C}}) \circ \rho^{M}=\rho^{N} \circ f\right)$ is denoted $\mathbf{M}^{\mathbb{C}}$.

Example 2.1.5. Suppose $M$ is a right $\mathfrak{C}$-comodule that is finitely generated and projective as a right $A$-module. Then a left $\mathfrak{C}$-module structure can be defined on $M^{*}=\operatorname{Hom}_{-A}(M, \mathfrak{C})$ by the composition of maps

$$
M^{*} \rightarrow \operatorname{Hom}_{-A}(M, \mathfrak{C}) \rightarrow \underset{A}{\mathbb{C}} \otimes M^{*}
$$

described for some choice of dual basis $\left\{e_{i} \in M, e_{i}^{*} \in M^{*}\right\}_{i \in I}$ as follows

$$
g \mapsto(g \underset{A}{\otimes}) \circ \rho^{M} \mapsto \sum_{i \in I} g\left(e_{i[0]}\right) e_{i[1]} \otimes e_{i}^{*},
$$

where $\rho^{M}\left(e_{i}\right)=\sum e_{i[0]} \otimes e_{i[1]}$. See [14, Subsection 19.14] for a more detailed account of these constructions. It will also be useful to note that there is a natural isomorphism between $\operatorname{End}^{-\mathbb{C}}(M)$ and End ${ }^{\mathbb{C}-}\left(M^{*}\right)$ which we shall denote by $\Gamma_{M}: \operatorname{End}^{-\mathfrak{C}}(M) \rightarrow \operatorname{End}^{\mathfrak{C}-}\left(M^{*}\right)$. For a choice of dual basis $\left\{e_{i} \in M, e_{i}^{*} \in M^{*}\right\}_{i \in I}, s \in \operatorname{End}^{-\mathscr{C}}(M), \xi \in M^{*}, t \in \operatorname{End}^{\mathfrak{C}-}\left(M^{*}\right)$ and $m \in M$

$$
\begin{equation*}
\Gamma_{M}(s)(\xi):=\sum_{i \in I} \xi\left(s\left(e_{i}\right)\right) e_{i}^{*}=\xi \circ s, \quad \Gamma_{M}^{-1}(t)(m)=\sum_{i \in I}(t)(m)=\sum_{i \in I} e_{i} t\left(e_{i}^{*}\right)(m) . \tag{2.1}
\end{equation*}
$$

In this way one views $M^{*}$ as a right $\operatorname{End}^{-\mathbb{C}}(M)$-module with the action $\xi_{s}=\Gamma_{M}(s)(\xi)=$ $\xi \circ s$.

We shall now highlight the unifying power of the theory of $A$-corings by showing how concepts relating to entwining structures can be viewed as special cases of the theory of $A$-corings. This was first noticed by Takeuchi, and was the main cause of the recent resurgence of interest in corings.

Proposition 2.1.6. For an entwining structure $(A, C, \psi)$ it is possible to define an $A$-coring structure on $\mathfrak{C}:=A \otimes C$ as follows. First view $\mathfrak{C}$ as an $(A, A)$-bimodule by setting $a \cdot\left(a^{\prime} \otimes\right.$ c) $\cdot a^{\prime \prime}:=a a^{\prime} \psi\left(c \otimes a^{\prime \prime}\right)$ and then define $\Delta_{\mathfrak{C}}: \mathfrak{C} \rightarrow \mathfrak{C} \otimes \mathfrak{C} \simeq A \otimes C \otimes C, \quad \Delta_{\mathfrak{C}}:=A \otimes \Delta_{C}$ and $\varepsilon_{\mathscr{C}}=A \otimes \varepsilon_{C}$. Conversely if the the maps above define an $A$-coring structure on $A \otimes C$ then $(A, C, \psi)$ must be an entwining structure. Furthermore under this correspondence $\mathbf{M}^{\mathfrak{C}}=\mathbf{M}(\psi)_{A}^{C}$.

Proof. See [4, Proposition 2.2].

### 2.1.2 Galois corings and comodules

With the previous proposition in mind it is possible to define a special type of $A$-coring which generalizes $A$-corings which are constructed in the way described in Proposition 2.1.6, from the canonical entwining structure associated to a $C$-Galois extension $B \subseteq A$. These constructions first appeared in [4]. As background to these constructions we will first investigate how the notion of a grouplike element in coalgebra generalizes to $A$-corings. This idea was originally developed by Sweedler in [37].

Definition 2.1.7. An element $g$ of an $A$-coring $\mathfrak{C}$ is said to be grouplike if $\Delta_{\mathbb{C}}(g)=g \underset{A}{\otimes} g$ and $\varepsilon(g)=1$.

For such elements there is the following result [37, Proposition 1.9].
Proposition 2.1.8. Let $\mathfrak{C}$ be the Sweedler $A$-coring associated to an extension $\phi: B \rightarrow A$ then
(a) $1 \underset{B}{\otimes} 1$ is grouplike element of $\mathbb{C}$.
(b) Let $\mathfrak{D}$ be some other $A$-coring and let $G_{\phi}(\mathfrak{D )}$ denote the set of grouplike elements, $g$, in $\mathfrak{D}$ satisfying $\phi(b) g=g \phi(b)$ for all elements of $B$. For each $g \in G_{\phi}(\mathfrak{D})$ there exists a unique $A$-coring map $\zeta: \mathfrak{C} \rightarrow \mathfrak{D}$ such that $\zeta(1 \otimes 1)=g$. Conversely for each A-coring map $\xi: \mathfrak{C} \rightarrow \mathfrak{D}$, the element $\xi\left(1 \otimes \underset{B}{\otimes 1)} \in G_{\phi}(\mathfrak{D})\right.$.

Also as regards the comodules of an $A$-coring we have the following correspondence
Proposition 2.1.9. For any $A$-coring $\mathfrak{C}$, there is a one to one correspondence between right $\mathfrak{C}$ coactions on $A$ and grouplike elements in $\mathfrak{C}$.

Proof. The correspondence goes as follows: given a right $\mathfrak{C}$-coaction on $A$, the element $\rho^{\mathfrak{C}}(1)$ is grouplike. Conversely given a grouplike element $g \in \mathfrak{C}$, set $\rho^{A}(a):=1 \underset{A}{\otimes} g a$. See [4, Lemma 5.1] for details.

Now given an entwining $\psi$ that arises from a $C$-Galois extension $B \subseteq A$, let $\mathfrak{D}$ denote the associated $A$-coring. Since $A \in \mathbf{M}(\psi)_{A}^{C}=M^{\mathfrak{D}}$ there is a distinguished grouplike element $g \in \mathfrak{D}$. Furthermore letting $\phi: B \rightarrow A$ be the canonical inclusion of the coinvariant subalgebra we obtain that $g \in G_{\phi}(\mathfrak{D})$. So by Proposition 2.1.8 for the Sweedler coring $\mathfrak{C}$ associated to $\phi$ there is a unique coring map $\xi: \mathfrak{C} \rightarrow \mathfrak{D}$ such that $\underset{B}{ }(1 \underset{B}{\otimes} 1)=g$. In this situation it turns out that $\xi$ is an isomorphism. Removing the requirement that $\mathfrak{D}$ arises in this way one arrives at the following entwining free definition.

Definition 2.1.10. Let $\mathfrak{C}$ be an $A$-coring with a grouplike element $g$ and define $B:=A^{\text {co }}=$ $\{b \in A \mid b g=g b\}$. $\mathfrak{C}$ is said to be Galois (with respect to $g$ ) if the map $\xi: A \underset{B}{\otimes} A \rightarrow \mathfrak{C}$ uniquely defined by the condition $\underset{A}{(1 \underset{A}{\otimes})}=g$ is an isomorphism of $A$-corings.

By the considerations already mentioned the $A$-coring arising from a $C$-Galois extension via the canonical entwining is a Galois coring. Furthermore the converse is true. This is described in the following example from [4].

Example 2.1.11. Let $(A, C, \psi)$ be a (right-right) entwining structure and let $\mathfrak{C}=A \otimes C$ be the associated $A$-coring. Then $\mathfrak{C}$ is a Galois coring if and only if $(A, C, \psi)$ is the canonical entwining structure of a $C$-Galois extension.

Continuing this chain of generalizations, in order to obtain further insight into Galois corings it has proved productive to study special types of comodules of an A-coring. This approach started in [23] and was further investigated in [5].

Definition 2.1.12. Let $\mathbb{C}$ be an $A$-coring, $M \in \mathbf{M}^{\mathscr{C}}$ and set $S:=\operatorname{End}^{-\mathscr{C}}(M)$. Then $M$ is said to be a Galois (right) comodule provided that it is finitely generated and projective as a right $A$-module, and the evaluation map

$$
\varphi_{\mathfrak{C}}: \operatorname{Hom}^{-\mathfrak{C}}(M, \mathfrak{C}) \underset{S}{\otimes} M \rightarrow \mathfrak{C}, \quad f \otimes m=f(m)
$$

is an isomorphism of right $\mathfrak{C}$-comodules, where $\mathfrak{C}$ is viewed as a right $\mathfrak{C}$-comodule in the obvious way via its coproduct.

The map $\varphi$ above can been seen to have its origins as the counit of the pair of adjoint functors $\left(-\underset{S}{\otimes} M, \operatorname{Hom}^{-\mathfrak{C}}(M,-)\right)$, for which the counit is the evaluation map and unit is given by the map $x \mapsto[x \mapsto x \otimes m]$. Equivalently such comodules can be defined in a way which is easily seen to generalize Galois $A$-corings. First observe that $M$ as described above is an $(S, A)$-bimodule and $\operatorname{Hom}^{-\mathfrak{C}}(M, \mathfrak{C}) \simeq M^{*}$. Studying the situation in this way one observes it is possible to make the following equivalent definition.

Definition 2.1.13. Let $\mathfrak{C}$ be an $A$-coring, $M \in \mathbf{M}^{\mathfrak{C}}$ and set $S:=\operatorname{End}^{-\mathscr{C}}(M)$. Suppose $M$ is finitely generated projective as a right $A$-module then $M$ is $(S, A)$-bimodule and $M^{*} \otimes{ }_{S} M$ can be viewed as a comatrix $A$-coring as described in Example 2.1.3. Now there is a natural $A$-coring map

$$
\operatorname{can}_{\mathrm{M}}: \mathrm{M}^{*} \underset{\mathrm{~S}}{\otimes \mathrm{M}} \rightarrow \mathfrak{C}, \quad \xi \otimes \mathrm{~m} \mapsto \sum \xi\left(\mathrm{~m}_{[0]}\right) \mathrm{m}_{[1]} .
$$

M is a Galois comodule if this map is an isomorphism.

Remark 2.1.14. Now with this definition it will be useful to observe that in the special case when $M=A$ that the corresponding comatrix $A$-coring is precisely the Sweedler $A$ coring of the inclusion of the subalgebra of coinvariants $A^{\text {coC }}$. To see this, first note that each $f \in \operatorname{End}^{-\mathbb{C}}(A)$ is right $A$-linear and therefore uniquely determined by its value at 1 . Then note that any right $A$-linear map $g: A \rightarrow A$ uniquely determined by the condition that $g(1)=b$ is right $\mathfrak{C}$-colinear if and only if $b \in A^{\text {coC }}$. It is then easily seen that $A^{\text {coC }}$ is isomorphic to $S=\operatorname{End}^{-\mathbb{C}}(A)$. In view of this, it is clear that $A$ is a Galois $\mathfrak{C}$-comodule if and only if $\mathfrak{C}$ is a Galois $A$-coring.

The main properties of such comodules are described in the following theorem first stated in [23, Theorem 3.2].

Theorem 2.1.15. (The Galois comodule structure theorem) Let $\mathfrak{C}$ be an $A$-coring and let $M$ be a right $\mathfrak{C}$-comodule which is finitely generated projective as a right $A$-module. Set $S=\operatorname{End}^{-\mathbb{C}}(M)$.
(a) The following are equivalent:
(1) $M$ is Galois comodule which is flat as a left S-module.
(2) $\mathfrak{C}$ is a flat left $A$-module and $M$ is a generator in $\mathbf{M}^{\mathbb{C}}$.
(3) $\mathfrak{C}$ is flat left A-module and, for any $N \in \mathbf{M}^{\mathfrak{C}}$, the counit of adjunction $\varphi_{N}$ : $\operatorname{Hom}^{-\mathfrak{C}}(M, N) \underset{S}{\otimes} M \rightarrow N$ is an isomorphism of right $\mathfrak{C}$-comodules.
(b) The following are equivalent:
(1) $M$ is a Galois comodule which is faithfully flat as a left $S$-module.
(2) $\mathfrak{C}$ is a flat left A-module and $M$ is a projective generator in $\mathbf{M}^{\mathfrak{C}}$.
(3) $\mathfrak{C}$ is a flat left A-module and $\operatorname{Hom}^{-\mathfrak{C}}(M,-): \mathbf{M}^{\mathfrak{C}} \rightarrow \mathbf{M}_{S}$ is an equivalence with inverse $-\underset{S}{\otimes} M: \mathbf{M}_{S} \rightarrow M^{\mathbb{C}}$.

Proof. See [14, Subsections 18.23 and 18.27].
We have already seen how it is possible to associate an $A$-coring to a $C$-Galois extension, how Galois $A$-corings generalize such an object and then continuing the chain of generalization introduced Galois comodules. Now as a model for non-commutative principal bundles, a particular type of $C$-Galois extension termed a principal $C$-extension has been introduced in [6]. This notion generalizes that of a faithfully flat Hopf-Galois extension with a bijective antipode and is a mild generalization in that it enjoys many of the same nice properties. Making a chain of generalizations for these principal $C$-extensions, as has already been demonstrated for $C$-Galois extensions, one can arrive at a special class of Ga lois comodules. These comodules generalize faithfully flat Hopf-Galois extensions with bijective antipode, yet still admit a theorem similar to what is referred to as Schneider's Theorem 1, as stated in [34]. We first recall Schneider's result.

Theorem 2.1.16. Let $H$ be a Hopf algebra over a field. Assume the antipode of $H$ is bijective and $B \subseteq A$ is a $H$-Galois extension. Then the following are equivalent:
(a) (1) $A$ is injective as a right $H$-comodule;
(2) $\operatorname{can}_{A}: A \underset{B}{\otimes} A \rightarrow A \otimes H, a \otimes a^{\prime} \mapsto \sum a a^{\prime}{ }_{[0]} \otimes a_{[1]}$ is surjective.
(b) $\mathbf{M}_{B} \rightarrow \mathbf{M}_{A}^{H}, M \mapsto M \underset{B}{\otimes} A$, is an equivalence.
(c) ${ }_{B} \mathbf{M} \rightarrow{ }_{A} \mathbf{M}^{H}, M \mapsto \underset{B}{\otimes} M$, is an equivalence.
(d) (1) A is faithfully flat as a left B-module;
(2) $\mathrm{can}_{A}$ is an isomorphism.
(e) (1) A is faithfully flat as a right B-module;
(2) $\mathrm{can}_{A}$ is an isomorphism.

Now this result can be generalized as follows. For completeness we provide a proof for algebras over a commutative ring. For algebras over a field this is precisely [5, Theorem 4.4].

Theorem 2.1.17. Let $\mathfrak{C}$ be an $A$-coring and $M$ a right $\mathfrak{C}$-comodule that is finitely generated and projective as a right $A$-module. Let $S=\operatorname{End}^{-\mathbb{C}}(M)$. Suppose that:
(a) the map

$$
\chi: S \otimes M \rightarrow \operatorname{Hom}^{\mathfrak{C}-}\left(M^{*}, M^{*} \otimes M\right), \quad b \otimes m \mapsto[\xi \mapsto \xi \circ b(-) \otimes m],
$$

is an isomorphism of left S-modules;
(b) the map

$$
\widetilde{\operatorname{can}_{M}}: M^{*} \otimes M \rightarrow \mathfrak{C}, \quad \xi \otimes m \mapsto \sum \xi\left(m_{[0]}\right) m_{[1]},
$$

is a split epimorphism of left $\mathfrak{C}$-comodules.
Then $M$ is a Galois comodule and $M$ is a $k$-relatively projective left $S$-module (meaning that any $S$-module epimorphism $N \rightarrow M$ that splits as an $k$-module map splits as a $S$-module map).

Proof. First observe that $\operatorname{Hom}^{\mathfrak{C}-}\left(M^{*}, \mathfrak{C}\right) \simeq{ }^{*}\left(M^{*}\right) \simeq M$, where the first isomorphism is an example of a Hom-tensor relation for left $\mathfrak{C}$-comodules (see [14, Subsection 18.27]) explicitly, for general $L, N \in{ }^{\mathfrak{C}} M$ and $X \in{ }_{A} M$,

$$
\operatorname{Hom}^{\mathfrak{C}-}(N, \mathfrak{C} \otimes \underset{A}{\otimes} X) \rightarrow \operatorname{Hom}_{A-}(N, X), \quad f \mapsto\left(\varepsilon_{\mathfrak{C}}^{\otimes} \underset{A}{\otimes X}\right) \circ f
$$

The second of the isomorphisms, $M \simeq{ }^{*}\left(M^{*}\right)$, is given by, for each $m \in M$, evaluating elements of $M^{*}$ at $m$. This produces a natural map $M \rightarrow \operatorname{Hom}_{A-}\left(\operatorname{Hom}_{-A}(M, A), A\right)$ which must be by bijective since $M$ is finitely generated projective. Now in view of assumption (b) $\mathfrak{C}$ is a direct summand of $M^{*} \otimes M$, by the isomorphism in (a) and the isomorphism described above, this then means that $\operatorname{Hom}^{\mathfrak{C}-}\left(M^{*}, \mathfrak{C}\right) \simeq M$ is a direct summand of the left $S$ module $\operatorname{Hom}^{\mathfrak{C}-}\left(M^{*}, M^{*} \otimes M\right) \simeq S \otimes M$. Now observe that $S \otimes M$ is a k-relatively projective left $S$-module, since given any $N \in{ }_{s} \mathbf{M}$ and left $S$-module epimorphism $f: N \rightarrow S \otimes M$, with a $k$-linear splitting $\hat{v}$, it is easily verified that $v: S \otimes M \rightarrow N$ given by the formula $v(s \otimes m)=s \hat{v}(1 \otimes m)$, is a left $S$-linear splitting of $f$. Therefore, since $S \otimes M$ is a $k$-relatively projective left $S$-module, so is $M$.

For the adjoint pair of functors

$$
M^{*} \underset{S}{\otimes}-:{ }_{S} \mathbf{M} \rightarrow{ }^{\mathfrak{C}} \mathbf{M}, \quad \operatorname{Hom}^{\mathbb{C}-}\left(M^{*},-\right):{ }^{\mathfrak{C}} \mathbf{M} \rightarrow{ }_{s} \mathbf{M}
$$

the counit of the adjunction

$$
\widehat{\varphi}_{M^{*} \otimes M}: M^{*} \otimes \operatorname{Hom}^{\mathfrak{C}-}\left(M^{*}, M^{*} \otimes M\right) \rightarrow M^{*} \otimes M, \quad m^{*} \otimes \underset{S}{\otimes} f \mapsto f\left(m^{*}\right)
$$

can be factored as the following composition of maps

$$
M^{*} \otimes \underset{S}{\otimes} \operatorname{Hom}^{\mathfrak{C}-}\left(M^{*}, M^{*} \otimes M\right) \xrightarrow{M^{*} \otimes x^{-1}} M^{*} \underset{S}{\otimes} S \otimes M \xrightarrow{\leftrightharpoons} M^{*} \otimes M
$$

Hence $\widehat{\varphi}_{M^{*} \otimes M}$ is an isomorphism. Using the naturality of $\widehat{\varphi}$ it is possible to produce a diagram


Where the upward pointing arrows are sections of $M^{*} \otimes_{S} \operatorname{Hom}^{\mathfrak{C}-}\left(M^{*}, \widetilde{\operatorname{can}_{M}}\right)$ and $\widetilde{\operatorname{can}_{M}}$ respectively. The existence of these maps is guaranteed by assumption (b). Since $\widehat{\varphi}_{M^{*} \otimes M}$ is an isomorphism, the map $\widehat{\varphi}_{\mathbb{C}}$ is bijective (it is a $k$-linear isomorphism). Using the identifications $\operatorname{Hom}^{\mathfrak{C}-}\left(M^{*}, \mathfrak{C}\right) \simeq M$ and $M^{*} \simeq \operatorname{Hom}^{-\mathfrak{C}}(M, \mathfrak{C})$ there is a $k$-linear isomorphism $M^{*} \otimes_{S} \operatorname{Hom}^{\mathfrak{C}-}\left(M^{*}, \mathfrak{C}\right) \simeq \operatorname{Hom}^{-\mathfrak{C}}(M, \mathfrak{C}) \otimes_{S} M$, and using this isomorphism we can construct a commutative diagram

from which we can deduce that since $\widehat{\varphi}_{\mathbb{C}}$ is bijective, so is $\varphi_{\mathbb{C}}$. Therefore since $\varphi_{\mathbb{C}}$ is a bijective morphism in $M^{\mathscr{C}}$, it must an isomorphism of right $\mathfrak{C}$-comodules, so we conclude that $M$ is a Galois right $\mathfrak{C}$-comodule.

In the case of algebras over a field, which is of primary interest, to non-commutative geometry for example, the special class of Galois comodules which satisfy the assertions of Theorem 2.1.17 is described as follows.

Definition 2.1.18. A Galois (right) comodule $M$ is called a principal comodule provided $M$ is projective as a left $S:=\operatorname{End}^{-\mathbb{C}}(M)$ module.

This definition is equally valid for algebras over a commutative ring, and it is possible to obtain a generalized version of [5, Theorem 4.4]. We are able to realize such a result as corollary of the previous theorem as follows.

Corollary 2.1.19. Let $\mathfrak{C}$ be an $A$-coring and $M$ a right $\mathfrak{C}$-comodule that is finitely generated and projective as a right A-module. Let $S=\operatorname{End}^{-\mathbb{C}}(M)$. Suppose that:
(a) $M$ is a projective $k$-module;
(b) the map

$$
\widetilde{\operatorname{can}_{M}}: M^{*} \otimes M \rightarrow \mathfrak{C}, \quad \xi \otimes m \mapsto \sum \xi\left(m_{[0]}\right) m_{[1]}
$$

is a split epimorphism of left $\mathfrak{C}$-comodules.
Then $M$ is a principal comodule.
Proof. It is well known that for any left $A$-module $N$ which if finitely generated projective and k-module $V$ the map

$$
\theta: \operatorname{End}_{A-}(N) \otimes V \rightarrow \operatorname{Hom}_{A-}(N, N \otimes V), \quad t \otimes v \mapsto t(-) \otimes v,
$$

is a $k$-isomorphism. The inverse of $\theta$ can be described in terms of a choice of dual basis $\left\{e_{i} \in N,{ }^{*} e_{i} \in{ }^{*} N\right\}_{i \in I}$ of ${ }_{A} N$ as follows, for all $f \in \operatorname{Hom}_{A-}(N, N \otimes V)$, writing $f(n)=$ $\sum f(n)^{[1]} \otimes f(n)^{[2]} \in N \otimes V$

$$
\theta^{-1}(f)=\sum_{i \in I}^{*} e_{i}(-) f\left(e_{i}\right)^{[1]} \otimes f\left(e_{i}\right)^{[2]}
$$

We now consider such a map $\theta$ with $V=M$ and $N=M^{*}$. By the definition of $\theta$ it is clear that it maps elements of End ${ }^{\mathbb{C}-}\left(M^{*}\right) \otimes M$ to left $\mathfrak{C}$-colinear maps. We shall now show that, going in the other direction, $\theta^{-1}$ will map left $\mathfrak{C}$-colinear maps into End ${ }^{\mathbb{C}-}\left(M^{*}\right) \otimes M$. Since $M$ is a projective k -module it must also be flat as a $k$-module, hence we are able to check if $\boldsymbol{\xi} \otimes m$ is an element of $\operatorname{End}^{\mathfrak{C}-}\left(M^{*}\right) \otimes M$ as follows. First define a map

$$
\delta: \operatorname{End}_{A-}\left(M^{*}\right) \rightarrow \operatorname{Hom}_{A-}\left(M^{*}, \mathfrak{C} \otimes \underset{A}{\otimes M)}\right.
$$

by

$$
\delta(\xi)(x):=\sum x_{[-1]} \otimes \underset{A}{\otimes} \xi\left(x_{[0]}\right)-\sum(\xi(x))_{[-1]}^{\otimes} \otimes(\xi(x))_{[0]} .
$$

Where $\sum x_{[-1]} \underset{A}{\otimes} x_{[0]}$ is the result of applying the left $\mathbb{C}$-coaction on $x \in M^{*}$, as described in Example 2.1.5. With this definition $\xi \in \operatorname{End}^{\mathfrak{C}-}\left(M^{*}\right) \subseteq \operatorname{End}_{A-}\left(M^{*}\right)$ if and only if $\xi \in$ $\operatorname{ker}(\delta)$. By the flatness of $M \operatorname{ker}(\delta \otimes M)=\operatorname{ker}(\delta) \otimes M$. Hence to check $\theta^{-1}(f) \in$ End ${ }^{\mathfrak{C}-}\left(M^{*}\right) \otimes M$ all that is required is to verify that $(\delta \otimes M) \circ \theta^{-1}(f)=0$. For any left $\mathfrak{C}$-colinear map $f: M^{*} \rightarrow M^{*} \otimes M$ and $x \in M^{*}$, we can compute

$$
\begin{aligned}
x_{[-1]} \otimes \theta^{-1}(f)\left(x_{[0]}\right) & =\sum_{i \in I} x_{[-1]} \otimes{ }^{*} e_{i}\left(x_{[0]}\right) f\left(e_{i}\right)^{[1]} \otimes f\left(e_{i}\right)^{[2]} \\
& =\sum_{i \in I} x_{[-1]} \otimes f\left({ }^{*} e_{i}\left(x_{[0]}\right) e_{i}\right)^{[1]} \otimes f\left({ }^{*} e_{i}\left(x_{[0]}\right) e_{i}\right)^{[2]} \\
& =\sum_{i \in I} x_{[-1]} \otimes f\left(x_{[0]}\right)^{[1]} \otimes f\left(x_{[0]}\right)^{[2]} . \\
& =\sum f(x)^{[1]}{ }_{[-1]} \otimes f(x)^{[1]}[0] \otimes f(x)^{[2]} .
\end{aligned}
$$

Where the second equality follows by the left $A$-linearity of $f$, the third by the properties of a dual basis and the last equality by the assumption that $f$ is left $\mathfrak{C}$-colinear. Likewise

$$
\begin{aligned}
\left(M^{*} \rho \otimes M\right) \circ \theta^{-1}(f)(x) & \left.=\sum_{i \in I}\left({ }^{*} e_{i}(x) f\left(e_{i}\right)\right)^{[1]}\right)_{[-1]} \otimes\left({ }^{*} e_{i}(x) f\left(e_{i}\right)^{[1]}\right)_{[0]} \otimes f\left(e_{i}\right)^{[2]} \\
& =\sum_{i \in I}\left(f\left({ }^{*} e_{i}(x) e_{i}\right)^{[1]}\right)_{[-1]} \otimes\left(f\left({ }^{*} e_{i}(x) e_{i}\right)^{[1]}\right]_{[0]} \otimes f\left({ }^{*} e_{i}(x) e_{i}\right)^{[2]} \\
& =\sum f(x)^{[1]}[-1] \otimes f(x)^{[1]}[0] \otimes f(x)^{[2]} .
\end{aligned}
$$

So $(\delta \otimes M) \circ \theta^{-1}(f)=0$. Now it clear that $\theta$ restricts to a $k$-isomorphism End ${ }^{\mathbb{C}-}\left(M^{*}\right) \otimes$ $M \simeq \operatorname{Hom}^{\mathfrak{C}-}\left(M^{*}, M^{*} \otimes M\right)$. Now using the isomorphism

$$
\Gamma_{M}: S=\operatorname{End}^{-\mathbb{C}}(M) \rightarrow \operatorname{End}^{\mathbb{C}-}\left(M^{*}\right),
$$

as described in (2.1), we can construct is a chain of isomorphisms

$$
\begin{gathered}
S \otimes M \xrightarrow{\Gamma_{M} \otimes M} \operatorname{End}^{\mathbb{C}-}\left(M^{*}\right) \otimes M \xrightarrow{\theta} \operatorname{Hom}^{\mathbb{C}-}\left(M^{*}, M^{*} \otimes M\right) \\
s \otimes m \mapsto[\xi \mapsto \xi \circ s] \otimes m \mapsto[\xi \mapsto \xi \circ s(-) \otimes m]
\end{gathered}
$$

This is precisely condition (a) of Theorem 2.1.17. Now since $M$ satisfies the conditions of this theorem $M$ is a Galois comodule and $M$ is a $k$-relatively projective left $S$-module. Since $M$ is a $k$-relatively projective left $S$ module and $M$ is a projective $k$-module, $M$ is a projective $S$-module, hence a principal comodule as required.

### 2.2 Weak entwining structures

### 2.2.1 Motivation

In certain topics in mathematical physics, for example in the theory of operator algebras and monoidal categories, it has been useful to consider an algebraic structure which is a generalization of a bialgebra. Following [3] and [30] the axioms for this object are as follows.

Definition 2.2.1. A weak $k$-bialgebra $H$ is a $k$-module with a $k$-algebra structure $(\mu, 1)$ and a $k$-coalgebra structure $(\Delta, \varepsilon)$, such that $\Delta$ is a multiplicative map and

$$
\begin{gather*}
\Delta^{2}(1)=\sum 1_{(1)} \otimes 1_{(2)} 1_{\left(1^{\prime}\right)} \otimes 1_{\left(2^{\prime}\right)}=\sum 1_{(1)} \otimes 1_{\left(1^{\prime}\right)} 1_{(2)} \otimes 1_{\left(2^{\prime}\right)}  \tag{2.2}\\
\varepsilon(h k l)=\sum \varepsilon\left(h k_{(1)}\right) \varepsilon\left(k_{(2)} l\right)=\sum \varepsilon\left(h k_{(2)}\right) \varepsilon\left(k_{(1)} l\right) \tag{2.3}
\end{gather*}
$$

for all $h, k, l \in H$. Here $\Delta(1)=\sum 1_{(1)} \otimes 1_{(2)}=\sum 1_{\left(1^{\prime}\right)} \otimes 1_{\left(2^{\prime}\right)}$.
When considering such a structure it becomes natural to consider certain projections $H \rightarrow H$, since these maps will feature a lot in what what follows we label them as follows.

$$
\begin{array}{ll}
\Pi^{L}(h)=\sum \varepsilon\left(1_{(1)} h\right) 1_{(2)}, & \bar{\Pi}^{L}(h)=\sum \varepsilon\left(1_{(2)} h\right) 1_{(1)} \\
\Pi^{R}(h)=\sum \varepsilon\left(h 1_{(2)}\right) 1_{(1)}, & \bar{\Pi}^{R}(h)=\sum \varepsilon\left(h 1_{(1)}\right) 1_{(2)}
\end{array}
$$

Firstly using these projections one can give sensible conditions for an antipode.

Definition 2.2.2. A weak Hopf algebra is a weak $k$-bialgebra with a $k$-linear map $S: H \rightarrow$ $H$, called the antipode, such that, for all $h \in H$,

$$
\sum h_{(1)} S\left(h_{(2)}\right)=\Pi^{L}(h), \quad \sum S\left(h_{(1)}\right) h_{(2)} S\left(h_{(3)}\right)=S(h), \quad \sum S\left(h_{(1)}\right) h_{(2)}=\Pi^{R}(h)
$$

With this definition the antipode is both an anti-algebra and an anti-coalgebra map. Furthermore it satisfies

$$
\begin{equation*}
\Pi^{L}=\bar{\Pi}^{R} \circ S, \quad \Pi^{R}=\bar{\Pi}^{L} \circ S \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
S \circ \Pi^{L}=\Pi^{R} \circ S, \quad S \circ \Pi^{R}=\Pi^{L} \circ S \tag{2.5}
\end{equation*}
$$

With mind to generalize Doi-Koppinen structures to the case where the auxiliary bialgebra is replaced with a weak bialgebra, notions of (co)module (co)algebras for weak bialgebras were developed in [2]. Such objects were defined as follows.

Definition 2.2.3. Given a weak bialgebra $H$, a right $H$-comodule algebra is a $k$-algebra $A$ with a right $H$ coaction $\rho^{A}: A \rightarrow A \otimes H$, such that for all $a, b \in A$,

$$
\begin{equation*}
\rho^{A}(a b)=\rho^{A}(a) \rho^{A}(b) \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum a_{[0]} \otimes \Pi^{L}\left(a_{[1]}\right)=\sum 1_{[0]} a \otimes 1_{[1]} . \tag{2.7}
\end{equation*}
$$

Given the multiplicativity of $\rho^{A}$ (2.6), as was noticed in [2, Definition 2.1] and [15, Proposition 4.10], there are numerous equivalent ways in which to state the condition (2.7). We list these for future reference.

$$
\begin{align*}
& \rho^{2}(1)=\sum 1_{[0]} \otimes 1_{[1]} 1_{(1)} \otimes 1_{(2)},  \tag{2.8}\\
& \rho^{2}(1)=\sum 1_{[0]} \otimes 1_{(1)} 1_{[1]} \otimes 1_{(2)},  \tag{2.9}\\
& \sum a_{[0]} \otimes \bar{\Pi}^{R}\left(a_{[1]}\right)=\sum a 1_{[0]} \otimes 1_{[1]},  \tag{2.10}\\
& \sum 1_{[0]} \otimes \bar{\Pi}^{R}\left(1_{[1]}\right)=\rho(1),  \tag{2.11}\\
& \sum 1_{[0]} \otimes \Pi^{L}\left(1_{[1]}\right)=\rho(1) . \tag{2.12}
\end{align*}
$$

Dually one considers the following
Definition 2.2.4. A right $H$-module coalgebra is defined as a coalgebra $C$ and a right $H$ module such that, for all $h, k \in H$ and $c \in C$,

$$
\begin{equation*}
\Delta_{C}(c h)=\sum c_{(1)} h_{(1)} \otimes c_{(2)} h_{(2)} \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{C}(c h k)=\sum \varepsilon_{C}\left(\operatorname{ch}_{(2)}\right) \varepsilon_{H}\left(h_{(1)} k\right) \tag{2.14}
\end{equation*}
$$

Again with this dual definition given that $\Delta_{C}$ satisfies the comultiplicative condition 2.13 there are several equivalent statements which can replace 2.14 , see [15, Proposition 4.12] for details. Left $H$-comodule algebras and left $H$-module coalgebras can be defined in a similar way.

Definition 2.2.5. A weak right-right Doi-Koppinen structure is a triple $(H, A, C)$ where $H$ is a weak $k$-bialgebra, $A$ a right $H$-comodule algebra and $C$ a right $H$-module coalgebra. The category of modules corresponding to such a triple, denoted $\overline{\mathbf{M}}(H)_{A}^{C}$, has objects which are right $C$-comodules with a right $A$-action satisfying the compatibility condition

$$
\begin{equation*}
\rho^{M}(m a)=\sum m_{[0]} a_{[0]} \otimes m_{[1]} a_{[1]}, \tag{2.15}
\end{equation*}
$$

and morphisms which are right $A$-linear and right $C$-colinear maps. Objects of this category are called weak Doi-Koppinen Hopf-modules.

Similarly one can define left-right, right-left and left-left weak Doi-Koppinen structures and their corresponding categories of modules, denoted ${ }_{A} \overline{\mathbf{M}}(H)^{C},{ }^{C} \overline{\mathbf{M}}(H)_{A}$ and ${ }_{A}{ }^{C} \overline{\mathbf{M}}(H)$ respectively.

Now a reasonable question to ask is whether it is possible to relax the axioms of an entwining structure in order replace the auxiliary weak $k$-bialgebra in a weak right-right Doi-Koppinen structure, in a similar way to what had been done in the non-weak case. This question was resolved in [15] where a more general type of entwining was introduced as follows.

Definition 2.2.6. A triple $\left(A, C, \psi_{R}\right)$ consisting of a $k$-algebra $A, k$-coalgebra $C$ and $k$-linear map $\psi_{R}: C \otimes A \rightarrow A \otimes C$ is called a (right-right) weak entwining structure provided the map $\psi_{R}$ satisfies the conditions encoded in the following commutative diagram.


Writing, for all $a \in A$ and $c \in C, \psi_{R}(c \otimes a)=\sum_{\alpha} a_{\alpha} \otimes c^{\alpha}, \psi_{R}(c \otimes a)=\sum_{\beta} a_{\beta} \otimes c^{\beta}$ etc., these conditions can be expressed as

$$
\begin{array}{r}
\sum_{\alpha}(a b)_{\alpha} \otimes c^{\alpha}=\sum_{\alpha, \beta} a_{\alpha} b_{\beta} \otimes c^{\alpha \beta}, \\
\sum_{\alpha} a_{\alpha} \varepsilon_{C}\left(c^{\alpha}\right)=\sum_{\alpha} \varepsilon_{C}\left(c^{\alpha}\right) 1_{\alpha} a, \\
\sum_{\alpha} a_{\alpha} \otimes \Delta_{C}\left(c^{\alpha}\right)=\sum_{\alpha, \beta} a_{\alpha \beta} \otimes c_{(1)}^{\beta} \otimes c_{(2)}^{\alpha}, \\
\sum_{\alpha} 1_{\alpha} \otimes c^{\alpha}=\sum_{\alpha} \varepsilon_{C}\left(c_{(1)}^{\alpha}\right) 1_{\alpha} \otimes c_{(2)} . \tag{2.19}
\end{array}
$$

Modules over right-right weak entwining structures are defined with the same compatibility as in the non-weak case. We use the same notation for the category of comodules weak entwining structures, i.e. $\mathbf{M}(\psi)_{A}^{C}$. Also as in in the non-weak case these conditions are self dual, in the sense they are invariant under the operation which replaces $A$ with $C$, $\varepsilon_{C}$ with 1 and $\Delta$ with $\mu$.

Definition 2.2.7. A triple $(A, C, \psi)$ consisting of a $k$-algebra $A, k$-coalgebra $C$ and $k$-linear map $\psi_{L}: A \otimes C \rightarrow C \otimes A$ is called a (left-left) weak entwining structure provided the map $\psi$ satisfies the conditions encoded in the diagram obtained from the diagram in Definition 2.2.6, by reversing the $\psi_{R}$ arrows and replacing $\psi_{R}$ with $\psi_{L}$. Writing, for all $a \in A$ and $c \in C, \psi_{L}(a \otimes c)=\sum_{E} c_{E} \otimes a^{E}, \psi_{L}(a \otimes c)=\sum_{F} c_{F} \otimes a^{F}$ etc., these conditions can be expressed as

$$
\begin{array}{r}
\sum_{E} c_{E} \otimes(a b)^{E}=\sum_{E, F} c_{E F} \otimes a^{F} b^{E}, \\
\sum_{E} \varepsilon_{C}\left(c_{E}\right) a^{E}=\sum_{E} a \varepsilon_{C}\left(c_{E}\right) 1^{E}, \\
\sum_{E} \Delta_{C}\left(c_{E}\right) \otimes a^{E}=\sum_{E, F} c_{(1) E} \otimes c_{(2) F} \otimes a^{E F}, \\
\sum_{E} c_{E} \otimes 1^{E}=\sum_{E} c_{(1)} \otimes \varepsilon_{C}\left(c_{(2) E}\right) 1^{E} . \tag{2.23}
\end{array}
$$

Modules over left-left weak entwining structures are defined with the same compatibility as in the non-weak case. Similarly one is able to define (left-right) and (right-left) weak entwining structures and their associated categories of modules.
Remark 2.2.8. Just as in the non-weak case for any weak right-right Doi-Koppinen structure $(H, A, C)$ one is able to give a corresponding right-right entwining structure $\left(A, C, \psi_{H}\right)$ where $\psi_{H}(c \otimes a):=\sum a_{[0]} \otimes c a_{[1]}$. Furthermore the modules associated to these corresponding structures are the same, i.e. $\overline{\mathbf{M}}_{A}^{C}(H)=\mathbf{M}\left(\psi_{H}\right)_{A}^{C}$.

### 2.2.2 Generalizing results from non-weak case

With the axioms for a weak entwining structure in place, we now investigate how it is possible to generalize some of the results for non-weak entwining structures to weak entwining structures. We start by showing how it is possible to associated an $A$-coring to a weak entwining structure. This result builds upon the first part of Proposition 2.1.6 and first appeared in [4, Proposition 2.3].

Proposition 2.2.9. Let $\left(A, C, \psi_{R}\right)$ be a right-right weak entwining structure. Define the map

$$
p_{R}: A \otimes C \rightarrow A \otimes C, \quad p_{R}:=(\mu \otimes C) \circ\left(C \otimes \psi_{R}\right) \circ(A \otimes C \otimes 1)
$$

and the set

$$
\mathfrak{C}:=\operatorname{Im} p_{R}=\left\{\sum_{i, \alpha} a_{i} 1_{\alpha} \otimes c_{i}^{\alpha} \mid \sum_{i} a_{i} \otimes c_{i} \in A \otimes C\right\} .
$$

Then $p_{R}$ is a projection, i.e. $p_{R} \circ p_{R}=p_{R}$, and
(1) $\mathfrak{C}$ is an $(A, A)$-bimodule with the left action $a^{\prime}\left(\sum_{\alpha} a 1_{\alpha} \otimes c^{\alpha}\right)=\sum_{\alpha} a^{\prime} a 1_{\alpha} \otimes c^{\alpha}$ and the right action $\left(\sum_{\alpha} a^{\prime} 1_{\alpha} \otimes c^{\alpha}\right) a=\sum_{\alpha, \beta} a^{\prime} 1_{\alpha} a_{\beta} \otimes c^{\alpha \beta}=\sum_{\alpha} a^{\prime} a_{\alpha} \otimes c^{\alpha}$.
(2) $\mathfrak{C}$ is an $A$-coring with counit $\varepsilon_{\mathbb{C}}=\left.\left(A \otimes \varepsilon_{C}\right)\right|_{\mathfrak{C}}$ and coproduct, for all $a \in A, c \in C$,

$$
\Delta_{\mathfrak{C}}\left(\sum_{\alpha} a 1_{\alpha} \otimes c^{\alpha}\right)=\sum_{\alpha} a 1_{\alpha} \otimes c_{(1)}^{\alpha} \otimes 1 \otimes c^{\alpha}{ }_{(2)} .
$$

(3) $\mathbf{M}\left(\psi_{R}\right)_{A}^{C} \equiv \mathbf{M}^{\mathbb{C}}$.

Similarly for a left-left weak entwining structure there is another version of this proposition.

Proposition 2.2.10. Let $\left(A, C, \psi_{L}\right)$ be a left-left weak entwining structure. Define the map

$$
p_{L}: C \otimes A \rightarrow C \otimes A, \quad p_{L}=(C \otimes \mu) \circ\left(\psi_{L} \otimes A\right) \circ(1 \otimes C \otimes A)
$$

and the set

$$
\mathfrak{D}:=\operatorname{Im} p_{L}=\left\{\sum_{i, E} c_{E}^{i} \otimes 1^{E} a^{i} \mid \sum_{i} c^{i} \otimes a^{i} \in C \otimes A\right\}
$$

Then $p_{L}$ is a projection, i.e. $p_{L} \circ p_{L}=p_{L}$, and
(1) $\mathfrak{D}$ is an (A,A)-bimodule with the left action $a\left(\sum_{E} c_{E} \otimes 1^{E} a^{\prime}\right)=\sum_{E, F} c_{E F} \otimes a^{F} 1^{E} a^{\prime}$ and the right action $\left(\sum_{E} c_{E} \otimes 1^{E} a^{\prime}\right) a=\sum_{E} c_{E} \otimes 1^{E} a^{\prime} a$.
(2) $\mathfrak{D}$ is an $A$-coring with counit $\varepsilon_{\mathfrak{D}}=\left.\left(\varepsilon_{C} \otimes A\right)\right|_{\mathfrak{D}}$ and coproduct, for all $a \in A, c \in C$,

$$
\Delta_{\mathfrak{D}}\left(\sum_{E} c_{E} \otimes 1^{E} a\right)=\sum_{E} c_{E(1)} \otimes 1 \underset{A}{\otimes} c_{(2) E} \otimes 1^{E} a .
$$

(3) ${ }_{A}^{C} \mathbf{M}\left(\psi_{L}\right) \equiv{ }^{\mathfrak{D}} \mathbf{M}$.

Recall we have already seen that it is possible to associate an entwining structure to a $C$-Galois extension $B \subseteq A$. Is there some more general type of extension to which it is possible to associate a weak entwining structure?

Definition 2.2.11. Let $C$ be a coalgebra and $A$ algebra that is also a right $C$-comodule. Then let

$$
B:=\left\{b \in A \mid \rho^{A}(b a)=b \rho^{A}(a), \forall a \in A\right\}
$$

denote the subalgebra of (right) coinvariants. We say that $B \subseteq A$ is a (right) weak coalgebraGalois extension (or weak $C$-Galois extension) provided that the left $A$-linear right $C$ colinear map

$$
\operatorname{can}_{A}: \underset{B}{A \otimes A \rightarrow A \otimes C, \quad \operatorname{can}_{A}:=(\mu \otimes C) \circ\left(A \otimes \underset{B}{\otimes} \rho^{A}\right), ~ ; ~}
$$

is a split monomorphism in the category ${ }_{A} \mathbf{M}^{C}$, that is to say there exists some morphism $\chi: A \otimes C \rightarrow A \underset{B}{\otimes} A$ in $_{A} \mathbf{M}^{C}$ such that $\chi \circ \operatorname{can}_{A}=A \underset{B}{\otimes} A$.

Now for such an extension there is the following result

Theorem 2.2.12. Let $B \subseteq A$ be a weak $C$-Galois extension. Then there exists a unique right-right weak entwining structure $\left(A, C, \psi_{R}\right)$ such that $A \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$ with the canonical right $A$ action (multiplication in $A$ ) and the predetermined right $C$-coaction. This weak entwining structure is referred to as the canonical weak entwining structure associated to the weak $C$-Galois extension $B \subseteq A$.

Proof. Let $\chi$ be the map which splits $\operatorname{can}_{A}$ and set

$$
\tau: C \rightarrow A \underset{B}{\otimes} A, \quad \tau:=\chi(1 \otimes c)
$$

to be what we will refer to as the weak translation map. Then the map

$$
\psi_{R}: C \otimes A \rightarrow A \otimes C, \quad \psi_{R}:=\operatorname{can}_{A} \circ(A \otimes \underset{B}{\otimes} \mu) \circ(\tau \otimes A),
$$

is the weak entwining map with the required properties. See [14, Subsection 37.9] for more details.

Proposition 2.2.13. Let $\mathfrak{C}$ be an A-coring associated to a right-right weak entwining structure, $\left(A, C, \psi_{R}\right)$, and $g \in \mathfrak{C}$ be a grouplike element. Then $\mathfrak{C}$ is a Galois $A$-coring with respect
 coaction on $A$ used in the computation of can $_{A}$ is that induced by $g$ via Proposition 2.1.9 and Theorem 2.2.9.

Proof. By Proposition 2.1.9 for the grouplike element g , there is a corresponding right $\mathfrak{C}$-coaction on $A, \rho^{\mathfrak{C}}(a)=1 \underset{A}{\otimes} g a$, and in turn by Theorem 2.2 .9 a corresponding right $C$-coaction on $A, \rho^{A}=g a$, for which $A \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$. Clearly with these choices of coactions

$$
A^{\mathrm{coC}}=\{b \in A \mid b g=g b\}=\left\{b \in A \mid \rho^{A}(b)=b \rho^{A}(1)\right\}=A^{\mathrm{coC}}
$$

Therefore, setting $B:=A^{\text {coC }}=A^{\text {coC }}$ the unique $A$-coring map $\xi: A \otimes A \rightarrow \mathbb{C}$ determined by the condition $\underset{B}{(1 \otimes 1)} \underset{B}{\otimes 1})=g$ (see Lemma 2.1.8) must be identically equal to can $_{A}: A \underset{B}{\otimes} A \rightarrow$ $A \otimes C$, since

$$
\operatorname{can}_{A}\left(a \otimes a^{\prime}\right)=a \rho^{A}\left(a^{\prime}\right)=a g a^{\prime}=\xi\left(a \otimes a^{\prime}\right) .
$$

Hence the result follows.
Proposition 2.2.14. The A-coring associated to the weak entwining structure in Theorem 2.2.12 is a Galois $A$-coring. Conversely, if the $A$-coring associated to a weak entwining $\left(A, C, \psi_{R}\right)$ is a Galois $A$-coring, then $A$ is a weak $C$-Galois extension.

Proof. Suppose $\left(A, C, \psi_{R}\right)$ is as in Theorem 2.2.12 then can $_{A}$ is clearly injective and since $A \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}, \rho^{C}(1) \in \mathfrak{C}$ is grouplike. Furthermore by the definition of $\psi_{R}$ it is clear that $\operatorname{Im}\left(\psi_{R}\right) \subseteq \operatorname{Im}\left(\operatorname{can}_{A}\right)$ and so since $\operatorname{can}_{A}$ is left $A$-linear all elements $a 1_{\alpha} \otimes c^{\alpha} \in$ $\operatorname{Im}\left(\operatorname{can}_{A}\right)$. Hence $\mathfrak{C} \subseteq \operatorname{Im}\left(\operatorname{can}_{A}\right)$ and $\mathfrak{C}$ is Galois with respect to $\rho^{C}(1) \in \mathfrak{C}$. Conversely, suppose $\mathfrak{C}$ is an $A$-coring associated to an entwining structure and that $\mathfrak{C}$ is Galois with respect to $g$. By the characterization of such a coring given in proposition 2.2.13 must have
that $\mathfrak{C} \subseteq \operatorname{Im}\left(\operatorname{can}_{A}\right)$ and the map $\operatorname{can}_{A}$ is injective. Also note that from the proof of 2.2.13 it is clear that in fact $\operatorname{Im}\left(\operatorname{can}_{A}\right)=\mathfrak{C}$. Hence the corestriction $\overline{\operatorname{can}}_{A}: A \underset{B}{\otimes} A \rightarrow \mathfrak{C}$ is invertible. Since $\mathrm{can}_{A}$ is a morphism in ${ }_{A} \mathbf{M}^{C}$ it is clear that $\overline{c a n}_{A}^{-1}$ must also be a morphism in this category. Now observe that $p_{R}: A \otimes C \rightarrow \mathfrak{C}$ is also morphism in ${ }_{A} \mathbf{M}^{C}$. That it is left $A$-linear is clear. To see it is right $C$-colinear observe that

$$
\begin{aligned}
\rho^{\mathfrak{C}} \circ p_{R}(a \otimes c) & =\sum_{\alpha} a 1_{\alpha} \otimes c_{(1)}^{\alpha} \otimes c_{(2)}^{\alpha} \\
& =\sum_{\alpha} a 1_{\alpha \beta} \otimes c_{(1)}^{\beta} \otimes c_{(2)}^{\alpha} \\
& =\sum_{\alpha} a 1_{\alpha \beta} \varepsilon\left(c_{(2)}^{\alpha}\right) \otimes c_{(1)}^{\beta} \otimes c_{(3)} \\
& \left.=\sum_{\alpha} a 1_{\alpha} \varepsilon c_{(1)}^{\alpha}{ }_{(2)}\right) \otimes c_{(1)}^{\alpha}{ }_{(1)} \otimes c_{(2)} \\
& =\sum_{\alpha} a 1_{\alpha} \otimes c_{(1)}^{\alpha} \otimes c_{(2)}
\end{aligned}
$$

By use of relations (2.18) and (2.19). Having made these considerations it is clear that the
 coalgebra-Galois extension.

### 2.3 Invertible weak entwining structures

With the notion of a weak-entwining structures in place, we now investigate what it should mean for a weak entwining structure to be invertible. We do this with mind to generalize results which require invertibility of an entwining structure in their assumptions in particular, [5, Theorem 4.6]. First observe this is a non-trivial problem since the obvious choice, requiring the entwining map to be bijective, leads to something unsatisfactory.
Proposition 2.3.1. If $\left(A, C, \psi_{R}\right)$ is a right-right weak entwining structure such that $\psi_{R}$ is bijective then $\left(A, C, \psi_{R}\right)$ must be a right-right entwining structure.

Proof. Let $\psi_{R}^{-1}: A \otimes C \rightarrow C \otimes A$ be the $k$-linear inverse of $\psi_{R}$, which must exist since $\psi_{R}$ is assumed to be bijective. Using the convention of writing $\psi_{R}^{-1}(a \otimes c)=\sum_{E} c_{E} \otimes a^{E}$ we immediately have that for all $a \in A$ and $c \in C$,

$$
\sum_{\alpha, E} c^{\alpha}{ }_{E} \otimes a_{\alpha}^{E}=c \otimes a, \quad \sum_{\alpha, E} a^{E}{ }_{\alpha} \otimes c_{E}^{\alpha}=a \otimes c .
$$

Combining these with the relation (2.16) it is clear that, for all $a, b \in A$ and $c \in C$,

$$
\sum_{\alpha, E, F}\left(a^{F} b^{E}\right)_{\alpha} \otimes c_{E F}^{\alpha}=\sum_{\alpha, E, F} a^{F}{ }_{\alpha} b^{E}{ }_{\beta} \otimes c_{E F}{ }^{\alpha \beta}=a b \otimes c .
$$

So applying $\psi_{R}^{-1}$ to the above we obtain, for all $a, b \in A$ and $c \in C$,

$$
\sum_{E, F} c_{E F} \otimes a^{F} b^{E}=\sum_{E} c_{E} \otimes(a b)^{E}
$$

With this knowledge, for any $a \in A$ and $c \in C$, we can perform the computation

$$
\begin{aligned}
\sum_{\alpha} a 1_{\alpha} \otimes c^{\alpha} & =\sum_{\alpha} \psi_{R} \circ \psi_{R}^{-1}\left(a 1_{\alpha} \otimes c^{\alpha}\right) \\
& =\sum_{\alpha} \psi_{R}\left(c^{\alpha} E F \otimes a^{F} 1_{\alpha}^{E}\right) \\
& =\sum_{F} \psi_{R}\left(c_{F} \otimes a^{F}\right)=a \otimes c
\end{aligned}
$$

Setting $a=1$ in the above it is clear that $\sum_{\alpha} 1_{\alpha} \otimes c^{\alpha}=1 \otimes c$. Furthermore this observation can be combined with relation (2.17) to compute that

$$
\sum_{\alpha} a_{\alpha} \varepsilon\left(c^{\alpha}\right)=\sum_{\alpha} \varepsilon\left(c^{\alpha}\right) a_{\alpha}=\varepsilon(c) a
$$

Hence $\left(A, C, \psi_{R}\right)$ is a right-right entwining structure.
Hence in the case of weak entwining structures a weaker notion of invertibility is required. We propose

Definition 2.3.2. An invertible weak entwining structure is a quadruple $\left(A, C, \psi_{R}, \psi_{L}\right)$ such that
(a) $\left(A, C, \psi_{R}\right)$ is a right-right weak entwining structure and $\left(A, C, \psi_{L}\right)$ is a left-left weak entwining structure;
(b) $\psi_{R} \circ \psi_{L}=p_{R}$ and $\psi_{L} \circ \psi_{R}=p_{L}$.

Initially when we proposed the definition in [13] we required a third condition, that for all $c \in C$

$$
\begin{equation*}
\sum_{E} \varepsilon\left(c_{E}\right) 1^{E}=\sum_{\alpha} 1_{\alpha} \varepsilon\left(c^{\alpha}\right) . \tag{2.24}
\end{equation*}
$$

However it was subsequently observed in [1] that in fact this is a consequence of the other assumptions. For completeness we recall the proof of this.

Proposition 2.3.3. For an invertible weak entwining structure ( $A, C, \psi_{R}, \psi_{L}$ ) equation (2.24) holds for all $c \in C$.

Proof. To see this equation is always satisfied take any $c \in C$ and compute

$$
\begin{aligned}
\sum_{\alpha, E} \varepsilon\left(c_{(1)}^{\alpha}\right) 1_{\alpha} \varepsilon\left(c_{(2) E}\right) 1^{E} & =\sum_{\alpha, E} 1_{\alpha} \varepsilon\left(c_{E}^{\alpha}\right) 1^{E} \\
& =\sum_{\alpha, E} \varepsilon\left(c^{\alpha}{ }_{E}\right) 1_{\alpha}^{E} \\
& =\sum_{E} \varepsilon\left(c_{E}\right) 1^{E}
\end{aligned}
$$

Where the first equality follows by relation (2.19), the second by (2.21) and the last equality since $\psi_{L} \circ \psi_{R}(c \otimes 1)=p_{L}(c \otimes 1)=\Sigma_{E} c_{E} \otimes 1^{E}$. However it is also possible to simplify the
expression as

$$
\begin{aligned}
\sum_{\alpha, E} \varepsilon\left(c_{(1)}^{\alpha}\right) 1_{\alpha} \varepsilon\left(c_{(2) E}\right) 1^{E} & =\sum_{\alpha, E} \varepsilon\left(c_{E}^{\alpha}\right) 1_{\alpha} 1^{E} \\
& =\sum_{\alpha, E} \varepsilon\left(c_{E}^{\alpha}\right) 1_{\alpha}^{E} \\
& =\sum_{\alpha} \varepsilon\left(c^{\alpha}\right) 1_{\alpha}
\end{aligned}
$$

Where the first equality follows by relation (2.23), the second by (2.17) and the last equality since $\psi_{R} \circ \psi_{L}(1 \otimes c)=p_{R}(1 \otimes c)=\sum_{\alpha} 1_{\alpha} \otimes c^{\alpha}$.

As motivation for the definition of an invertible weak entwining structure the following observations were made. In the non-weak case the right-right entwining structure corresponding to a Doi-Koppinen structure ( $H, A, C$ ), where $H$ is a Hopf algebra with invertible antipode is invertible. To see this recall that the associated entwining map $\psi_{H}: C \otimes A \rightarrow A \otimes C$ is given by $\psi_{H}(c \otimes a)=\sum a_{[0]} \otimes c a_{[1]}$, with the knowledge that the antipode $S$ of $H$ is invertible it is possible to define an inverse for this map

$$
\begin{equation*}
\psi_{H}^{-1}: A \otimes C \rightarrow C \otimes A, \quad a \otimes c \mapsto \sum c S^{-1} a_{[1]} \otimes a_{[0]} \tag{2.25}
\end{equation*}
$$

In the weak case one could expect the right-right entwining structure corresponding to a weak Doi-Koppinen structure ( $H, A, C$ ), where $H$ is a weak Hopf algebra with invertible antipode, to be invertible in a weaker sense. This is demonstrated in the following.

Proposition 2.3.4. Let $(H, A, C)$ be a right-right weak Doi-Koppinen structure such that $H$ is a weak Hopf algebra with an invertible antipode $S$. Then $\left(A, C, \psi_{R}, \psi_{L}\right)$ is an invertible entwining structure where $\psi_{R}$ is the associated right-right weak entwining map, i.e. $\psi_{R}(c \otimes$ $a)=\sum a_{[0]} \otimes c a_{[1]}$, and $\psi_{L}: A \otimes C \rightarrow C \otimes A$ is defined as $\psi_{L}(a \otimes c)=\sum c S^{-1}\left(a_{[1]}\right) \otimes a_{[0]}$.

Proof. We first need to establish that $\left(A, C, \psi_{L}\right)$ is a left-left weak entwining structure. Rather than checking the necessary relations directly we shall do this by showing that in fact $\psi_{L}$ is the natural left-left weak entwining structure associated to some left-left weak Doi-Koppinen structure $(\bar{H}, A, C)$. We define such as structure as follows. Firstly define $\bar{H}:=H^{o p}$, the opposite algebra to $H$. Agreeing to write $\bar{h}$ for element an element $h \in H$ but viewed in $\bar{H}$, there is a natural choice of left $\bar{H}$-module structure on $C$ given by

$$
\bar{h} c=c h,
$$

for all $c \in C$. Moreover this left $\bar{H}$-action is comultiplicative since the given right $H$-action on $C$ is comultiplicative and the comultiplication in $\bar{H}$ is the same as in $H$. Explicitly one computes

$$
\Delta_{C}(\bar{h} c)=\Delta_{C}(c h)=\sum c_{(1)} h_{(1)} \otimes c_{(2)} h_{(2)}=\sum \overline{h_{(1)}} c_{(1)} \otimes \overline{h_{(2)}} c_{(2)}=\sum \bar{h}_{(1)} c_{(1)} \otimes \bar{h}_{(2)} c_{(2)}
$$

Also observe that, for all $c \in C$ and $k, h \in H$,

$$
\varepsilon_{C}(\bar{k} \bar{h} c)=\varepsilon_{C}(c h k)=\sum \varepsilon_{C}\left(\operatorname{ch}_{(2)}\right) \varepsilon_{H}\left(h_{(1)} k\right)=\sum \varepsilon_{H}\left(\bar{k} \bar{h}_{(1)}\right) \varepsilon_{C}\left(\bar{h}_{(2)} c\right)
$$

and so $C$ is a left $\bar{H}$-module coalgebra. Next as a candidate for a left $\bar{H}$ coaction on $A$ consider a $k$-linear map

$$
\lambda: A \rightarrow \bar{H} \otimes A, \quad a \mapsto \sum S^{-1} a_{[1]} \otimes a_{[0]}
$$

That this defines a coaction follows immediately from the fact that $S$ and therefore $S^{-1}$ is an anti-coalgebra map. That $\lambda$ is a multiplicative map can easily be seen by using the multiplicativity of the right $H$-coaction on $A$ and the fact that $S^{-1}$ must be an anti-algebra map. Finally by virtue of equations (2.5) and (2.12) we can compute

$$
\sum \Pi^{R}\left(S^{-1} 1_{[1]}\right) \otimes 1_{[0]}=\sum S^{-1} \Pi^{L}\left(1_{[1]}\right) \otimes 1_{[0]}=\sum S^{-1} 1_{[1]} \otimes 1_{[0]}
$$

which can be seen as a left-handed version of condition 2.11. Hence $A$ is a left $\bar{H}$-comodule algebra and $(\bar{H}, A, C)$ is left-left weak Doi-Koppinen structure for which the associated entwining $\psi_{\bar{H}}$ must be equal to $\psi_{L}$ since

$$
\psi_{\bar{H}}(a \otimes c)=\sum a_{[-1]} c \otimes a_{[0]}=\sum c S^{-1} a_{[1]} \otimes a_{[0]}=\psi_{L}(a \otimes c)
$$

Hence ( $A, C, \psi_{L}$ ) must be a left-left weak entwining structure.
To complete the proof we now show that $\psi_{R}$ and $\psi_{L}$ are compatible, in the sense of part (b) of Definition 2.3.2. First with these choices of entwining maps the corresponding projections can be written explicitly as

$$
p_{R}(a \otimes c)=\sum a 1_{[0]} \otimes c 1_{[1]}, \quad p_{L}(c \otimes a)=\sum c S^{-1} 1_{[1]} \otimes 1_{[0]} a .
$$

Now to verify the required compatibility first take any $a \in A$ and $c \in C$ and compute

$$
\begin{aligned}
\psi_{L} \circ \psi_{R}(c \otimes a) & =\psi_{L}\left(\sum a_{[0]} \otimes c a_{[1]}\right)=\sum c a_{[1](2)} S^{-1} a_{[1](1)} \otimes a_{[0]} \\
& =\sum c S^{-1}\left(a_{[1](1)} S a_{[1](2)}\right) \otimes a_{[0]}=\sum c S^{-1} \Pi^{L}\left(a_{[1]}\right) \otimes a_{[0]} \\
& =\sum c S^{-1} 1_{[1]} \otimes 1_{[0]} a=p_{L}(c \otimes a)
\end{aligned}
$$

Where the third equality holds since $S$ and therefore $S^{-1}$ are anti-algebra maps. The fourth equality then follows by one of the defining characteristics of a weak Hopf algebra. The fifth equality follows since $A$ is a right $H$-comodule coalgebra and therefore condition (2.7) holds. It now only remains to show that the compositions of the entwining maps in the other order yields the required result. Before performing this calculation it will first be useful to note that, for all $h \in H$,

$$
\begin{equation*}
S^{-1} \Pi^{R}(h)=\Pi^{L}\left(S^{-1} h\right)=\sum \varepsilon\left(h 1_{(1)}\right) 1_{(2)}=\bar{\Pi}^{R}(h) . \tag{2.26}
\end{equation*}
$$

This follows by the properties of the antipode stated in (2.4) and (2.5). Now take any $a \in A$ and $c \in C$ and compute

$$
\begin{aligned}
\psi_{R} \circ \psi_{L}(a \otimes c) & =\psi_{R}\left(\sum c S^{-1} a_{[1]} \otimes a_{[0]}\right)=\sum a_{[0]} \otimes c S^{-1}\left(a_{[1](2)}\right) a_{[1](1)} \\
& =\sum a_{[0]} \otimes c S^{-1}\left(\left(S a_{[1](1)}\right) a_{[1](2)}\right)=\sum a_{[0]} \otimes c S^{-1} \Pi^{R}\left(a_{[1]}\right) \\
& =\sum a_{[0]} \otimes c \bar{\Pi}^{R}\left(a_{[1]}\right)=\sum a 1_{[0]} \otimes c 1_{[1]}=p_{R}(a \otimes c)
\end{aligned}
$$

Again the third equality holds since $S$ and therefore $S^{-1}$ are anti-algebra maps and the fourth equality then follows by one of the defining characteristics of a weak Hopf algebra. The fifth equality follows by the computation (2.26). Finally the sixth equality follows because $A$ is a right $H$-comodule algebra and therefore (2.10) holds. Therefore ( $A, C, \psi_{R}, \psi_{L}$ ) must be an invertible weak entwining structure.

In particular restricting this to the case of weak Doi Koppinen structures of the form $(H, A, H)$ we obtain

Corollary 2.3.5. Let $H$ be a weak Hopf algebra with an invertible antipode $S$ and let $A$ be a right $H$-comodule algebra. Then $\left(A, H, \psi_{R}, \psi_{L}\right)$ is an invertible entwining structure where $\psi_{R}$ is the associated right-right weak entwining map, i.e. $\psi_{R}(h \otimes a)=\sum a_{[0]} \otimes h a_{[1]}$, and

$$
\psi_{L}: A \otimes H \rightarrow H \otimes A, \quad a \otimes h \mapsto \sum h S^{-1} a_{[1]} \otimes a_{[0]}
$$

Before continuing it will be useful to point out an obvious consequence of Definition 2.3.2.

Lemma 2.3.6. Let $\left(A, C, \psi_{R}, \psi_{L}\right)$ be an invertible weak entwining structure. Then:
(1) $\psi_{R} \circ p_{L}=\psi_{R}$,
(2) $\psi_{L} \circ p_{R}=\psi_{L}$.

Proof. For (1) first observe

$$
p_{R} \circ \psi_{R}(c \otimes a)=\sum_{\alpha, \beta} a_{\alpha} 1_{\alpha} \otimes c^{\alpha \beta}=\sum_{\alpha} a_{\alpha} \otimes c^{\alpha}
$$

by the use of relation (2.16). So by the conditions (b) of definition 2.3.2

$$
\psi_{R} \circ p_{L}=\psi_{R} \circ \psi_{L} \circ \psi_{R}=p_{R} \circ \psi_{R}=\psi_{R} .
$$

Part (2) of the this Lemma can be shown in a similar way.
We now investigate what an invertible weak entwining structure means for the $A$ corings which can be associated to its constituent weak entwining maps.

Proposition 2.3.7. Let $\left(A, C, \psi_{R}, \psi_{L}\right)$ be an invertible weak entwining structure and let $\mathfrak{C}=\operatorname{Im} p_{R}$ and $\mathfrak{D}=\operatorname{Im} p_{L}$ be the corresponding $A$-corings. Then the restrictions of the entwining maps

$$
\psi_{L}: \mathfrak{C} \rightarrow \mathfrak{D}, \quad \psi_{R}: \mathfrak{D} \rightarrow \mathfrak{C}
$$

are inverse isomorphisms of A-corings.
Proof. First observe that it does make sense to restrict the targets of $\psi_{R}$ and $\psi_{L}$ in this way since from the conditions (b) of Definition 2.3.2 it is apparent that $\operatorname{Im} \psi_{R} \subseteq \mathfrak{C}$ and $\operatorname{Im} \psi_{L} \subseteq \mathfrak{D}$. Moreover, since the maps $p_{R}$ and $p_{L}$ are projections these conditions immediately imply that the given restrictions of $\psi_{R}$ and $\psi_{L}$ are inverse isomorphisms of $k$-modules. Now we demonstrate that $\psi_{R}$ is a morphism of $A$-corings, starting by showing that it is $(A, A)$-bilinear. Firstly observe that, by Lemma 2.3.6, for all $a \in A$ and $c \in C$,

$$
\psi_{R}\left(\sum_{E} c_{E} \otimes 1^{E} a\right)=\psi_{R} \circ p_{L}(c \otimes a)=\psi_{R}(c \otimes a)=\sum_{\alpha} a_{\alpha} \otimes c^{\alpha} .
$$

We can also compute that

$$
\psi_{R}\left(\sum_{E} c_{E} \otimes 1^{E}\right) a=\sum_{\alpha}\left(1_{\alpha} \otimes c^{\alpha}\right) a=\sum_{\alpha, \beta} 1_{\alpha} a_{\beta} \otimes c^{\alpha \beta}=\sum_{\alpha} a_{\alpha} \otimes c^{\alpha}
$$

by using relation (2.16) in the last step. Therefore we conclude that $\psi_{R}$ is a right $A$-module map. We can also compute that, for all $a \in A$ and $c \in C$,

$$
\psi_{R}\left(\sum_{E} a\left(c_{E} \otimes 1^{E}\right)\right)=\psi_{R}\left(\sum_{E, F} c_{E F} \otimes a^{F} 1^{E}\right)=\psi_{R}\left(\sum_{E} c_{E} \otimes a^{E}\right)=p_{R}(a \otimes c)=\sum_{\alpha} a 1_{\alpha} \otimes c^{\alpha},
$$

where the second equality follows be the relation (2.20) and the third equality by the conditions (b) of Definition 2.3.2. Also using these conditions we can compute

$$
a \psi_{R}\left(\sum_{E} c_{E} \otimes 1^{E}\right)=a p_{R}(1 \otimes c)=\sum_{\alpha} a 1_{\alpha} \otimes c^{\alpha} .
$$

Therefore, since we have shown that $\psi_{R}$ is right $A$-linear, we conclude that $\psi_{R}$ is a left $A$-module map. This completes the proof that $\psi_{R}$ is an $(A, A)$-bimodule map.

Next we aim to show that $\psi_{R}$ respects the counit. To do this take any $c \in C$ and $a \in A$ and make the computation

$$
\begin{aligned}
\varepsilon_{\mathbb{C}}\left(\psi_{R}\left(\sum_{E} c_{E} \otimes 1^{E} a\right)\right) & =\sum_{\alpha} a_{\alpha} \varepsilon_{C}\left(c^{\alpha}\right)=\sum_{\alpha} 1_{\alpha} \varepsilon_{C}\left(c^{\alpha}\right) a \\
& =\sum_{E} \varepsilon_{C}\left(c_{E}\right) 1^{E} a=\varepsilon_{\mathfrak{D}}\left(\sum_{E} c_{E} \otimes 1^{E} a\right) .
\end{aligned}
$$

Where the first equality holds by Lemma 2.3.6 and the definition of $\varepsilon_{\mathfrak{C}}$. The second equality then follows by the relation (2.17) and the third by Proposition 2.3.3. The final equality follows immediately from the definition of $\varepsilon_{\mathfrak{D}}$. Hence $\psi_{R}$ is a counital map.

Finally we show that $\psi_{R}$ is comultiplicative. Again start by taking $c \in C$ and $a \in A$ and first computing that

$$
\Delta_{\mathbb{C}} \circ \psi_{R}\left(\sum_{E} c_{E} \otimes 1^{E} a\right)=\Delta_{\mathbb{C}}\left(\sum_{\alpha} a_{\alpha} \otimes c^{\alpha}\right)=\sum_{\alpha} a_{\alpha} \otimes c_{(1)}^{\alpha} \otimes c^{\alpha}{ }_{(2)},
$$

by using Lemma 2.3.6 and the definition of coproduct in $\mathfrak{C}$. On the other hand,

$$
\begin{aligned}
\left(\psi_{R} \otimes \psi_{R}\right) \circ \Delta_{\mathfrak{D}}\left(\sum_{E} c_{E} \otimes 1^{E} a\right) & =\sum_{E} \psi_{R}\left(c_{E(1)} \otimes 1\right) \underset{A}{\otimes} \psi_{R}\left(c_{E(2)} \otimes 1^{E} a\right) \\
& =\sum_{E, F} \psi_{R}\left(c_{(1) E} \otimes 1\right) \otimes \underset{A}{ } \psi_{R}\left(c_{(2) F} \otimes 1^{E F} a\right) \\
& =\sum_{E} \psi_{R}\left(c_{(1) E} \otimes 1^{E}\right) \otimes \underset{A}{*} \psi_{R}\left(c_{(2)} \otimes a\right) \\
& =\sum_{\alpha, \beta} 1_{\alpha} \otimes c_{(1)}^{\alpha} \otimes \underset{A}{\otimes} a_{\beta} \otimes c_{(2)}^{\beta} \\
& =\sum_{\alpha, \beta, \gamma} 1_{\alpha} a_{\beta \gamma} \otimes c_{(1)}^{\alpha \gamma_{i}} \underset{A}{\otimes 1 \otimes c_{(2)}^{\beta}} \\
& =\sum_{\alpha} a_{\alpha} \otimes c_{(1)}^{\alpha} \otimes 1 \otimes c_{A}^{\alpha}{ }_{(2)}=\Delta_{\mathbb{C}}\left(\sum_{\alpha} a_{\alpha} \otimes c^{\alpha}\right) .
\end{aligned}
$$

Where the first equality follows by the definition of the coproduct in $\mathfrak{C}$ and the second by the relation (2.22). The third equality follows by the bimodule structure of $\mathfrak{D}$ and the fact that $\psi_{R}$ is an $(A, A)$-bimodule map. Next part (b) of Definition 2.3.2 is applied, noting that $\sum p_{R}\left(1 \otimes c_{(1)}\right) \otimes c_{(2)}=\sum_{\alpha} 1_{\alpha} \otimes c_{(1)}^{\alpha} \otimes c_{(2)}$. The fifth and sixth equalities follow by the applications of relations (2.16) and (2.18). The final equality is just the definition of the comultiplication in $\mathfrak{C}$. Thus $\psi_{R}$ is a morphism of $A$-corings. Similarly one can demonstrate that $\psi_{L}$ is also an $A$-coring map.

In the case of invertible entwining structures it was shown in [7, Section 6] that if $A \in$ $\mathbf{M}(\psi)_{A}^{C}$ then $A \in{ }_{A}^{C} \mathbf{M}\left(\psi^{-1}\right)$. Similarly in the weak case we can use the previous proposition to show

Corollary 2.3.8. Let $\left(A, C, \psi_{R}, \psi_{L}\right)$ be an invertible weak entwining structure. If $A \in$ $\mathbf{M}\left(\psi_{R}\right)_{A}^{C}$, then $A \in{ }_{A}^{C} \mathbf{M}\left(\psi_{L}\right)$ with the coaction

$$
{ }^{A} \rho(a)=\psi_{L}\left(\sum a 1_{[0]} \otimes 1_{[1]}\right)
$$

Proof. Suppose that $A \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$, then, by the correspondence given in Theorem 2.2.9, it is clear that $A$ is right $\mathfrak{C}$-comodule. Therefore, by Proposition 2.1.9, there is a corresponding grouplike element $g \in \mathfrak{C}$ where $g=\rho^{A}(1)=\sum 1_{[0]} \otimes 1_{[1]}$. Since one can just as easily show a left-handed version of Proposition 2.1.9, $A$ is a left $\mathfrak{C}$-comodule with the coaction $a \mapsto a g \otimes \underset{A}{\otimes}$. Now by Proposition 2.3.7, the map $\psi_{L}: \mathfrak{C} \rightarrow \mathfrak{D}$ is an isomorphism of $A$-corings. Therefore using $\psi_{L}$ it is possible to give a left $\mathfrak{D}$-coaction on $A$, explicitly

$$
{ }^{A} \rho(a)=\psi_{L}(a g) \underset{A}{\otimes} 1
$$

Therefore $A \in{ }_{A}^{C} \mathbf{M}\left(\psi_{L}\right)$ with the coaction ${ }^{A} \rho(a)=\psi_{L}\left(\sum a 1_{[0]} \otimes 1_{[1]}\right)$, as stated.

## Chapter 3

## Galois theory of $C$-rings

### 3.1 Introduction

In this chapter we develop the theory of objects which are dual to $A$-corings which were first defined in [4, Section 6]. In order to avoid making any flatness assumptions in this chapter all algebras, coalgebras etc. will be over a field $k$. Recall

Definition 3.1.1. A $C$-ring is a $(C, C)$-bicomodule $\mathscr{A}$ together with two $(C, C)$-bicomodule maps $\eta_{\mathscr{A}}: C \rightarrow \mathscr{A}$ and $\mu_{\mathscr{A}}: \mathscr{A} \square_{C} \mathscr{A} \rightarrow \mathscr{A}$ which render the diagrams

commutative, where the standard isomorphisms $\mathscr{A} \square C \simeq \mathscr{A} \simeq C \square_{C} \mathscr{A}$ provided by the $C$ coactions are implicit. The map $\eta_{\mathscr{A}}$ is referred to as the unit and map $\mu_{\mathscr{A}}$ as the product. A morphism of $C$-rings is a map $f: \mathscr{A} \rightarrow \mathscr{B}$ satisfying

$$
\mu_{\mathscr{B}} \circ\left(f \square_{C} f\right)=f \circ \mu_{A}, \quad f \circ \eta_{\mathscr{A}}=\eta_{\mathscr{B}} .
$$

In principle the theory of such objects should be just as rich as the theory of corings. Importantly, where as $A$-corings can be used to study algebra extensions, we can expect to study coalgebra coextensions using $C$-rings.
Example 3.1.2. To any coalgebra map $f: C \rightarrow D$ it is possible to associate a $C$-ring as follows. First define $\mathscr{A}=C \square_{D} C$ viewing $C$ as a $(D, D)$-bicomodule via the map $f$ and let $\mathscr{A}$ have the natural choice of $(C, C)$-bicomodule structure. Then set

$$
\mu_{\mathscr{A}}: \mathscr{A} \square_{C} \mathscr{A} \rightarrow \mathscr{A}, \quad c^{1} \otimes c^{2} \otimes c^{3} \otimes c^{4} \mapsto c^{1} \varepsilon\left(c^{2}\right) \otimes \varepsilon\left(c^{3}\right) c^{4}
$$

and

$$
\eta_{\mathscr{A}}: C \rightarrow \mathscr{A}, \quad c \mapsto \sum c_{(1)} \otimes c_{(2)}
$$

We shall refer to a $C$-ring arising in this way as a Sweedler $C$-ring.

It is clear that $C$-rings generalize algebras and that a notion of a module for a algebra can be extended in a sensible way to $C$-rings as

Definition 3.1.3. A (right) module for a $C$-ring is a pair ( $M, \overline{\rho_{M}}$ ) where $M$ is a right $C$ comodule and $\overline{\rho_{M}}: M \square_{C} \mathscr{A} \rightarrow M$ is a map of right $C$-comodules satisfying

$$
\overline{\rho_{M}} \circ\left(\overline{\rho_{M}} \square \underset{C}{\mathscr{A}}\right)=\overline{\rho_{M}} \circ\left(M \square_{C} \mu_{\mathscr{A}}\right), \quad \overline{\rho_{M}} \circ\left(M \square \eta_{\mathscr{A}}\right)=M .
$$

Where again the standard isomorphism $M \square C \simeq M$ provided by the $C$-coaction on $M$ is implicit in what is written. The map $\overline{\rho_{M}}$ is referred to as a right $\mathscr{A}$-action and just as for standard modules, the above conditions are referred to as associativity and unitality. The category of all such objects with morphisms $f: M \rightarrow N$ which are right $C$-colinear and right $\mathscr{A}$-linear maps (in the sense that $f \circ \overline{\rho_{M}}=\overline{\rho_{N}} \circ\left(f \square_{C} \mathscr{A}\right)$ ) is denoted by $\mathbf{M}_{\mathscr{A}}$.

### 3.2 Matrix rings contexts

In trying to further develop the theory of $C$-rings in the same way as has been outlined for corings one soon encounters a problem. In the case of $A$-corings, Galois comodules are assumed to be finitely generated and projective as $A$-modules, which is equivalent to saying that there is a finite dual basis. It is then standard to use such a basis in proving things about Galois comodules. However the notion of the existence of finite dual basis is not easily dualized (cf. Section 1.3). Instead we proceed by dualising the notion of a comatrix coring context as defined in [8].

### 3.2.1 Quasi-finite matrix ring contexts

Definition 3.2.1. A matrix ring context, $\left(C, D,{ }^{C} N^{D},{ }^{D} M^{C}, \sigma, \tau\right)$, consists of a pair of coalgebras $C$ and $D$, a ( $C, D$ )-bicomodule $N$, a $(D, C)$-bicomodule $M$ and a pair of bicomodule maps

$$
\sigma: C \rightarrow N \square_{D} M, \quad \tau: M \square_{C} N \rightarrow D
$$

such that the diagrams

commute. The map $\sigma$ is called a unit and $\tau$ is called a counit of a matrix context.
By the assumption that the counit $\tau$ of a matrix ring context is $D$-bicolinear, it is uniquely determined by its reduced form $\widehat{\tau}=\varepsilon_{D} \circ \tau$. To see this not that any $D$-bicolinear $\operatorname{map} f: L \rightarrow D$ can expressed in terms of its reduced form $\tilde{f}=\varepsilon_{D} \circ f$ as $f=(D \otimes \tilde{f}) \circ{ }^{L} \rho=$ $(\tilde{f} \otimes D) \circ \rho^{L}$. From this observation it is also clear that

$$
\begin{equation*}
(D \otimes \widehat{\tau}) \circ\left({ }^{M} \rho \otimes N\right)=(\widehat{\tau} \otimes D) \circ\left(M \otimes \rho^{N}\right) . \tag{3.1}
\end{equation*}
$$

We shall refer to the map $\widehat{\tau}$ as the reduced counit of the matrix ring context. Using the counitality of the coactions on $M$ and $N$, the diagrams in Definition (3.2.1) can be rewritten in term of $\hat{\tau}$ as

$$
\begin{equation*}
(N \otimes \widehat{\tau}) \circ\left(\sigma \square_{C} N\right) \circ{ }^{N} \rho=N, \quad(\widehat{\tau} \otimes M) \circ\left(M \square_{c} \sigma\right) \circ \rho^{M}=M . \tag{3.2}
\end{equation*}
$$

As justification of the word context in our terminology recall the definition of pre-equivalence data or a Morita-Takeuchi context as was introduced in [38, Definition 2.3]. If in a context of this type

$$
\left(C, D,{ }^{C} N^{D},{ }^{D} M^{C}, f: C \rightarrow N \square_{D} M, g: D \rightarrow M \square_{C} N\right),
$$

the map $g$ is injective then by [38, Theorem 2.3] $g$ must be an isomorphism. Due to the constraints which are imposed on $f$ and $g$ in the definition of a Morita-Takeuchi context it is then apparent that

$$
\left(C, D,{ }^{C} N^{D},{ }^{D} M^{C}, f: C \rightarrow N \square_{D} M, g^{-1}: M \square_{C} N \rightarrow D\right)
$$

is a matrix ring context. Of greater importance to us, is the reason why the word ring appears in Definition 3.2.1

Proposition 3.2.2. Let $\left(C, D,{ }^{C} N^{D},{ }^{D} M^{C}, \sigma, \tau\right)$ be a matrix ring context. Then $\mathscr{A}:=N \square_{D} M$ is a C-ring with the product and unit

$$
\mu_{\mathscr{A}}=N \square_{D} \hat{\tau} \square_{D} M, \quad \eta_{\mathscr{A}}=\sigma,
$$

where $\hat{\tau}$ is the reduced counit. Furthermore, $M$ is a right $\mathscr{A}$-module with the action $\hat{\tau}_{D} \square_{D} M$ and $N$ is a left $\mathscr{A}$-module with the action $N \square_{D} \widehat{\tau}$. The $C$-ring $\mathscr{A}$ is called a matrix $C$-ring.

Proof. It is clear from their definitions that both $\mu_{\mathscr{A}}$ and $\eta_{\mathscr{A}}$ are $C$-bicolinear. To see that the map $\mu_{\mathscr{A}}$ is well defined, i.e. $\operatorname{Im}\left(\mu_{\mathscr{A}}\right) \subseteq N \square_{D} M$, observe that $\tau$ is $D$-bicolinear so $\operatorname{Im}\left(N \square_{D} \tau \square_{D} M\right) \subseteq N \square_{D} D \square_{D} M$. Similarly $N \square_{D} \varepsilon_{D}: N \square_{D} D \rightarrow N$ is right $D$-colinear so $\operatorname{Im}\left(N \square_{D} \varepsilon_{D} \square_{D} M\right) \subseteq N \square_{D} M$ and therefore

$$
\operatorname{Im}\left(\mu_{\mathscr{A}}\right)=\operatorname{Im}\left(\left(N \square_{D} \varepsilon_{D} \square_{D} M\right) \circ\left(N \square_{D} \tau \square_{D} M\right)\right) \subseteq N \square_{D} M .
$$

That $\mu_{\mathscr{A}}$ is associative is also easily verified as

$$
\begin{aligned}
\left(N \square_{D} \widehat{\tau} \square_{D} M\right) \circ\left(N \square_{D} M \square_{C} N \square_{D} \widehat{\tau} \square_{D} M\right) & =\left(N \square_{D} \widehat{\tau} \square_{D} \widehat{\tau} \square_{D} M\right) \\
& =\left(N \square_{D} \hat{\tau} \square_{D} M\right) \circ\left(N \square_{D} \hat{\tau} \square_{D} M \square_{C} N \square_{D} M\right) .
\end{aligned}
$$

Using equation (3.2) it is a straight forward calculation to show that $\eta_{\mathscr{A}}$ is the unit for $\mu_{\mathscr{A}}$. The statements about the actions of $\mathscr{A}$ are proven in a similar way.

Example 3.2.3. To any coalgebra coextension $f: C \rightarrow D$ it possible to associate a matrix ring context ( $C, D,{ }^{C} C^{D},{ }^{D} C^{C}, \Delta_{C}, f$ ), where the $D$-coactions on $C$ are those induced by $f$. The corresponding matrix $C$-ring is precisely the Sweedler type $C$-ring associated to the coextension.

We now explore the meaning of a matrix ring context.
Proposition 3.2.4. If $\left(C, D,{ }^{C} N^{D},{ }^{D} M^{C}, \sigma, \tau\right)$ is a matrix ring context, then the cotensor functor $F=-\square_{C} N: \mathbf{M}^{C} \rightarrow \operatorname{Vect}_{k}$ is a left adjoint of the tensor functor $G=-\otimes M: \operatorname{Vect}_{k} \rightarrow$ $\mathbf{M}^{C}$.

Proof. Define natural transformations

$$
\begin{gathered}
\varphi: \mathbf{M}^{C} \rightarrow G F, \quad \varphi_{X}:=(X \underset{c}{\square} \sigma) \circ \rho^{X}, \\
v: F G \rightarrow \operatorname{Vect}_{k}, \quad v_{Y}:=\left(Y \otimes \varepsilon_{D}\right) \circ(Y \otimes \tau)=Y \otimes \widehat{\tau} .
\end{gathered}
$$

We need to show that these morphisms are the unit and counit, respectively, of the adjunction. Take any right $C$-comodule $X$ and compute

$$
\begin{aligned}
v_{F(X)} \circ F\left(\varphi_{X}\right) & =\left(X \square_{C} N \otimes \widehat{\tau}\right) \circ\left(\left(\left(X \square_{c} \sigma\right) \circ \rho^{X}\right) \square_{c} N\right) \\
& =\left(X \square_{C} N \otimes \widehat{\tau}\right) \circ\left(X \square_{c} \sigma \square_{c} N\right) \circ\left(X \square_{c}^{N} \rho\right)=X \square_{c} N=F(X),
\end{aligned}
$$

where the second equality follows by the definition of the cotensor product, and the third equality follows by the first of equations (3.2). On the other hand, for all vector spaces $Y$,

$$
G\left(v_{Y}\right) \circ \varphi_{G(Y)}=(Y \otimes \widehat{\tau} \otimes M) \circ\left(Y \otimes M \square_{C} \sigma\right) \circ\left(Y \otimes \rho^{M}\right)=Y \otimes M=G(Y),
$$

by the second of equations (3.2). Hence the natural transformations $\varphi$ and $v$ satisfy the required properties.

Remark 3.2.5. Suppose ( $\left.C, D,{ }^{C} N^{D},{ }^{D} M^{C}, \sigma, \tau\right)$ is a matrix ring context. In view of section 1.3 and the previous proposition we can draw the following conclusions. Firstly since $-\otimes M:$ Vect $_{k} \rightarrow \mathbf{M}^{C}$ has a left adjoint, $M$ is a quasi-finite right $C$-comodule. Moreover by the uniqueness of adjoints there must be a functorial isomorphism $h_{C}(M,-) \simeq-\square_{C} N$. Now observe that $h_{C}(M,-)$ has a right adjoint so is right exact, and since $-\square_{C} N$ is left exact, the above isomorphism of functors implies that the co-hom functor must be exact. Therefore by Proposition 1.3.16 $M$ is an injector as a right $C$-comodule. Secondly, with the knowledge that $M$ is a quasi-finite injector as a right $C$-comodule, it then follows from Proposition 1.3.18 that there is a functorial isomorphism $h_{C}(M,-) \simeq-\square_{C} h_{C}(M, C)$. Combining this with the functorial isomorphism $h_{C}(M,-) \simeq-\square_{c} N$ it is then clear there must be an isomorphism $h_{C}(M, C) \simeq N$.

Theorem 3.2.6. Let $M$ be a $(D, C)$-bicomodule and suppose that the right $C$-comodule $M$ is a quasi-finite injector. Define $N:=h_{C}(M, C)$. Then there exist maps $\sigma$ and $\tau$ such that the sextuple ( $C, D,{ }^{C} N^{D},{ }^{D} M^{C}, \sigma, \tau$ ) is a matrix ring context.

First observe from Proposition 1.3.14 that the left $D$-coaction on $M$ must be induced from the natural left coaction of the coendomorphism coalgebra $E=h_{C}(M, M)$ by some unique choice of coalgebra map $\pi: E \rightarrow D$. With this in mind we will prove Theorem 3.2.6 by firstly considering the case where $D=E$.

Lemma 3.2.7. Suppose that a right $C$-comodule $M$ is a quasi-finite injector and define $N:=h_{C}(M, C)$ and $E:=h_{C}(M, M)$. Then there exist maps $\sigma_{E}$ and $\tau_{E}$ such that the sextuple $\left(C, E,{ }^{C} N^{E},{ }^{E} M^{C}, \sigma_{E}, \tau_{E}\right)$ is a matrix ring context, where the coactions on $N$ and $M$ are as described in Propositions 1.3.10 and 1.3.14 respectively.

Proof. Since $M$ is an $(E, C)$-bicomodule which is quasi-finite as a right $C$-comodule, by Theorem 1.3.12 the functor $-\square_{E} M: \mathbf{M}^{E} \rightarrow \mathbf{M}^{C}$ has a left adjoint, which is given by the co-hom functor viewed as a functor $h_{C}: \mathbf{M}^{C} \rightarrow \mathbf{M}^{E}$. Furthermore since $M^{C}$ is a quasi-finite injector, by Proposition 1.3.18, $h_{C}(M,-) \simeq-\square_{C} h_{C}(M, C)$. Therefore $\left(-\square_{C} N,-\square_{E} M\right)$ is an adjoint pair of functors. This is characterized by the existence of a unit and counit of adjunction,

$$
\varphi: \mathbf{M}^{C} \rightarrow-\square_{C} N \square_{E} M, \quad v:-\square_{E} M \square_{C} N \rightarrow \mathbf{M}^{E} .
$$

Using these maps define right comodule maps

$$
\sigma_{E}:=\varphi_{C}: C \rightarrow C \square_{C} N \square_{E} M \simeq N \square_{E} M, \quad \tau_{E}:=v_{E}: M \square_{C} N \simeq E \square_{E} M \square_{C} N \rightarrow E .
$$

In addition to being right comodule maps it turns out these maps are bimodule maps. To see that $\sigma_{E}$ is a $C$-bicomodule map use the fact that $\varphi$ is a natural transformation to produce commutative diagrams

where $l_{c}\left(c^{\prime}\right)=c \otimes c^{\prime}$, for all $c, c^{\prime} \in C$. Since $\Delta_{C} \square_{C} N \square_{E} M$ can be identified with the left $C$-coaction ${ }^{N D}{ }_{E}{ }^{N} \rho$, putting these two diagrams together we obtain, for all $c \in C$,

$$
\begin{aligned}
N_{E} M \rho \circ \varphi_{C}(c) & =\sum \varphi_{C \otimes C}\left(c_{(1)} \otimes c_{(2)}\right)=\sum \varphi_{C \otimes C} \circ l_{c_{(1)}}\left(c_{(2)}\right) \\
& =\sum\left(l_{c_{(1)}} \square_{C} N \square_{D} M\right) \circ \varphi_{C}\left(c_{(2)}\right)=\sum c_{(1)} \otimes \varphi_{C}\left(c_{(2)}\right) .
\end{aligned}
$$

Hence $\sigma_{E}=\varphi_{C}$ is a $C$-bicomodule map. A similar method can be used to show that $\tau_{E}$ is an $E$-bicomodule map. By the properties of the unit and counit of adjunction, the composition

$$
\begin{equation*}
C \square_{C} N \xrightarrow{\varphi_{C} \square_{C} N} C \square_{C} N \square_{E} M \square_{C} N \xrightarrow{v_{C \square} N} C \square_{C} N \tag{3.3}
\end{equation*}
$$

yields the identity. Since $v$ is a natural transformation, the commutative diagrams induced by the morphisms $\rho^{N}, l_{n}: E \rightarrow N \otimes E, x \mapsto n \otimes x$, and ${ }^{N} \rho$, give the following equalities

$$
\begin{array}{r}
v_{N \otimes E} \circ\left(\rho^{N} \square_{E} M \underset{C}{\square} N\right)=\rho^{N} \circ v_{N} \\
\quad v_{N \otimes E} \circ\left(l_{n} \square_{E} M \square_{C} N\right)=l_{n} \circ v_{E} \tag{3.5}
\end{array}
$$

respectively. Hence, for all $n \otimes m \otimes n^{\prime} \in N \underset{E}{\square} M \underset{C}{ } N$ (summation suppressed for simplicity),

$$
\begin{aligned}
\rho^{N} \circ v_{N}\left(n \otimes m \otimes n^{\prime}\right) & =\sum v_{N \otimes E} \circ\left(n_{[0]} \otimes n_{[1]} \otimes m \otimes n^{\prime}\right) \\
& =\sum v_{N \otimes E} \circ\left(l_{[0]}\left(n_{[1]}\right) \otimes m \otimes n^{\prime}\right) \\
& =\sum l_{[0]} \circ v_{E}\left(n_{[1]} \otimes m \otimes n^{\prime}\right)=\sum n_{[0]} \otimes v_{E}\left(n_{[1]} \otimes m \otimes n^{\prime}\right)
\end{aligned}
$$

where the first equality is from (3.4) and last by (3.5). And so applying $N \otimes \varepsilon_{E}$ to both sides and using the canonical identification $N \square_{E} E \simeq N$, we obtain $v_{N}=N \otimes \widehat{\tau}_{E}$, where $\widehat{\tau}_{E}:=$ $\varepsilon_{E} \circ \tau_{E}$. Since $\sigma_{E}=\varphi_{C}$, the first of relations (3.2) follows by the fact that the composition (3.3) is the identity. The other condition in (3.2) is proven in a similar way.

With this knowledge we can now state a proof for Theorem 3.2.6.
Proof. (of Theorem 3.2.6). By Proposition 1.3.14 there exists a unique coalgebra map $\pi: E \rightarrow D$ such that ${ }^{M} \rho=(\pi \otimes M) \circ \varphi_{M}$. Combining this with the matrix ring context ( $C, E,{ }^{C} N^{E},{ }^{E} M^{C}, \sigma_{E}, \tau_{E}$ ) constructed in Lemma 3.2.7 it is possible to define the required matrix ring context by

$$
\sigma: C \xrightarrow{\sigma_{E}} N \underset{E}{\square_{E}} M \rightarrow N \square_{D} M, \quad \tau: M \underset{C}{\square} N \xrightarrow{\tau_{E}} E \xrightarrow{\pi} D .
$$

It is immediate that these are bimodule maps and that they satisfy equation (3.2) is easily verified, for example

$$
\begin{aligned}
(N \otimes \widehat{\tau}) \circ\left(\sigma \square \square_{c}\right) \circ{ }^{N} \rho & =\left(N \otimes\left(\varepsilon_{D} \circ \pi \circ \tau_{E}\right)\right) \circ\left(\sigma_{E} \otimes N\right) \circ{ }^{N} \rho \\
& =\left(N \otimes \widehat{\tau}_{E}\right) \circ\left(\sigma_{E} \otimes N\right) \circ{ }^{N} \rho=N .
\end{aligned}
$$

Where the second equality follows since $\pi$ is counital and the final equality since

$$
\left(C, E,{ }^{C} N^{E},{ }^{E} M^{C}, \sigma_{E}, \tau_{E}\right)
$$

is a matrix ring context.
It will also be useful to observe the following.
Proposition 3.2.8. Suppose that a right $C$-comodule $M$ is a quasi-finite injector, define $N:=h_{C}(M, C), E:=h_{C}(M, M)$ and let $\left(C, E,{ }^{C} N^{E},{ }^{E} M^{C}, \sigma_{E}, \tau_{E}\right)$ be the corresponding matrix ring context, as constructed in Proposition 3.2.7. Then by Proposition 1.3.18 there is an isomorphism $E \simeq M{ }_{C} N$. Under this identification the induced coalgebra structure on $M \square_{C} N$ can be written as

$$
\begin{equation*}
\Delta_{M \square}{ }_{C} N=M \square_{C} \sigma_{E} \square_{C} N, \quad \varepsilon_{M \square} \square_{C}=\widehat{\tau}_{E} \tag{3.6}
\end{equation*}
$$

Proof. By the definition of the coendomorphism coalgebra the coproduct for $M \square{ }_{C} N$ should be the unique map satisfying the condition

$$
\left(\Delta_{M \square} N(\underset{C}{ } \otimes M) \circ \varphi_{M}=\left(M \square N \otimes \varphi_{M}\right) \circ \varphi_{M} .\right.
$$

Recall from the proof of Proposition 3.2.4

$$
\varphi_{M}:=\left(M \square_{C} \sigma\right) \circ \rho^{M},
$$

so we can verify

$$
\begin{aligned}
\left(\left((M \otimes \sigma \otimes N) \circ\left(\rho^{M} \otimes N\right)\right) \otimes M\right) \circ \varphi_{M} & =\left(\left((M \otimes \sigma) \circ \rho^{M}\right) \otimes N \otimes M\right) \circ(M \otimes \sigma) \circ \rho^{M} \\
& =(M \otimes \sigma \otimes \sigma) \circ\left(\rho^{M} \otimes C\right) \circ \rho^{M} \\
& =\left(M \otimes\left((\sigma \otimes \sigma) \circ \Delta_{C}\right)\right) \circ \rho^{M} \\
& =\left(M \otimes\left((N \otimes M \otimes \sigma) \circ\left(N \otimes \rho^{M}\right) \circ \sigma\right)\right) \circ \rho^{M} \\
& =\left(M \otimes N \otimes \varphi_{M}\right) \circ \varphi_{M} .
\end{aligned}
$$

Where the fourth equality follows since $\sigma$ is a $C$-bicolinear map. Hence the coproduct has the stated form. It is possible to check the counit in a similar way.

Remark 3.2.9. The notion of a matrix ring context has a very natural interpretation in the language of bicategories. Consider the bicategory of bicomodules where 0 -cells are coalgebras, 1-cells are bicomodules and 2-cells are bicomodule maps. Define the composite, $g \circ f$, of two l-cells $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ to be $f \square_{Y} g: X \rightarrow Z$. Then there are obvious associativity and unit isomorphisms. When the isomorphisms implicitly used in Definition 3.2.1, such as $\left(N \square_{D} M\right) \square_{C} N \cong N \square_{D}\left(M \square_{C} N\right)$, are fully described it becomes apparent that in this language $(C, D, g: C \rightarrow D, f: D \rightarrow C, \sigma, \tau)$ is a matrix ring context if and only if the 2-cells $\sigma: 1_{C} \Rightarrow f \circ g$ and $\tau: g \circ f \Rightarrow 1_{D}$ form an adjoint pair in the bicategory.

### 3.2.2 Infinite (firm) matrix contexts.

In the paper [27] the notion of a comatrix coring was generalized to allow for firm rings. In this section we follow their approach in the dual setting. This will lead to a more general theory in which we are not forced to consider comodules which are quasi-finite injectors.

Firstly recall a non-counital coalgebra D is said to be a firm coalgebra provided that the coproduct $\Delta_{D}: D \rightarrow D \square_{D} D$ is an isomorphism. Denoting the inverse of $\Delta_{D}$ by $\nabla_{D}: D \square_{C} D \rightarrow$ $D$ we are able to define firm comodules for a firm coalgebra as follows. A right (resp. left) non-counital $D$-comodule $M$ is firm provided $\rho^{M}: M \rightarrow M \square_{D} D$ (resp. ${ }^{M} \rho: M \rightarrow D \square_{D} M$ ) is an isomorphism of comodules. In calculations we shall denote the inverse of the coaction by $\nabla_{M}$ (resp. ${ }_{M} \nabla$ ). It will be useful to note that if $X$ is a firm right $D$-comodule and $Y$ a firm left $D$ comodule then

$$
\begin{equation*}
\left(\nabla_{X} \square_{D} Y\right)=\left(X \square_{C} \nabla\right) . \tag{3.7}
\end{equation*}
$$

To see this apply $\rho^{X} \square_{D} Y=X \square_{D}^{Y} \rho$ to both sides of the equation.
Definition 3.2.10. An infinite matrix ring context, $\left(C, D,{ }^{C} N^{D},{ }^{D} M^{C}, \sigma, \tau\right)$, consists of a counital coalgebra $C$, firm coalgebra $D$, a ( $C, D$ )-bicomodule $N$, a $(D, C)$-bicomodule $M$, both counital as $C$-comodules and firm as $D$-comodules, and a pair of bicomodule maps

$$
\sigma: C \rightarrow N \square_{D} M, \quad \tau: M \square_{C} N \rightarrow D
$$

such that the diagrams in Definition 3.2.1 commute.

In the case of an infinite matrix ring context we do not assume the existence of a counit for $D$, therefore we are unable to form a reduced counit as for matrix ring contexts. However assuming $N$ is firm right $D$-comodule we are able to replace instances of $N \otimes \varepsilon_{D}$ with $\nabla_{N}$. A similar substitution can be made for left $D$-comodules. Therefore in terms of $\nabla_{N}$ and ${ }_{M} \nabla$, the commutative diagrams in Definition 3.2.1 read

$$
\begin{equation*}
\nabla_{N} \circ\left(N \square \square_{D} \tau\right) \circ\left(\sigma \square_{C} N\right) \circ \circ^{N} \rho=N, \quad M^{\nabla} \circ(\tau \square \underset{D}{\square} M) \circ(M \underset{C}{\square} \sigma) \circ \rho^{M}=M . \tag{3.8}
\end{equation*}
$$

Likewise we are able to adapt the proof of Proposition 3.2.4 to associate an adjoint pair of functors to an infinite matrix ring context.

Proposition 3.2.11. Given an infinite matrix ring context $\left(C, D,{ }^{C} N^{D},{ }^{D} M^{C}, \sigma, \tau\right)$, denote by $\mathbf{M}^{D}$ the category of firm right $D$-comodules. Then the functor $F=-\square N: \mathbf{M}^{C} \rightarrow \mathbf{M}^{D}$ is the left adjoint of $G=-\square_{D} M: \mathbf{M}^{D} \rightarrow \mathbf{M}^{C}$.

Proof. Define natural transformations

$$
\begin{array}{ll}
\varphi: \mathbf{M}^{C} \rightarrow G F, & \varphi_{X}:=\left(X \square_{c} \sigma\right) \circ \rho^{X}, \\
v: F G \rightarrow \mathbf{M}^{D}, & v_{Y}:=\nabla_{Y} \circ\left(Y \square_{D} \tau\right)
\end{array}
$$

Then check these that these morphisms are the unit and counit, respectively, of the adjunction. Firstly take any right $C$-comodule X and compute

$$
\begin{aligned}
v_{F(X)} \circ F\left(\varphi_{X}\right) & =\nabla_{X \square_{C} N} \circ\left(X \square_{C} N \square_{D} \tau\right) \circ\left(\left(\left(X \square_{C} \sigma\right) \circ \rho^{X}\right) \square_{C} N\right) \\
& =\nabla_{X \square_{C} N} \circ\left(X \square_{C} N \square_{D} \tau\right) \circ\left(X \square_{C} \sigma \square_{C}^{N} \rho\right) \\
& =\left(X \square_{C} \nabla_{N}\right) \circ\left(X \square_{C} N \square_{D} \tau\right) \circ\left(X \square_{C} \sigma \square_{C} N\right) \circ\left(X \square_{C}^{N} \rho\right) \\
& =X \square_{C} N=F(X) .
\end{aligned}
$$

Where the second equality follows the definition of the cotensor product and the third since it is clear that $\left(X \square_{C} \nabla_{N}\right)$ is the inverse of $\rho^{X \square{ }_{c}^{N}}=X \square{ }_{c} \rho^{N}$. The fourth equality the follows from the equations (3.8). On the other hand, for all firm right $D$-comodules Y,

$$
\begin{aligned}
G\left(v_{Y}\right) \circ \varphi_{G(Y)} & =\left(\left(\nabla_{Y} \circ\left(Y \square_{D} \tau\right)\right) \square_{D} M\right) \circ\left(Y \square_{D} M \square_{C} \sigma\right) \circ \rho^{Y \square_{D} M} \\
& =\left(Y \square_{D}\left(M \nabla \circ\left(\tau \square_{D} M\right)\right)\right) \circ\left(Y \square_{D}^{\square} M \square_{C} \sigma\right) \circ\left(Y \square_{D} \rho^{M}\right) \\
& =Y \square_{D} M=G(Y) .
\end{aligned}
$$

Where the second equality follows by the relation (3.7) and the third by the second of the equations (3.8).

Note that since we do not know that $\nabla_{N}: N \square_{D} D \rightarrow N$ extends naturally to a function on $N \otimes D$, we do not know that this adjoint pair of functors extends to functors between $\mathbf{M}^{C}$ and Vect ${ }_{k}$. Therefore $\mathbf{M}$ is no longer forced to be a quasi-finite injector as a right $C$-comodule. However we are still able to associate a firm coalgebra and a $C$-ring to an infinite matrix ring context.

Proposition 3.2.12. Let $\left(C, D,{ }^{C} N^{D},{ }^{D} M^{C}, \sigma, \tau\right)$ be an infinite matrix ring context.
(1) $\mathscr{A}:=N \square_{D} M$ is a $C$-ring with the product and unit

$$
\mu_{\mathscr{A}}=\left(\nabla_{N} \square_{D} M\right) \circ\left(N \square_{D} \tau \square_{D} M\right)=\left(N \square_{D} \bar{D}\right) \circ\left(N \square_{D} \tau \square_{D} M\right), \quad \eta_{\mathscr{A}}=\sigma .
$$

(2) $E:=M \square_{C} N$ is a firm coalgebra with the coproduct

$$
\Delta_{E}=\left(M \square_{C} \sigma \square_{C} N\right) \circ\left(\rho^{M} \square_{C} N\right)=\left(M \square_{C} \sigma \square_{C} N\right) \circ\left(M \square_{C}^{N} \rho\right) .
$$

Proof. (1) Since $\nabla_{N}$ is the inverse of a $(C, D)$-bicomodule map, it must be a $(C, D)$ bicomodule map. Hence $\mu_{\mathscr{A}}$ is a composition of $C$-bicomodule maps and therefore a $C$ bicomodule map. That the two forms for the product are equivalent follows from equation (3.7). For the associativity of $\mu_{\mathscr{A}}$ first compute

$$
\begin{aligned}
\mu_{\mathscr{A}} \circ\left(\mu_{\mathscr{A}} \square_{C} \mathscr{A}\right) & =\left(N \square_{D} \nabla\right) \circ\left(N \square_{D} \tau \square_{D} M\right) \circ\left(\left(\left(\nabla_{N} \square_{D} M\right) \circ\left(N \square_{D} \tau \square_{D} M\right)\right) \square_{C} N \square_{D} M\right) \\
& =\left(\nabla_{N} \square_{D} \nabla\right) \circ\left(N \square_{D} D \square_{D} \tau \square_{D} M\right) \circ\left(N \square_{D} \tau \square_{D} M \square_{C} N \square_{D} M\right) \\
& =\left(\nabla_{N} \square_{D} \nabla\right) \circ\left(N \square_{D} \tau \square_{D} \tau \square_{D} M\right) .
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
\mu_{\mathscr{A}} \circ\left(\mathscr{A} \square_{C} \mu_{\mathscr{A}}\right) & =\left(\nabla_{N} \square_{D} M\right) \circ\left(N \square_{D} \tau \square_{D} M\right) \circ\left(N \square_{D} M \square_{C}\left(\left(N \square_{D} \nabla\right) \circ\left(N \square_{D} \tau \square_{D} M\right)\right)\right) \\
& =\left(\nabla_{N} \square_{D} M \nabla\right) \circ\left(N \square_{D} \tau \square_{D} D \square_{D} M\right) \circ\left(N \square_{D} M \square_{C} N \square_{D} \tau \square_{D} M\right) \\
& =\left(\nabla_{N} \square_{D} \nabla\right) \circ\left(N \square_{D} \tau \square_{D} \tau \square_{D} M\right) .
\end{aligned}
$$

That $\eta_{\mathscr{A}}$ is a $C$-bicolinear is clear. Finally that $\mu_{\mathscr{A}}$ is unital with respect to $\eta_{\mathscr{A}}$ follows from the equations (3.8).
(2) The map $\Delta_{E}$ is coassociative since

$$
\begin{aligned}
\left(\Delta_{E} \otimes E\right) \circ \Delta_{E} & =\left(\left(\left(M \square_{c} \sigma \square_{C} N\right) \circ\left(\rho^{M} \square_{C} N\right)\right) \otimes M \square_{C} N\right) \circ\left(M \square_{c} \sigma \square_{C} N\right) \circ\left(\rho^{M} \square_{c} N\right) \\
& =\left(M \square_{C} \sigma \square_{C} N \otimes M \square_{C} N\right) \circ\left(M \square_{C} C \square_{C} \sigma \square_{C} N\right) \circ\left(\left(\left(\rho^{M} \square_{C} C\right) \circ \rho^{M}\right) \square_{C} N\right) \\
& =\left(M \square_{C} N \otimes M \square_{C} \sigma \square_{C} N\right) \circ\left(M \square_{C} \sigma \square_{C} C \square_{C} N\right) \circ\left(\left(\left(M \square_{C} \Delta_{C}\right) \circ \rho^{M}\right) \square_{C} N\right) \\
& =\left(M \square_{C} N \otimes M \square_{C} \sigma \square_{C} N\right) \circ\left(M \square_{C}\left(\left(N \otimes \rho^{M}\right) \circ \sigma\right) \square_{C} N\right) \circ\left(\rho^{M} \square_{C} N\right) \\
& =\left(E \otimes \Delta_{E}\right) \circ \Delta_{E} .
\end{aligned}
$$

Where the third equality follows by the coassociativity of $\rho^{M}$ and the fourth by the colinearity of $\sigma$. To see that $\Delta_{E}: E \rightarrow E \square_{E} E$ is an isomorphism define

$$
\nabla_{E}: E \square_{E} E \rightarrow E, \quad \nabla_{E}=\left(M_{C} \nabla \square_{C} N\right) \circ\left(\tau \square_{D} M \square_{C} N\right) .
$$

Now note that the canonical $D$-bicomodule structure on $E$ is induced from the coproduct $\Delta_{E}$ via the comultiplicative map $\tau: E \rightarrow D$, therefore $E \square_{E} E \subseteq E \square_{D} E$. After making this observation we can compute that

$$
\nabla_{E} \circ \Delta_{E}=\left(M_{C} \nabla \square_{C} N\right) \circ\left(\tau \underset{D}{\square} M \square_{C} N\right) \circ\left(M \square_{C} \sigma \square_{C} N\right) \circ\left(\rho^{M} \square_{C} N\right)=M \square_{C} N=E,
$$

by the second of the equations (3.8). On the other hand

$$
\begin{aligned}
\Delta_{E} \circ \nabla_{E} & =\left(M \underset{C}{ } \sigma \square_{C} N\right) \circ\left(M \square_{C}^{N} \rho\right) \circ(M \nabla \underset{C}{ } N) \circ\left(\tau \square_{E} M \square_{C} N\right) \\
& =\left(M \nabla \square_{C} N \square_{D} M \square_{C} N\right) \circ\left(D \square_{D} M \square_{C} \sigma \square_{C} N\right) \circ\left(D \square_{D} M \square_{C}^{N} \rho\right) \circ\left(\tau \square_{E} M \square_{C} N\right) \\
& =\left(M \nabla \square_{C} N \square_{D} M \square_{C} N\right) \circ\left(\tau \square_{D} M \square_{C} N \square_{D} M \square_{C} N\right) \circ\left(M \square_{C} N \square_{E} \Delta_{E}\right) \\
& =\left(M \nabla \square_{C} N \square_{D} M \square_{C} N\right) \circ\left(\tau \square_{D} M \square_{C} N \square_{D} M \square_{C} N\right) \circ\left(\Delta_{E} \square_{E}^{\square_{C}} M \square_{C} N\right) \\
& =\left(\nabla_{E} \square_{E} M \square_{C} N\right) \circ\left(\Delta_{E} \square_{E} M \square_{C} N\right)=E \underset{E}{\square_{E}} .
\end{aligned}
$$

Where the fourth equality follows by the definition of $-\square_{E}$ - and the final equality by the previous calculation. Hence $\nabla_{E}$ is the inverse of $\Delta_{E}$ and $E$ is a firm coalgebra.

Remark 3.2.13. In the case of a quasi-finite injective comodule $M^{\mathcal{C}}$, Proposition 3.2.8 implies the coalgebra $E$ defined above coincides with the coendomorphism coalgebra.

## $3.3 \mathscr{A}$-coendomorphism coalgebra and Galois modules

In this section we develop the notion of Galois modules for a $C$-ring. We then give a structure theorem for these modules and also construct an associated Galois connection.

### 3.3.1 The $\mathscr{A}$-coendomorphism coalgebra and $C$-ring

In order to develop this theory we must first associate to a module of a $C$-ring a coalgebra. Such a coalgebra should be thought of as a dual object to an endomorphism ring. To achieve this we restrict ourselves to modules which are quasi-finite injectors as $C$ comodules and adapt the associated coendomorphism coalgebra to take into account the action of the $C$-ring.

Lemma 3.3.1. Let $\left(C, D,{ }^{C} N^{D},{ }^{D} M^{C}, \sigma, \tau\right)$ be a matrix ring context and let $\mathscr{A}$ be a $C$-ring. If $M$ is a right $\mathscr{A}$-module, via the map $\overline{\rho_{M}}: M \square_{C} \mathscr{A} \rightarrow M$, then $N$ is a left $\mathscr{A}$-module via the map

$$
\bar{N} \bar{\rho}: \mathscr{A} \square_{C} N \rightarrow N, \quad \bar{N} \bar{N}:=(N \otimes \widehat{\tau}) \circ\left(N \square_{D} \overline{\rho_{M}} \square_{C} N\right) \circ\left(\sigma_{C}^{\square \mathscr{A}} \square_{C} N\right) \circ\left({ }^{\mathscr{A}} \rho \square_{C} N\right)
$$

Proof. It is clear that since $\overline{N \rho}$ is a composition of left $C$-colinear maps, $\overline{N \rho}$ is left $C$-colinear. In order to check that $\bar{N} \bar{\rho}$ is associative and unital, we adopt the following conventions. Firstly we write $\sigma(c)=\sum c^{[1]} \otimes c^{[2]} \in N \square_{D} M$. Secondly we denote the right action $\overline{\rho_{M}}(m \otimes a)$ as $m \triangleleft a$, and the left action $\bar{N} \bar{\rho}(a \otimes m)=a \triangleright m$. In this notation

$$
\sum_{i} a^{i} \triangleright n^{i}=\sum_{i} a_{[-1]}^{i}{ }_{[1]}^{[1]} \widehat{\tau}\left(a_{[-1]}^{i}{ }^{[2]} \triangleleft a_{[0]}^{i} \otimes n^{i}\right), \quad \text { for all } \sum_{i} a^{i} \otimes n^{i} \in \mathscr{A} \square_{C} N .
$$

Now we are able to verify that $\bar{N} \bar{\rho}$ satisfies the required associativity condition by taking any $a \otimes a^{\prime} \otimes n \in \mathscr{A} \square_{C} \mathscr{A} \square_{C} N$ (summation suppressed) and computing

$$
\begin{aligned}
& \left(a \triangleright\left(a^{\prime} \triangleright n\right)\right)=\sum a_{[-1]}{ }^{[1]} \widehat{\tau}\left(a_{[-1]}^{[2]} \triangleleft a_{[0]} \otimes a_{[-1]^{\prime}}^{[1]}\right) \widehat{\tau}\left(a_{[-1]}^{\prime}{ }^{[2]} \triangleleft a^{\prime}{ }_{[0]} \otimes n\right) \\
& =\sum a_{[-1]}^{[1]} \widehat{\tau}\left(a_{[-1]}^{[2]} \triangleleft a_{[0]} \otimes a_{[1]}^{[1]}\right) \widehat{\tau}\left(a_{[1]}^{[2]} \triangleleft a^{\prime} \otimes n\right) \\
& =\sum a_{[-1]}^{[1]} \widehat{\tau}\left(\left(a_{[-1]}^{[2]} \triangleleft a_{[0]}\right)_{[0]} \otimes\left(a_{[-1]}^{[2]} \triangleleft a_{[0]}\right)_{[1]}^{[1]}\right) \\
& \times \widehat{\tau}\left(\left(a_{[-1]}^{[2]} \triangleleft a_{[0]}\right)_{[1]}^{[2]} \triangleleft a^{\prime} \otimes n\right) \\
& =\sum a_{[-1]}^{[1]} \widehat{\tau}\left(\left(a_{[-1]}^{[2]} \triangleleft a_{[0]}\right) \triangleleft a^{\prime} \otimes n\right) \\
& =\sum a_{[-1]}{ }^{[1]} \widehat{\tau}\left(\left(a_{[-1]}^{[2]} \triangleleft\left(a_{[0]} a^{\prime}\right)\right) \otimes n\right) \\
& =\sum\left(a a^{\prime}\right)_{[-1]}^{[1]} \widehat{\tau}\left(\left(\left(a a^{\prime}\right)_{[-1]}{ }^{[2]} \triangleleft\left(a a^{\prime}\right)_{[0]}\right) \otimes n\right)=\left(\left(a a^{\prime}\right) \triangleright n\right) .
\end{aligned}
$$

Where the second equality follows since $a \otimes a^{\prime} \in \mathscr{A} \square{ }_{c} \mathscr{A}$ and the third by the right $C$ colinearity of the right $\mathscr{A}$-action. Then the fourth equality follows from the second of the equations (3.2). Finally the penultimate equality holds because of the colinearity of the product $\mu_{\mathscr{A}}$. This proves the associativity. As for the unitality, take $n \in N$ and compute

$$
\begin{aligned}
\sum \eta_{\mathscr{A}}\left(n_{[-1]}\right) \triangleright n_{[0]} & =\sum\left(\eta_{\mathscr{A}}\left(n_{[-1]}\right)\right)_{[-1]}{ }^{[1]} \widehat{\mathcal{\tau}}\left(\left(\eta_{\mathscr{A}}\left(n_{[-1]}\right)\right)_{[-1]}{ }^{[2]} \triangleleft\left(\eta_{\mathscr{A}}\left(n_{[-1]}\right)\right)_{[0]} \otimes n_{[0]}\right) \\
& =\sum n_{[-2]}{ }^{[1]} \widehat{\tau}\left(n_{[-2]}{ }^{[2]} \triangleleft \eta_{\mathscr{A}}\left(n_{[-1]}\right) \otimes n_{[0]}\right) \\
& =\sum n_{[-1]}{ }^{[1]} \widehat{\tau}\left(n_{[-1]}{ }^{[2]}{ }^{[0]} \triangleleft \eta_{\mathscr{A}}\left(n_{[-1]}{ }^{[2]}{ }^{[1]}\right) \otimes n_{[0]}\right) \\
& =\sum n_{[-1]}{ }^{[1]} \widehat{\tau}\left(n_{[-1]}{ }^{[2]} \otimes n_{[0]}\right)=n .
\end{aligned}
$$

Where the second and third equalities follow by the left $C$-colinearity of $\eta_{\mathscr{A}}$ and $\sigma$ respectively. Then the fourth equality holds since $\overline{\rho_{M}}$ is unital and finally the last equality follows by the first of the equations (3.2).

Before defining what an $\mathscr{A}$-coendomorphism coalgebra is, we first need to observe the following.
Lemma 3.3.2. Let $\left(C, D,{ }^{C} N^{D},{ }^{D} M^{C}, \sigma, \tau\right)$ be a matrix ring context and let $\mathscr{A}$ be a $C$-ring. Suppose that $M$ is a right $\mathscr{A}$-module, via the map $\overline{\rho_{M}}: M \square_{C} \mathscr{A} \rightarrow M$ (denoted by $\triangleleft$ between elements) and let $\bar{N} \rho$ be the left $\mathscr{A}$-action on $N$ constructed in Lemma 3.3.1 (denoted by $\triangleright$ between elements).
(1) For all $m \otimes a \otimes n \in M \square_{c} \mathscr{A} \square_{c} N$ (summation suppressed for clarity),

$$
\widehat{\tau}(m \triangleleft a \otimes n)=\widehat{\tau}(m \otimes a \triangleright n) .
$$

## (2) The following diagram


is commutative.

Proof.
(1) Take any $m \otimes a \otimes n \in M \square \mathscr{A} \square{ }_{C} N$ (summation suppressed) and compute

$$
\begin{aligned}
\widehat{\tau}(m \otimes a \triangleright n) & =\sum \widehat{\tau}\left(m \otimes a_{[-1]}{ }^{[1]} \widehat{\tau}\left(a_{[-1]}{ }^{[2]} \triangleleft a_{[0]} \otimes n\right)\right) \\
& =\sum \widehat{\tau}\left(m_{[0]} \otimes m_{[1]}^{[1]} \widehat{\tau}\left(m_{[1]}^{[2]} \triangleleft a \otimes n\right)\right) \\
& =\sum \widehat{\tau}\left(\widehat{\tau}\left(m_{[0]} \otimes m_{[1]}^{[1]}\right) m_{[1]}^{[2]} \triangleleft a \otimes n\right) \\
& =\widehat{\tau}(m \triangleleft a \otimes n),
\end{aligned}
$$

where the second equality is satisfied because $m \otimes a \in M \square_{c} \mathscr{A}$, the third by the $k$-linearity of $\widehat{\tau}$ and finally the last equality follows from the second of the equations (3.2).
(2) Take any $a \in \mathscr{A}$ and compute

$$
\begin{aligned}
\sum a_{[0]} \triangleright a_{[1]}^{[1]} & \otimes a_{[1]}^{[2]} \\
& =\sum a_{[-1]}^{[1]} \widehat{\tau}\left(a_{[-1]}{ }^{[2]} \triangleleft a_{[0]} \otimes a_{[1]}^{[1]}\right) \otimes a_{[1]}^{[2]} \\
& =\sum a_{[-1]}{ }^{[1]} \widehat{\tau}\left(\left(a_{[-1]^{[2]}} \triangleleft a_{[0]}\right)_{[0]} \otimes\left(a_{[-1]}^{[2]} \triangleleft a_{[0]}\right)_{[1]}^{[1]}\right) \otimes\left(a_{[-1]}^{[2]} \triangleleft a_{[0]}\right)_{[1]}^{[2]} \\
& =\sum a_{[-1]}^{[1]} \otimes a_{[-1]}^{[2]} \triangleleft a_{[0]},
\end{aligned}
$$

where the second equality follows by the $C$-colinearity of the right $\mathscr{A}$-action and the third from the second of the equations (3.2).

Theorem 3.3.3. Let $\mathscr{A}$ be a $C$-ring and $M$ be a right $\mathscr{A}$-module which is a quasi-finite injector as a right $C$-comodule. Define $N:=h_{C}(M, C), E:=h_{C}(M, M)$ and $E_{\mathscr{A}}(M)$ to be the vector space given by the coequalizer

in which $\overline{\rho_{M}}$ is the right $\mathscr{A}$-action on $M$ and $\bar{N}$ 都 the corresponding left $\mathscr{A}$-action on $N$ induced from ( $C, E,{ }^{C} N^{E},{ }^{E} M^{C}, \sigma_{E}, \tau_{E}$ ) (as constructed in Lemma 3.2.7) in the way described in Lemma 3.3.1. After making the identification of coalgebras $E \simeq M \square{ }_{c} N$ as described Proposition 3.2.8, $E_{\mathscr{A}}(M)$ can be given a coalgebra structure such that

$$
M \square_{C} N \xrightarrow{\pi_{\mathscr{A}}} E_{\mathscr{A}}(M)
$$

is a coalgebra map. The coalgebra $E_{\mathscr{A}}(M)$ is called an $\mathscr{A}$-coendomorphism coalgebra of $M$.

Proof. Since $M^{C}$ is assumed to be quasi-finite injective, by Proposition 3.2.8 the identification $E \simeq M \square_{C} N$ induces a coalgebra structure on $M{ }_{C} N$ with coproduct and counit which can be written as

$$
\Delta_{M \underset{C}{ } N}=M \underset{C}{\square} \sigma_{E} \square_{C} N, \quad \varepsilon_{M \square} N=\widehat{\tau}_{E} .
$$

Now by the previous lemma it is clear that the counit factors through $\pi_{\mathscr{A}}$. For the comultiplication, writing $\pi_{\mathscr{A}}(m \otimes n)=[m \otimes n]$ for all $m \otimes n \in M \square{ }_{C} N$ and $\sigma_{E}(c)=\sum c^{[1]} \otimes c^{[2]}$ for all $c \in C$, take any $m \otimes a \otimes n \in M \square_{C} \mathscr{A}_{C} N$ (summation suppressed) and compute

$$
\begin{aligned}
\Delta_{E_{\mathscr{A}}(M)}([m \otimes a \triangleright n]) & =\left(\pi_{\mathscr{A}} \otimes \pi_{\mathscr{A}}\right) \circ \Delta_{M \square{ }_{C}}(m \otimes a \triangleright n) \\
& =\sum\left[m_{[0]} \otimes m_{[1]}^{[1]}\right] \otimes\left[m_{[1]}^{[2]} \otimes a \triangleright n\right] \\
& =\sum\left[m \otimes a_{[-1]}{ }^{[1]}\right] \otimes\left[a_{[-1]}^{[2]} \triangleleft a_{[0]} \otimes n\right] \\
& =\sum\left[m \otimes a_{[0]} \triangleright a_{[1]}[1]\right] \otimes\left[a_{[1]}^{[2]} \otimes n\right] \\
& =\sum\left[m \triangleleft a_{[0]} \otimes a_{[1]}[1]\right] \otimes\left[a_{[1]}^{[2]} \otimes n\right] \\
& =\sum\left[(m \triangleleft a)_{[0]} \otimes(m \triangleleft a)_{[1]}^{[1]}\right] \otimes\left[(m \triangleleft a)_{[1]}^{[2]} \otimes n\right] \\
& =\Delta_{E_{\mathscr{\prime}}(M)}([m \triangleleft a \otimes n]) .
\end{aligned}
$$

Where the third equality uses the assumption $m \otimes a \otimes n \in M \square{ }_{c} \mathscr{A}_{c}{ }_{c} N$ and the defining property of $\pi_{\mathscr{A}}$. The fourth equality follows by part (2) of Lemma 3.3.2. Then the fifth equality again uses the defining property of $\pi_{\mathscr{A} \text {. Finally the sixth equality follows by }}$. the right $C$-colinearity of $\overline{\rho_{M}}$. This demonstrates that the coalgebra structure on $M \square{ }_{C} N$ descends onto $E_{\mathscr{A}}(M)$ and the associated projection $\pi_{\mathscr{A}}$ is a coalgebra map.

Corollary 3.3.4. Let $\mathscr{A}$ be a $C$-ring and $M$ a right $\mathscr{A}$-module which is a quasi-finite injector as a $C$-comodule, and let $N:=h_{C}(M, C)$. Denote by ${ }^{N} \rho$ the induced left $C$-coaction on $N$, as described in Proposition 1.3.7. Then
(1) $M$ is an $\left(E_{\mathscr{A}}(M), C\right)$ - bicomodule, with left coaction $\left(\pi_{\mathscr{A}} \otimes M\right) \circ\left(M \square \sigma_{C}\right) \circ \rho^{M}$. Furthermore this left coaction is right $\mathscr{A}$-linear.
(2) $N$ is a $\left(C, E_{\mathscr{A}}(M)\right)$ - bicomodule, with right coaction $\left(N \otimes \pi_{\mathscr{A}}\right) \circ\left(\sigma_{E} \square N\right) \circ{ }_{C}^{N} \rho$. Furthermore this right coaction is left $\mathscr{A}$-linear.
Proof. By Proposition 1.3.14, $M$ is an $(E, C)$ bicomodule with the left coaction given by the unit of adjunction for the adjoint pair $\left(h_{C}(M,-),-\otimes M\right), \varphi_{M}: M \rightarrow h_{C}(M, M) \otimes M$. Now by Lemma 3.2.7 we can construct a matrix ring context ( $C, E,{ }^{C} N^{E},{ }^{E} M^{C}, \sigma_{E}, \tau_{E}$ ), and in terms of these maps $\varphi_{M}=\left(M \square \sigma_{E}\right) \circ \rho^{M}$ (see proof of Proposition 3.2.4). Then since $\pi_{\mathscr{A}}$ is a coalgebra map, it induces a left $E_{\mathscr{A}}$-coaction on $M$ which is right $C$-colinear. Therefore $M$ is an $\left(E_{\mathscr{A}}(M), C\right)$-bicomodule with the prescribed left coaction. To see that the left coaction is right $\mathscr{A}$-linear take $m \otimes a \in M \square \mathscr{C}$, and writing $\pi_{\mathscr{A}}(m \otimes n)=[m \otimes n]$, compute

$$
\begin{aligned}
\left(\pi_{\mathscr{A}} \otimes M\right) \circ\left(M \square_{C} \sigma_{E}\right) \circ \rho^{M}(m \triangleleft a) & =\sum\left[(m \triangleleft a)_{[0]} \otimes(m \triangleleft a)_{[1]}^{[1]}\right] \otimes(m \triangleleft a)_{[1]}^{[2]} \\
& =\sum\left[m \triangleleft a_{[0]} \otimes a_{[1]}^{[1]}\right] \otimes a_{[1]}^{[2]} \\
& =\sum\left[m \otimes a_{[0]} \triangleright a_{[1]}^{[1]}\right] \otimes a_{[1]}^{[2]} \\
& =\sum\left[m \otimes a_{[-1]}^{[1]}\right] \otimes a_{[-1]}^{[2]} \triangleleft a_{[0]} \\
& =\sum\left[m_{[0]} \otimes m_{[1]}^{[1]}\right] \otimes m_{[1]}^{[2]} \triangleleft a \\
& =\left(\left(\pi_{\mathscr{A}} \otimes M\right) \circ\left(M \square_{c} \sigma_{E}\right) \circ \rho^{M}(m)\right) \triangleleft a .
\end{aligned}
$$

Where the second equality follows from the right $C$-colinearity of the right $\mathscr{A}$-action, the third by the the defining property of $\pi_{\mathscr{A}}$ and the forth by part (2) of Lemma 3.3.2. Finally the fifth equality holds since $m \otimes a \in M{ }_{c} \mathscr{A}$. For the the second part of the corollary observe that since we can construct a matrix ring context $\left(C, E,{ }^{C} N^{E},{ }^{E} M^{C}, \sigma_{E}, \tau_{E}\right), N$ must be a quasi-finite injector as a left $C$-module, by a left handed version of Proposition 3.2.4. We can then complete the proof in a way similar to the first part.

Therefore to any right $\mathscr{A}$-module $M$ which is a quasi-finite injector as a right $C$ comodule we are able to associate a matrix ring context

$$
\left(C, E_{\mathscr{A}}(M),{ }^{C} N^{E_{\mathscr{A}}(M)}, E_{\mathscr{A}}(M) M^{C}, \sigma, \tau\right)
$$

which is induced from $\left(C, E,{ }^{C} N^{E},{ }^{E} M^{C}, \sigma_{E}, \tau_{E}\right)$ by the map $\pi_{\mathscr{A}}$.
Definition 3.3.5. The matrix ring context $\left(C, E_{\mathscr{A}}(M),{ }^{C} N^{E_{\mathscr{A}}(M)}, E_{\mathscr{A}( }(M) M^{C}, \sigma, \tau\right)$ described above is called the $\mathscr{A}$-coendomorphism coalgebra context of $M$ and the associated matrix $C$-ring the $\mathscr{A}$-coendomorphism ring of $M$.

### 3.3.2 Galois and principal modules

Using the constructions of the previous subsection we now describe a special class of modules for a $C$-ring and as the main result of this subsection give a structure theorem for such modules.

Proposition 3.3.6. Let $\mathscr{A}$ be a $C$-ring and $M$ a right $\mathscr{A}$-module which is a quasi-finite injector as a $C$-comodule. Set $N:=h_{C}(M, C)$ and define

$$
\beta: \mathscr{A} \rightarrow N \otimes M, \quad \beta:=\left(N \otimes \overline{\rho_{M}}\right) \circ\left(\sigma \square_{C} \mathscr{A}\right) \circ \mathscr{A} \rho,
$$

where $\sigma$ is the unit of the corresponding $\mathscr{A}$-coendomorphism context associated to $M$ and $\overline{\rho_{M}}$ signifies the right $\mathscr{A}$-action on $M$. Then, writing $S$ for the coalgebra $E_{\mathscr{A}}(M)$,
(1) $\beta(\mathscr{A}) \subset N \square_{s} M$.
(2) The map $\beta$ is a morphism of $C$-rings.

Proof. Using the conventions of writing
(a) $\sigma(c)=\sum c^{[1]} \otimes c^{[2]}$, for all $c \in C$,
(b) $\pi_{\mathscr{A}}(m \otimes n)=[m \otimes n]$, for all $m \otimes n \in M \square_{C} N$ (summation suppressed),
(c) $\overline{\rho_{M}}(m \otimes a)=m \triangleleft a$, for all $m \otimes a \in M \square \mathscr{A}$ (summation suppressed),
(d) $\overline{N \rho}(a \otimes m)=a \triangleright m$, for all $a \otimes m \in \mathscr{A} \square_{C} M$ (summation suppressed),
(e) ${ }^{M} \rho$ and $\rho^{N}$ for the $E_{\mathscr{A}}(M)$ coactions described in Corollary 3.3.4,
we are able to write $\beta(a)=\sum a_{[-1]}^{[1]} \otimes a_{[-1]}^{[2]} \triangleleft a_{[0]}$ for all elements $a \in \mathscr{A}$. Using this notation we can then proceed as follows.
(1) To show that $\beta(\mathscr{A}) \subset N \square_{S} M$ we compute

$$
\begin{aligned}
\left(N \otimes \otimes^{M} \rho\right)(\beta(a)) & =\sum a_{[-1]}^{[1]} \otimes\left[a_{[-1]^{[2]}}^{{ }^{[2]}} \Delta a_{[0]} \otimes a_{[1]}^{[1]}\right] \otimes a_{[1]}^{[2]} \\
& =\sum a_{[-1]}^{[1]} \otimes\left[a_{[-1]}^{[2]} \otimes a_{[0]} \triangleright a_{[1]}^{[1]}\right] \otimes a_{[1]}^{[2]} \\
& =\sum a_{[-2]}^{[1]} \otimes\left[a_{[-2]}^{[2]} \otimes a_{[-1]}^{[1]}\right] \otimes a_{[-1]}^{[2]} \triangleleft a_{[0]}=\left(\rho^{N} \otimes M\right)(\beta(a)),
\end{aligned}
$$

where the first equality follows from the right $C$ colinearity of the right $\mathscr{A}$-action, the second by the defining property of $\pi_{\mathscr{A}}$ and the third by part (2) of Lemma 3.3.2. Then the last equality follows by the left $C$-colinearity of $\sigma$.
(2) Firstly it is clear that $\beta$ is $C$-bimodule map since it is easily seen to be a composition of $C$-bimodule maps. To see that the map $\beta$ respects the unit, take any $c \in C$ and compute

$$
\begin{aligned}
\beta \circ \eta_{\mathscr{A}}(c) & =\left(N \square_{D} \overline{\rho_{M}}\right) \circ\left(\sigma \square_{C} \mathscr{A}\right) \circ{ }^{\mathscr{A}} \rho \circ \eta(c) \\
& =\sum\left(N \square_{D} \overline{\rho_{M}}\right) \circ\left(\sigma \square_{C} \mathscr{A}\right)\left(c_{(1)} \otimes \eta\left(c_{(2)}\right)\right) \\
& =\sum\left(N \square_{D} \overline{\rho_{M}}\right)\left(c_{(1)}^{[1]} \otimes c_{(1)}{ }^{[2]} \otimes \eta\left(c_{(2)}\right)\right) \\
& =\sum\left(N \square_{D} \overline{\rho_{M}}\right)\left(c^{[1]} \otimes c^{[2]}[0] \otimes \eta\left(c^{[2]}{ }_{[1]}\right)\right)=\sigma(c) .
\end{aligned}
$$

Where the second equality is by the left $C$-colinearity of $\eta$, the fourth equality is by the left $C$ colinearity of $\sigma$ and the final equality follows since $\overline{\rho_{M}}$ is unital. This shows that $\beta$ is unital since $\sigma$ is the unit of the $\mathscr{A}$-coendomorphism $C$-ring $N \square M$. To see that $\beta$ is multiplicative take any $a \otimes a^{\prime} \in \mathscr{A} \square_{C} \mathscr{A}$ (summation suppressed) and denoting the product in $\mathscr{A}$ by juxtaposition, compute

$$
\begin{aligned}
& \mu_{N \square S}\left(\beta(a) \square_{C} \beta\left(a^{\prime}\right)\right)=\sum a_{[-1]}^{[1]} \widehat{\tau}\left(a_{[-1]}{ }^{[2]} \triangleleft a_{[0]} \otimes a_{[-1]}^{\prime}{ }^{[1]}\right) \otimes a_{[-1]}^{\prime}{ }^{[2]} \triangleleft a_{[0]}^{\prime} \\
& =\sum a_{[-1]}{ }^{[1]} \widehat{\tau}\left(a_{[-1]}{ }^{[2]} \triangleleft a_{[0]} \otimes a_{[1]}^{[1]}\right) \otimes a_{[1]}^{[2]} \triangleleft a^{\prime} \\
& =\sum a_{[-1]}^{[1]} \widehat{\tau}\left(\left(a_{[-1]}{ }^{[2]} \triangleleft a_{[0]}\right)_{[0]} \otimes\left(a_{[-1]}^{[2]} \triangleleft a_{[0]}\right)_{[1]}^{[1]}\right) \\
& \otimes\left(a_{[-1]}{ }^{[2]} \triangleleft a_{[0]}\right)_{[1]}{ }^{[2]} \triangleleft a^{\prime} \\
& =\sum a_{[-1]}^{[1]} \otimes\left(a_{[-1]^{[2]}}^{{ }^{[2}} \triangleleft a_{[0]}\right) \triangleleft a^{\prime} \\
& =\sum a_{[-1]}^{[1]} \otimes a_{[-1]}^{[2]} \triangleleft a_{[0]} a^{\prime} \\
& =\sum\left(a a^{\prime}\right)_{[-1]}^{[1]} \otimes\left(a a^{\prime}\right)_{[-1]}^{[2]} \triangleleft\left(a a^{\prime}\right)_{[0]} \\
& =\beta\left(a a^{\prime}\right) \text {. }
\end{aligned}
$$

Where the second equality is because $a \otimes a^{\prime} \in \mathscr{A} \square_{C} \mathscr{A}$, the third is by the right $C$-colinearity of the action of $\mathscr{A}$ and follows from the equations (3.2). Finally the penultimate equality is from the left $C$-colinearity of the product in $\mathscr{A}$.

Definition 3.3.7. Let $\mathscr{A}$ be a $C$-ring and $M$ a right $\mathscr{A}$-module which is a quasi-finite injector as a $C$-comodule. Set $N:=h_{C}(M, C)$ and $S:=E_{\mathscr{A}}(M)$ to be the $\mathscr{A}$-coendomorphism coalgebra of $M$. Then $M$ is called a Galois $\mathscr{A}$-module if and only if the map $\beta: \mathscr{A} \rightarrow$ $N \square_{S} M$, as defined in Proposition 3.3.6 is bijective. If in addition $M$ is injective as a left $S$-module then $M$ is said to be principal.

In fact just as Galois comodules generalize Galois corings, we now show that the Galois modules we have just defined generalize Galois $C$-rings, as defined in [4, section 6]. Firstly recall the notion dual to a grouplike element
Definition 3.3.8. Let $\mathscr{A}$ be a $C$-ring then $\kappa: \mathscr{A} \rightarrow k$ is said to be a non-trivial character provided it is multiplicative and satisfies $\kappa \circ \eta_{\mathscr{A}}=\varepsilon_{C}$.

Lemma 3.3.9. For any $C$-ring $\mathscr{A}$ there is a one to one correspondence between right $\mathscr{A}$ actions on $C$ and non-trivial characters $\kappa: \mathscr{A} \rightarrow k$.

Proof. Firstly given a right $\mathscr{A}$-action $\overline{\rho_{C}}: C \square{ }_{C} \mathscr{A} \rightarrow C$ define a non-trivial character

$$
\begin{equation*}
\kappa\left[\overline{\rho_{C}}\right]: \mathscr{A} \rightarrow k, \quad \kappa\left[\overline{\rho_{C}}\right]:=\varepsilon_{C} \circ \overline{\rho_{C}} \circ^{\mathscr{A}} \rho \tag{3.9}
\end{equation*}
$$

To see that $\kappa\left[\overline{\rho_{C}}\right]$ is multiplicative take any $a \otimes a^{\prime} \in \mathscr{A} \square \mathscr{A}$ (summation suppressed) and compute, writing $\overline{\rho_{C}}(m \otimes a)=m \triangleleft a$ for all $m \otimes a \in M \underset{C}{\square_{C}} \mathscr{A}$ (summation suppressed) and denoting the product in $\mathscr{A}$ by juxtaposition,

$$
\begin{aligned}
\kappa\left[\overline{\rho_{C}}\right]\left(a a^{\prime}\right) & =\sum \varepsilon_{C}\left(\left(a a^{\prime}\right)_{[-1]} \triangleleft\left(a a^{\prime}\right)_{[0]}\right) \\
& =\sum \varepsilon_{C}\left(a_{[-1]} \triangleleft a_{[0]} a^{\prime}\right) \\
& =\sum \varepsilon_{C}\left(\left(a_{[-1]} \triangleleft a_{[0]}\right) \triangleleft a^{\prime}\right),
\end{aligned}
$$

by using the left $C$-colinearity of $\mu_{\mathscr{A}}$ and then the associativity of $\overline{\rho_{C}}$. On the other hand we can also compute that

$$
\begin{aligned}
\kappa\left[\overline{\rho_{C}}\right](a) \kappa\left[\overline{\rho_{C}}\right]\left(a^{\prime}\right) & =\sum \varepsilon_{C}\left(a_{[-1]} \triangleleft a_{[0]}\right) \varepsilon_{C}\left(a_{[-1]}^{\prime} \triangleleft a_{[0]}^{\prime}\right) \\
& =\sum \varepsilon_{C}\left(a_{[-1]} \triangleleft a_{[0]}\right) \varepsilon_{C}\left(a_{[1]} \triangleleft a^{\prime}\right) \\
& =\sum \varepsilon_{C}\left(\left(a_{[-1]} \triangleleft a_{[0]}\right)_{(1)}\right) \varepsilon_{C}\left(\left(a_{[-1]} \triangleleft a_{[0]}\right)_{(2)} \triangleleft a^{\prime}\right) \\
& =\sum \varepsilon_{C}\left(\left(a_{[-1]} \triangleleft a_{[0]}\right) \triangleleft a^{\prime}\right),
\end{aligned}
$$

where the second equality follows because $a \otimes a^{\prime} \in \mathscr{A} \square_{C} \mathscr{A}$, the third by the right $C$ colinearity of $\overline{\rho_{C}}$ and the final equality since $\varepsilon_{C}$ is the counit for $C$. Therefore $\kappa\left[\overline{\rho_{C}}\right]$ is multiplicative. Similarly a straight forward calculation, using the $C$-colinearity of $\eta_{\mathscr{A}}$ and the unitality of $\overline{\rho_{C}}$, shows that $\kappa \circ \eta_{\mathscr{A}}=\varepsilon_{C}$ for all $c \in C$. Therefore for any right $\mathscr{A}$-action $\overline{\rho_{C}}: C \square_{C} \mathscr{A} \rightarrow C$ the map $\kappa\left[\overline{\rho_{C}}\right]: \mathscr{A} \rightarrow k$ is a non-trivial character.

On the other hand given a non-trivial character $\kappa: \mathscr{A} \rightarrow k$ we can define a right $\mathscr{A}$ coaction on $C$

$$
\begin{equation*}
\overline{\rho_{C}}[\kappa]: C \square_{C} \mathscr{A} \rightarrow C, \quad \overline{\rho_{C}}[\kappa]:=\left(\varepsilon_{C} \square_{C} \kappa \square_{C} C\right) \circ\left(C \square_{C} \rho^{\mathscr{A}}\right) . \tag{3.10}
\end{equation*}
$$

It is a routine calculation, which we omit for brevity, to show that this is indeed a right $\mathscr{A}$ action on $C$. That the correspondence given in (3.10) and (3.9) is one-to-one can also easily be checked, for example

$$
\kappa\left[\overline{\rho_{M}}[\kappa]\right]=\varepsilon_{C} \circ\left(\varepsilon_{C} \square_{C} \kappa \square_{C} C\right) \circ\left(C \square_{C} \rho^{\mathscr{A}}\right) \circ^{\mathscr{A}} \rho=\left(\varepsilon_{C} \square_{C} \kappa \square_{C} \varepsilon_{C}\right) \circ\left(C \square_{C} \rho^{\mathscr{A}}\right) \circ \circ^{\mathscr{A}} \rho=\kappa .
$$

Where the second equality follows by the $k$-linearity of $\varepsilon_{C}$ and the final equality by the counitality of the maps ${ }^{\mathscr{A}} \rho$ and $\rho^{\mathscr{A}}$.

Lemma 3.3.10. For any $C$-ring $\mathscr{A}$ with a nontrivial character $\kappa: \mathscr{A} \rightarrow k$ the set

$$
\begin{equation*}
I_{\kappa}:=\left\{\sum \kappa\left(a_{[0]}\right) a_{[1]}-\sum a_{[-1]} \kappa\left(a_{[0]}\right) \mid a \in \mathscr{A}\right\} \subseteq C \tag{3.11}
\end{equation*}
$$

is a coideal of $C$.
Proof. Observe that for any $a \in \mathscr{A}$ and $\beta_{1}, \beta_{2} \in\left\{\beta \in \operatorname{Hom}_{k}(C, k) \mid \beta\left(I_{\kappa}\right)=0\right\}$, writing $*$ for the convolution product in $\operatorname{Hom}_{k}(C, k)$,

$$
\begin{aligned}
\sum \kappa\left(a_{[0]}\right)\left(\beta_{1} * \beta_{2}\right)\left(a_{[1]}\right) & =\sum \kappa\left(a_{[0]}\right) \beta_{1}\left(a_{[1]}\right) \beta_{2}\left(a_{[2]}\right) \\
& =\sum \beta_{1}\left(a_{[-1]}\right) \kappa\left(a_{[0]}\right) \beta_{2}\left(a_{[1]}\right) \\
& =\sum \beta_{1}\left(a_{[-2]}\right) \beta_{2}\left(a_{[-1]}\right) \kappa\left(a_{[0]}\right) \\
& =\sum\left(\beta_{1} * \beta_{2}\right)\left(a_{[-1]}\right) \kappa\left(a_{[0]}\right) .
\end{aligned}
$$

Where the second equality follows since $\beta_{1}\left(I_{\kappa}\right)=0$ and the third since $\beta_{2}\left(I_{\kappa}\right)=0$. Therefore $\left\{\beta \in \operatorname{Hom}_{k}(C, k) \mid \beta\left(I_{\kappa}\right)=0\right\}$ is a subalgebra of the convolution algebra $\operatorname{Hom}_{k}(C, k)$ and so, by [36, Proposition 1.4.6], $I_{\kappa}$ must be a coideal of $C$.

Definition 3.3.11. Let $\mathscr{A}$ be a $C$-ring with nontrivial character $\kappa$. Then we call $B_{\kappa}:=C / I_{\kappa}$ the coalgebra of coinvariants.

Proposition 3.3.12. Let $\mathscr{A}$ be a $C$-ring, then every non-trivial character $\kappa: \mathscr{A} \rightarrow k$ induces a map of C-rings

$$
\begin{equation*}
\Gamma_{\kappa}: \mathscr{A} \rightarrow C \square_{B_{K}} C, \quad \Gamma_{\kappa}:=\left(C \square_{C} \kappa \square_{C} C\right) \circ\left(C \square_{C} \rho^{\mathscr{A}}\right) \circ \mathscr{A} \rho, \tag{3.12}
\end{equation*}
$$

where $C \square_{B_{K}} C$ is the Sweedler type C-ring arising from the natural coextension $C \rightarrow B_{K}$.
Proof. First recall that in the Sweedler type $C$-ring arising from the natural coextension $C \rightarrow B_{K}$, the left and right $B_{K}$ coactions on $C$ are those induced by the canonical projection $\pi: C \rightarrow C / I_{K}$. That the map $\Gamma_{K}$ is well defined, i.e. $\operatorname{Im} \Gamma_{\kappa} \subseteq C \square_{B_{K}} C$, then follows since, for all $a \in \mathscr{A}$,

$$
\sum a_{[-2]} \otimes \pi\left(a_{[-1]} \kappa\left(a_{[0]}\right)\right) \otimes a_{[1]}=\sum a_{[-1]} \otimes \pi\left(\kappa\left(a_{[0]}\right) a_{[1]}\right) \otimes a_{[2]}
$$

by the linearity of $\pi$ and the definition of the coideal $I_{\kappa}$. Since $\Gamma_{\kappa}$ is a composition of $C$-bicolinear maps, it must be $C$-bicolinear. To see that $\Gamma_{\kappa}$ is unital take any $c \in C$ and compute

$$
\begin{aligned}
\Gamma_{\kappa} \circ \eta_{\mathscr{A}}(c) & =\sum\left(\eta_{\mathscr{A}}(c)\right)_{[-1]}\left(\kappa \circ\left(\eta_{\mathscr{A}}(c)_{[0]}\right)\right) \otimes\left(\eta_{\mathscr{A}}(c)\right)_{[1]} \\
& =\sum c_{(1)}\left(\kappa \circ\left(\eta_{\mathscr{A}}\left(c_{(2)}\right)\right)\right) \otimes c_{(3)} \\
& =\sum c_{(1)} \otimes c_{(2)}=\eta_{C_{B_{K}}}(c),
\end{aligned}
$$

where the second equality follows since $\eta_{\mathscr{A}}$ is bicolinear and the third since $\kappa \circ \eta_{\mathscr{A}}=\varepsilon_{C}$. That $\Gamma_{\kappa}$ is a multiplicative map is easily confirmed by a straight forward calculation using the fact that the product in $\mathscr{A}$ is $C$-bicolinear and the multiplicativity of $\kappa$.

Definition 3.3.13. Let $\mathscr{A}$ be a $C$-ring with a nontrivial character $\kappa$. Then we say that $\mathscr{A}$ is a Galois C-ring (with respect to $\kappa$ ) if and only if the map $\Gamma_{\kappa}: \mathscr{A} \rightarrow C \square_{B_{K}} C$, as defined in (3.12), is an isomorphism.

Proposition 3.3.14. Let $\mathscr{A}$ be a $C$-ring with a nontrivial character $\kappa: \mathscr{A} \rightarrow k$. Then $\mathscr{A}$ is a Galois $C$-ring (with respect to $\kappa$ ) if and only if $C$ is a Galois right $\mathscr{A}$-module (with the right $\mathscr{A}$-action induced by $\kappa$ ).

Proof. First observe that for every coalgebra $C$ it is possible to associate a matrix ring context $\left(C, C,{ }^{C} C^{C},{ }^{C} C^{C}, \sigma, \tau\right)$, where $\tau: C \square_{C} C \rightarrow C$ and $\sigma: C \rightarrow C \square_{C} C$ are the obvious isomorphisms. Therefore from Proposition 3.2.4 it is clear that $C$ is quasi-finite as a right $C$ comodule and $h_{C}(C, C)=C$. By Proposition 3.3.9, $C$ is a right $\mathscr{A}$-module with right action $\overline{\rho_{C}}(c \otimes a)=\sum \varepsilon_{C}(c) \kappa\left(a_{[0]}\right) a_{[1]}$ and the corresponding left $\mathscr{A}$-action, given by Lemma 3.3.2, is $\overline{C \rho}(a \otimes c)=\sum a_{[-1]} \kappa\left(a_{[0]}\right) \varepsilon_{C}(c)$. In view of this

$$
S=C \square_{C} C / \operatorname{Im}\left(\overline{\rho_{C}} \square_{C} C-C \square_{C} \bar{C} \bar{\rho}\right) \simeq C /\left\{\sum \kappa\left(a_{(0)}\right) a_{(1)}-\sum a_{(-1)} \kappa\left(a_{(0)}\right) \mid a \in \mathscr{A}\right\}=B_{\kappa},
$$

where the middle isomorphism is induced by the natural isomorphism $C \square_{C} C \simeq C$. It then follows that $C \square_{B_{K}} C=C \square_{s} C$, but also observe that for all $a \in \mathscr{A}$,

$$
\begin{aligned}
\beta(a) & =\left(N \square_{D} \overline{\rho_{C}}\right) \circ\left(\sigma \square_{C} \mathscr{A}\right) \circ^{\mathscr{A}} \rho \\
& =\sum a_{[-2]} \otimes \overline{\rho_{C}}\left(a_{[-1]} \otimes a_{[0]}\right) \\
& =\sum a_{[-2]} \otimes \varepsilon_{C}\left(a_{[-1]}\right) \kappa\left(a_{[0]}\right) a_{[1]} \\
& =\sum a_{[-1]} \otimes \kappa\left(a_{[0]}\right) a_{[1]}=\Gamma_{\kappa}(a) .
\end{aligned}
$$

Therefore in this situation $\Gamma_{\kappa}: \mathscr{A} \rightarrow C \square_{B_{K}} C$ and $\beta: \mathscr{A} \rightarrow C \square C$ are precisely the same maps. Therefore if one is an isomorphism of $C$-rings so is the other and the result follows.

Proposition 3.3.15. If $M$ is a right principal Galois module for a C-ring $\mathscr{A}$ then $\mathscr{A}$ is injective as a left C-comodule.

Proof. Suppose $M$ is a principal $\mathscr{A}$-module. Define $N:=h_{C}(M, C)$ and $S:=E_{\mathscr{A}}$, and let $E=M \square{ }_{c} N$ denote the coendomorphism coalgebra of $M$. Since $M$ is Galois there is an isomorphism $\mathscr{A} \simeq N \square_{S} M$ and furthermore a chain of isomorphisms

$$
N \square_{E} M \square_{C} \mathscr{A} \simeq N \square_{E} M \square_{C} N \square_{S} M \simeq N \square_{E} E \square_{S} M \simeq N \square_{S} M \simeq \mathscr{A} .
$$

Explicitly, following this chain from right to left the isomorphism $\mathscr{A} \rightarrow N \square_{E} M \square_{C} \mathscr{A}$ is given by the composition

$$
\begin{aligned}
\left.\left(N \square_{E} M \square_{C} \beta^{-1}\right) \circ\left(\left(\left(\sigma_{E} \square_{C} N\right) \circ{ }^{N} \rho\right)\right)\right) & \square_{S} M \circ \beta \\
& =\left(N \square_{E} M \square_{C} \beta^{-1}\right) \circ\left(\sigma_{E} \square_{C} N \square_{S} M\right) \circ\left(C \square_{C} \beta\right) \circ^{\mathscr{A}} \rho \\
& =\left(\sigma_{E} \square_{C} \mathscr{A}\right) \circ^{\mathscr{A}} \rho,
\end{aligned}
$$

where $\sigma_{E}$ is the unit of the matrix ring context described in Lemma 3.2.7 and the first equality holds since $\beta$ is left $C$-colinear. Next observe that since $M$ is assumed to be injective as a left $S$-comodule $E \square_{S} M$ is injective as a left $E$-comodule (see [14, Subsection 11.11]). Therefore in view of the existence of the chain of isomorphism

$$
M \square_{c} \mathscr{A} \simeq M \underset{c}{\square} N \square_{s} M \simeq E \square_{s} M,
$$

$M \square_{C} \mathscr{A}$ is injective as a left $E$-comodule. Thus there exists a map $p$ which is a retraction for the obvious inclusion $i: M \square_{C} \rightarrow M \rightarrow A$. Since it is then clear that that $N \square_{E} p$ is a left $C$-colinear retraction of $N \square_{E} i$ there is a commutative diagram with (split) exact rows

from which it is apparent that the map ${ }^{\mathscr{A}} \rho$ has a left $C$-colinear retraction. Therefore $\mathscr{A}$ is injective as a left $C$-comodule.

We now give the main result of this section
Theorem 3.3.16. Let $\mathscr{A}$ be a $C$-ring and $M$ a right $\mathscr{A}$-module which is a quasi-finite injector as a right $C$-comodule. Set $N=h_{C}(M, C)$ and $S=E_{\mathscr{A}}(M)$. View $N \otimes M$ and $N \square M$ as left $\mathscr{A}$-modules with the left action as in Lemma 3.3.1. Let $\beta$ be as in Proposition 3.3.6. Then

## 1. The following statements are equivalent

(a) there exists a left $\mathscr{A}$-module map $\chi: N \otimes M \rightarrow \mathscr{A}$ such that $\chi \circ \beta=\mathscr{A}$ (i.e. $\beta: \mathscr{A} \rightarrow N \otimes M$ is a split monomorphism of left $\mathscr{A}$-modules);
(b) $M$ is a principal Galois $\mathscr{A}$-module.
2. The following statements are equivalent
(a) there exists a left $\mathscr{A}$-module map $\hat{\chi}: N \square_{s} M \rightarrow \mathscr{A}$ such that $\hat{\chi} \circ \beta=\mathscr{A}$ (i.e. $\beta: \mathscr{A} \rightarrow N \square_{s} M$ is a split monomorphism of left $\mathscr{A}$-modules);
(b) $M$ is a Galois $\mathscr{A}$-module.

Proof. (1) (a) $\Rightarrow$ (b) Assume that $\chi$ is a left $\mathscr{A}$-linear retraction of $\beta$. Then for every $a \in \mathscr{A}, \sum \chi\left(\sigma\left(a_{[-1]}\right) \triangleleft a_{[0]}\right)=a$, where $\sigma$ is the unit of the $\mathscr{A}$-coendomorphism ring context of $M$. In particular for every $c \in C$, writing $\sigma(c)=\sum c^{[1]} \otimes c^{[2]}$,

$$
\eta_{\mathscr{A}}(c)=\sum \chi\left(\sigma\left(c_{(1)}\right) \triangleleft \eta_{\mathscr{A}}\left(c_{(2)}\right)\right)=\sum \chi\left(c^{[1]} \otimes c_{[2]}^{[2]} \triangleleft \eta_{\mathscr{A}}\left(c^{[2]}[1]\right)\right)=\chi \circ \sigma(c),
$$

where the first equality follows by the left $C$-colinearity of $\eta_{\mathscr{A}}$, the second by the right $C$-colinearity of $\sigma$ and the third equality since the right $\mathscr{A}$ action on $M$ is unital. Therefore

$$
\begin{equation*}
\chi \circ \sigma=\eta_{\mathscr{A}} \tag{3.13}
\end{equation*}
$$

After making this observation we now proceed to demonstrate that $M$ is injective as a left $S$-module, by constructing a left $S$-comodule retraction of the left $S$-coaction on M. Define $\delta: S \otimes M \rightarrow M$ to be the map the satisfying the commutative diagram


This map is well defined since $\chi$ is assumed to be left $\mathscr{A}$-linear and therefore the definition of $\delta$ is independent of the choice of pre-image under the map $\pi_{\mathscr{A}}$. Using equation (3.13) and the unitality of the right $\mathscr{A}$-action we can compute that, for all $m \in M$,

$$
\delta \circ^{M} \rho(m)=\sum m_{[0]} \triangleleft \chi\left(\sigma\left(m_{[1]}\right)\right)=\sum m_{[0]} \triangleleft \eta_{\mathscr{A}}\left(m_{[1]}\right)=m .
$$

Therefore $\delta$ is a retraction of the left $S$-coaction on M. Furthermore since ${ }^{M} \rho$ is right $\mathscr{A}$ linear (see Proposition 3.3.4), for all $m \otimes n \in M \square_{c} N$ and $m^{\prime} \in M$, writing $\pi_{\mathscr{A}}(m \otimes n)=$ [ $m \otimes n$ ], we can compute

$$
\begin{aligned}
(S \otimes \delta) \circ\left(\Delta_{S} \otimes M\right)\left([m \otimes n] \otimes m^{\prime}\right) & =\sum\left[m_{[0]} \otimes m_{[1]}^{[1]}\right] \otimes \delta\left(\left[m_{[1]}^{[2]} \otimes n\right] \otimes m^{\prime}\right) \\
& =\sum\left[m_{[0]} \otimes m_{[1]}^{[1]}\right] \otimes m_{[1]}^{[2]} \triangleleft \chi\left(n \otimes m^{\prime}\right) \\
& ={ }^{M} \rho(m) \triangleleft \chi\left(n \otimes m^{\prime}\right)={ }^{M} \rho\left(m \triangleleft \chi\left(n \otimes m^{\prime}\right)\right) \\
& ={ }^{M} \rho \circ \delta\left([m \otimes n] \otimes m^{\prime}\right) .
\end{aligned}
$$

To see that the first equality holds recall that $\pi_{\mathscr{A}}$ is a coalgebra map and the coalgebra structure of $E \simeq M \underset{c}{\square} N$ given in Proposition 3.2.8. This shows that $\delta$ is left $S$-colinear and therefore completes the proof that $M$ is an injective left $S$-comodule.

Next we show that $\beta$ is an isomorphism. Define $\hat{\beta}=\left.\chi\right|_{N \square_{S} M}$, since $\operatorname{Im} \beta \subseteq M \square_{S} N$ and $\chi$ is a retraction of $\beta$, it is clear that $\hat{\beta} \circ \beta=\mathscr{A}$. Moreover $\hat{\beta}$ is right inverse of $\beta$, to see this take any $n \otimes m \in N \square_{s} M$ and compute

$$
\begin{aligned}
\beta \circ \hat{\beta}(n \otimes m) & =\sum \sigma\left(\hat{\beta}(n \otimes m)_{[-1]}\right) \triangleleft \hat{\beta}(n \otimes m)_{[0]}=\sum \sigma\left(n_{[-1]}\right) \triangleleft \hat{\beta}\left(n_{[0]} \otimes m\right) \\
& =\sum n \otimes m_{[0]} \triangleleft \hat{\beta}\left(\sigma\left(m_{[1]}\right)\right)=\sum n \otimes m_{[0]} \triangleleft \eta_{\mathscr{A}}\left(m_{[1]}\right)=n \otimes m .
\end{aligned}
$$

Where the second equality follows since $\chi$ is left $\mathscr{A}$-linear, which requires that $\chi$ is a left $C$-colinear map. To see that the third equality let $\lambda: S \square_{s} M \rightarrow M$ be the unique map satisfying

$$
\lambda \circ\left(\pi_{\mathscr{A}} \square \underset{S}{\square} M\right)=\overline{\rho_{M}} \circ(M \underset{C}{\square} \hat{\beta}) .
$$

Such a map can defined since $\pi_{\mathscr{A}}$ is surjective and $\hat{\beta}$ is left $\mathscr{A}$-linear. Now recall that $n \otimes m \in N \square_{s} M$ and therefore $\Sigma\left(N \otimes \pi_{\mathscr{A}} \otimes M\right)\left(\sigma\left(n_{[-1]}\right) \otimes n_{[0]} \otimes m-n \otimes m_{[0]} \otimes \sigma\left(m_{[1]}\right)\right)=0$, applying $N \otimes \lambda$ to this equality gives the third equality. Then the fourth equality follows by equation (3.13) and the final final equality bye the unitality of $\overline{\rho_{M}}$. Hence $\hat{\beta}$ is an inverse of $\beta$ and so we are able to conclude that $M$ is a principal Galois $\mathscr{A}$-module.
(1) (b) $\Rightarrow$ (a) Suppose that $M$ is a principal Galois $\mathscr{A}$-module and let $\delta: S \otimes M \rightarrow M$ be a $S$-comodule retraction of ${ }^{M} \rho$. Then define $\chi: N \otimes M \rightarrow \mathscr{A}$ to be the composition of maps,

$$
N \otimes M \xrightarrow{\rho^{N} \otimes M} N \square_{S} S \otimes M \xrightarrow{N \otimes \delta} N \square_{s} M \xrightarrow{\beta^{-1}} \mathscr{A} .
$$

Since $\rho^{N}$ is left $\mathscr{A}$-linear (see Proposition 3.3.4) and $\beta^{-1}$ is assumed to be left $\mathscr{A}$-linear, $\chi$ is a composition of left $\mathscr{A}$-linear maps and therefore left $\mathscr{A}$-linear. Moreover we can compute,

$$
\chi \circ \beta=\beta^{-1} \circ(N \otimes \delta) \circ\left(\rho^{N} \otimes M\right) \circ \beta=\beta^{-1} \circ(N \otimes \delta) \circ\left(N \otimes{ }^{M} \rho\right) \circ \beta=\beta^{-1} \circ \beta=\mathscr{A}
$$

using the fact that $\operatorname{Im}(\beta) \in N \square_{s} M$ in the second equality. So we conclude $\chi$ is a left $\mathscr{A}$-linear retraction of $\beta$.
(2) that (b) $\Rightarrow$ (a) is trivial. To show (a) $\Rightarrow$ (b) the same method can be used as for (1)(a) $\Rightarrow(1)(b)$.

We shall later use this result to produce a generalization of Schneider's Theorem II.

### 3.3.3 A Galois connection

In [20] a way of associating a Galois connection to a comatrix coring was described. Using a similar method we now show how it is possible to associate a Galois connection to a matrix $C$-ring. In what follows we assume that $C$ is a coalgebra over a field $k$ and that $M \in \mathbf{M}^{C}$ is a quasi-finite injector. We then define $N:=h_{C}(M, C)$ and $E$ to be the coendomorphism coalgebra of $M$. Finally we let $\pi: E \rightarrow D$ be a coalgebra map, define $\mathscr{A}:=N \square_{D} M$ to be the associated matrix $C$-ring and view $M$ as right $\mathscr{A}$-module by the action described in Proposition 3.2.2.

Firstly observe that for any subcoideal $X \subseteq \operatorname{ker} \pi, \pi$ factors through $E / X$ and therefore it is possible to define a matrix $C$-ring

$$
\mathscr{A}(X):=N \square_{E / X} M .
$$

Observe that for any subcoideal $Y \subseteq X$, the canonical coalgebra map $E / Y \rightarrow E / X$ induces an inclusion of $C$-rings $\mathscr{A}(Y) \subseteq \mathscr{A}(X)$. Since $\mathscr{A}(\operatorname{ker} \pi)=\mathscr{A}$, this implies that any subcoideal $Y \subseteq$ ker $\pi$ induces an inclusion of $C$-rings $\mathscr{A}(Y) \subseteq \mathscr{A}$.

Lemma 3.3.17. For any subcoideal $X \subseteq \operatorname{ker} \pi$,

$$
\operatorname{ker} \pi_{\mathscr{A}(X)} \subseteq X
$$

where $\operatorname{ker} \pi_{\mathscr{A}(X)}$ is the epimorphism defining the $\mathscr{A}(X)$-coendomorphism coalgebra of $M$, as described in Theorem 3.3.3, and the right $\mathscr{A}(X)$-module structure on $M$ is as described in Proposition 3.2.2.

Proof. First recall from Theorem 3.3 .3 that $E_{\mathscr{A}(X)}(M)$ and $\pi_{\mathscr{A}(X)}$ are defined by the coequalizer

$$
M \square_{c} \mathscr{A}(X) \square_{C} N \underset{\bar{M} \square_{c} \overline{N^{\rho}}}{\overline{\rho_{M}} \square_{c} N} M \square_{c} N \xrightarrow{\pi_{\mathscr{A}}} E_{\mathscr{A}(X)}(M),
$$

where $\overline{\rho_{M}}$ and $\overline{N \rho}$ are as defined in Proposition 3.2.2. Also observe that $\bar{N} \bar{\rho}$ coincides with the left $\mathscr{A}(X)$-action on $N$ obtained by feeding $\overline{\rho_{M}}$ into Lemma 3.3.1. Therefore $x \in \operatorname{ker} \pi_{\mathscr{A}(X)}$ if and only if there exists $m \otimes n \otimes m^{\prime} \otimes n^{\prime} \in M \square{ }_{C} \mathscr{A}(X) \square_{C} N$ (summation suppressed) such that

$$
x=\widehat{\tau}_{E}(m \otimes n) m^{\prime} \otimes n^{\prime}-m \otimes n \widehat{\tau}_{E}\left(m^{\prime} \otimes n^{\prime}\right)
$$

Writing $\pi_{X}: E \rightarrow E / X$ for the canonical coalgebra epimorphism, the $E / X$-coaction on $M$ and $N$ are

$$
{ }^{M} \rho(m)=\sum \pi_{X}\left(m_{[0]} \otimes m_{[1]}^{[1]}\right) \otimes m_{[1]}^{[2]}, \quad \rho^{N}(n)=\sum n_{[-1]}^{[1]} \otimes \pi_{X}\left(n_{[-1]}^{[2]} \otimes n_{[0]}\right)
$$

where $\sigma_{E}(c)=\sum c^{[1]} \otimes c^{[2]}$, for all $c \in C$. Therefore if $m \otimes n \otimes m^{\prime} \otimes n^{\prime} \in M \square_{c} \mathscr{A}(X) \square_{c} N$, then

$$
\begin{aligned}
\widehat{\tau}_{E}(m \otimes n) \pi_{X}\left(m^{\prime} \otimes n^{\prime}\right) & =\sum \widehat{\tau}_{E}(m \otimes n) \pi_{X}\left(m_{[0]}^{\prime} \otimes m_{[1]}^{\prime}{ }^{[1]}\right) \widehat{\tau}_{E}\left(m_{[1]}^{\prime}{ }^{[2]} \otimes n^{\prime}\right) \\
& =\sum \widehat{\tau}_{E}\left(m \otimes n_{[-1]}^{[1]}\right) \pi_{X}\left(n_{[-1]}^{[2]} \otimes n_{[0]}\right) \widehat{\tau}_{E}\left(m^{\prime} \otimes n^{\prime}\right) \\
& =\pi_{X}(m \otimes n) \widehat{\tau}_{E}\left(m^{\prime} \otimes n^{\prime}\right) .
\end{aligned}
$$

Where the first and third equalities follow since $\widehat{\tau}_{E}$ is the reduced counit of the coendomorphism context of $M$, and therefore satisfies the equations (3.2). The second equality holds since $m \otimes n \otimes m^{\prime} \otimes n^{\prime} \in M \square_{C} N \square_{E / X} M \square_{C} N$, in which the middle cotensor product is over $E / X$. Therefore for all $x \in \operatorname{ker} \pi_{\mathscr{A}(X)}, \pi_{X}(x)=0$ and so $\operatorname{ker} \pi_{\mathscr{A}(X)} \subseteq \operatorname{ker} \pi_{X}=X$.

Setting $X=\operatorname{ker} \pi_{X}$ in the previous lemma, we see that $\operatorname{ker} \pi_{\mathscr{A}} \subseteq \operatorname{ker}_{\pi}$, since $\mathscr{A}(\operatorname{ker} \pi)=$ $\mathscr{A}$. Now suppose $\mathscr{B}$ is a $C$-subring of $\mathscr{A}$ and $\pi_{\mathscr{B}}$ is the coalgebra map defining the $\mathscr{B}$ coendomorphism coalgebra of $M$. Then it is clear that $\operatorname{ker} \pi_{\mathscr{B}} \subset \operatorname{ker} \pi_{\mathscr{A}}$ and so we can define a corresponding subcoideal of $\operatorname{ker} \pi$,

$$
\mathscr{X}(\mathscr{B}):=\operatorname{ker} \pi_{\mathscr{B}} .
$$

Where the right $\mathscr{B}$-action on $M$ is induced by the right $\mathscr{A}$-action via the inclusion. Note that if $\mathscr{B} \subseteq \mathscr{B}^{\prime}$ are $C$-subrings of $\mathscr{A}$, then $\mathscr{X}(\mathscr{B}) \subseteq \mathscr{X}\left(\mathscr{B}^{\prime}\right)$. Therefore we are able to give an order reversing correspondence between partially ordered sets

$$
\{C \text {-subrings of } \mathscr{A}\} \underset{\mathscr{A}(-)}{\stackrel{\mathscr{X}(-)}{\rightleftarrows}}\{\text { subcoideals of ker } \pi\}
$$

where the subcoideals are ordered by the relation $X^{\prime} \leq X$ if and only if $X \subseteq X^{\prime}$ and the $C$-subrings by inclusion. Moreover we shall now show that this correspondence is a Galois connection.

Proposition 3.3.18. For all $C$-subrings $\mathscr{B} \subseteq \mathscr{A}$ and subcoideals $X \subseteq \operatorname{ker} \pi$,
(1) $\mathscr{B} \subseteq \mathscr{A}(\mathscr{X}(\mathscr{B}))$, and $\mathscr{B}=\mathscr{A}(\mathscr{X}(\mathscr{B}))$ if and only if $M$ is a Galois $\mathscr{B}$-module;
(2) $\mathscr{X}(\mathscr{A}(X)) \subseteq X$, and $\mathscr{X}(\mathscr{A}(X))=X$ if and only if $E_{\mathscr{A}(X)}(M)=E / X$.

Proof. (1) First compute,

$$
\mathscr{A}(\mathscr{X}(\mathscr{B}))=\mathscr{A}\left(\operatorname{ker} \pi_{\mathscr{B}}\right)=N \underset{E / \operatorname{ker}_{\mathscr{R}}}{\square} M=N \underset{E_{\mathscr{B}}(M)}{\square} M .
$$

Now by virtue of Lemma $3.3 .17 \operatorname{ker} \pi_{\mathscr{B}} \subseteq \operatorname{ker} \pi_{\mathscr{A}} \subset \operatorname{ker} \pi$ and therefore $\pi: E \rightarrow D$ factors as $\pi: E \rightarrow E_{\mathscr{B}}(M) \rightarrow D$. Hence there is a coalgebra map $E_{\mathscr{B}}(M) \rightarrow D$ which induces an inclusion $N \underset{E_{\mathscr{B}}(M)}{\square} M \subseteq N \square_{D} M$. In view of this enclosure we can draw the following diagram with exact rows.

where $\beta$ is the map in Proposition 3.3.6 (with $\mathscr{B}$ in place of $\mathscr{A}$ ). Moreover for all $n \otimes m \in$ $\mathscr{B} \subseteq N \square_{D} M$ (summation suppressed),

$$
\begin{aligned}
\beta(n \otimes m) & =\sum n_{[-1]}^{[1]} \otimes \overline{\rho_{M}}\left(n_{[-1]}^{[2]} \otimes\left(n_{[0]} \otimes m\right)\right) \\
& =\sum n_{[-1]}{ }^{[1]} \widehat{\tau}\left(n_{[-1]}^{[2]} \otimes n_{[0]}\right) \otimes m=n \otimes m,
\end{aligned}
$$

In the above for all $c \in C$ we have written $\sigma(c)=\sum c^{[1]} \otimes c^{[2]}$, where $\sigma$ is the counit of the $\mathscr{B}$-coendomorphism context, and $\widehat{\tau}$ is the reduced unit. The right $\mathscr{B}$-action on $M$ takes the above form since it is induced by the right $N \square_{D} M$ action on $M$. The final equality then follows by the equations (3.2). Therefore, the above diagram is commutative and the map $\beta$ is the required inclusion. Once the inclusion is described this way it is clear there will be equality if and only if $\beta$ is bijective, i.e. if $M$ is Galois $\mathscr{B}$-module.
(2) Since $\mathscr{X}(\mathscr{A}(X))=\operatorname{ker} \pi_{\mathscr{A}(X)}$ the first part of the statement follows by Lemma 3.3.17. The equality holds if and only if $\operatorname{ker} \pi_{\mathscr{A}(X)}=\operatorname{ker} \pi_{X}$, and this is equivalent to the statement that $E_{\mathscr{A}(X)}(M)=E / X$.

Remark 3.3.19. Since the diagram included in the previous proposition is commutative for all $C$-subrings $\mathscr{B} \subseteq \mathscr{A}$, it is valid in the case when $\mathscr{A}=\mathscr{B}$. In this situation it is then clear that the map $\beta$ is bijective and therefore $M$ must be a Galois $\mathscr{A}$-module. Since $D$ was an arbitrary choice of coalgebra for which there existed a coalgebra epimorphism $\pi: E \rightarrow D, M$ must be a Galois module for any associated matrix $C$-ring induced by a coalgebra epimorphism with domain $E$.

Corollary 3.3.20. The Galois connection constructed in Proposition 3.3.18 establishes a one-to-one correspondence between $C$-subrings $\mathscr{B} \subseteq \mathscr{A}$ such that $M$ is Galois $\mathscr{B}$-module and subcoideals $X \subseteq \operatorname{ker} \pi$ such that $E_{\mathscr{A}(X)}(M)=E / X$.

Proof. For any subcoideal $X \subseteq \operatorname{ker} \pi$, the $C$-ring $\mathscr{A}(X)$ is the matrix $C$-ring induced by the projection $\pi_{X}: E \rightarrow E / X$, and therefore by the Remark 3.3.19 M must be a Galois $\mathscr{A}(X)$-module. For the converse, observe that if $M$ is a Galois $\mathscr{B}$ module, then $\mathscr{X}(\mathscr{A}(\mathscr{X}(\mathscr{B})))=\mathscr{X}(\mathscr{B})$ by the first part of Proposition 3.3.18. Therefore $\mathscr{X}(\mathscr{B})$ is a subcoideal of $\operatorname{ker} \pi$ satisfying the required property by the second part of Proposition 3.3.18.

Since every coideal in $X \subseteq \operatorname{ker} \pi$ induces an 'intermediate coextension' $E \rightarrow E / X \rightarrow D$, the Galois connection we have just constructed establishes a correspondence between these 'intermediate coextensions' and $C$-subrings $\mathscr{B} \subseteq \mathscr{A}$. From this standpoint the Galois connection described in this subsection can be understood as a dual version of the Galois connection for comatrix corings described in [20, Proposition 2.1]. The connection constructed in [20] generalizes a Galois connection that was given for Sweedler type corings in [33], which in turn, was a natural extension of the correspondence in Sweedler's Fundamental Theorem [37, Theorem 2.1].

## 3.4 $C$-rings and invertible weak entwining structures

We now look again at (invertible) weak entwining structures, this time from a $C$-ring theoretic point of view. We begin by showing how to associate a $C$-ring to a weak entwining structure. Then we present dual versions of the results for $A$-corings associated to weak entwining structures that we described in the second chapter. Furthermore we describe necessary and sufficient conditions conditions for a $C$-ring to be isomorphic to a $C$-ring which arises from a weak entwining structure. Throughout this section we shall use the notations for weak entwining structures that was introduce in Definitions 2.2.6 and 2.2.7, also since there is no scope for confusion we shall write $\varepsilon_{C}=\varepsilon$ and $\Delta_{C}=\Delta$.

Theorem 3.4.1. Let $\left(A, C, \psi_{R}\right)$ be a weak right-right entwining structure. Define the map

$$
\overline{p_{R}}: C \otimes A \rightarrow C \otimes A, \quad \overline{p_{R}}:=(C \otimes A \otimes \varepsilon) \circ\left(C \otimes \psi_{R}\right) \circ(\Delta \otimes A),
$$

and the set

$$
\mathscr{A}:=\operatorname{Im} \overline{p_{R}}=\left\{\sum_{\alpha, i} c^{i}{ }_{(1)} \otimes a_{\alpha}^{i} \varepsilon\left(c_{(2)}^{i}\right) \mid \sum_{i} a^{i} \otimes c^{i} \in A \otimes C\right\}
$$

Then $\overline{p_{R}}$ is a projection, i.e. $\overline{p_{R}} \circ \overline{p_{R}}=\overline{p_{R}}$, and
(1) $\mathscr{A}$ is a $(C, C)$-bicomodule with the left coaction ${ }^{\mathscr{A}} \rho:=\Delta \otimes A$ and the right coaction $\rho^{\mathscr{A}}:=\left(C \otimes \psi_{R}\right) \circ(\Delta \otimes A)$.
(2) The (C,C)-bicomodule $\mathscr{A}$ is a $C$-ring with product

$$
\mu_{\mathscr{A}}: \mathscr{A} \square_{c} \mathscr{A} \rightarrow \mathscr{A}, \quad \sum_{i} c_{i} \otimes a_{i} \otimes c_{i}^{\prime} \otimes a_{i}^{\prime} \mapsto \sum_{i} c_{i} \otimes \varepsilon\left(c_{i}^{\prime}\right) a_{i} a_{i}^{\prime}
$$

and unit

$$
\eta_{\mathscr{A}}: C \rightarrow \mathscr{A}, \quad c \mapsto \overline{p_{R}}(c \otimes 1)
$$

(3) $\mathbf{M}_{\mathscr{A}} \equiv \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$.

Proof. Firstly observe that $\overline{p_{R}}$ is a projection since, for all $c \otimes a \in C \otimes A$,

$$
\begin{aligned}
\overline{p_{R}} \circ \overline{p_{R}}(c \otimes a) & =\sum_{\alpha} \overline{p_{R}}\left(c_{(1)} \otimes a_{\alpha} \varepsilon\left(c_{(2)}^{\alpha}\right)\right) \\
& =\sum_{\alpha, \beta} c_{(1)} \otimes a_{\alpha \beta} \varepsilon\left(c_{(2)}^{\beta}\right) \varepsilon\left(c_{(3)}^{\alpha}\right) \\
& =\sum_{\alpha} c_{(1)} \otimes a_{\alpha} \varepsilon\left(c_{(2)}^{\alpha}{ }_{(1)}\right) \varepsilon\left(c_{(2)}^{\alpha}{ }_{(2)}\right) \\
& =\sum_{\alpha} c_{(1)} \otimes a_{\alpha} \varepsilon\left(c_{(2)}^{\alpha}\right)=\overline{p_{R}}(c \otimes a) .
\end{aligned}
$$

Where the third equality follows by equation (2.18). That ${ }^{\mathscr{A}} \rho$ is a left coaction follows immediately from properties of the coalgebra $(C, \Delta, \varepsilon)$. To see that $\rho^{\mathscr{A}}$ defines a right $C$-coaction, first observe by using equation (2.18) we can compute, for all $a \in A$ and $c \in C$,

$$
\begin{equation*}
\sum_{\alpha} \rho^{\mathscr{A}}\left(c_{(1)} \otimes a_{\alpha} \varepsilon\left(c_{(2)}^{\alpha}\right)\right)=\sum_{\alpha} c_{(1)} \otimes a_{\alpha} \otimes c_{(2)}^{\alpha} \tag{3.14}
\end{equation*}
$$

Having established this, we next show that $\rho^{\mathscr{A}} \circ \overline{p_{R}}=\left(\overline{p_{R}} \otimes C\right) \circ \rho^{\mathscr{A}} \circ \overline{p_{R}}$, since $\overline{p_{R}}$ is a projection, this will imply that $\rho^{\mathscr{A}} \subseteq \mathscr{A} \otimes C$. To see that this equality holds apply $\overline{p_{R}} \otimes C$ to equation (3.14) and observe

$$
\begin{aligned}
\sum_{\alpha}\left(\overline{p_{R}} \otimes C\right) \circ \rho^{\mathscr{A}} \circ \overline{p_{R}}(c \otimes a) & =\sum_{\alpha, \beta} c_{(1)} \otimes a_{\alpha \beta} \varepsilon\left(c_{(2)}^{\beta}\right) \otimes c_{(3)}^{\alpha} \\
& =\sum_{\alpha} c_{(1)} \otimes a_{\alpha} \otimes c_{(2)}^{\alpha}=\rho^{\mathscr{A}} \circ \overline{p_{R}}(c \otimes a) .
\end{aligned}
$$

Where the second equality follows by (2.18) and the the final equality by (3.14). Applying $C \otimes A \otimes \mathcal{E}$ to (3.14) it is immediate that $\rho^{\mathscr{A}}$ is counital. It now only remains to show that $\rho^{\otimes A}$ is coassociative. Take any $c \otimes a \in C \otimes A$ (summation suppressed) and compute

$$
\begin{gathered}
\left(\rho^{\mathscr{A}} \otimes C\right) \circ \rho^{\mathscr{A}} \circ \overline{p_{R}}(c \otimes a)=\sum_{\alpha} \rho^{\mathscr{A}}\left(c_{(1)} \otimes a_{\alpha}\right) \otimes c_{(2)}^{\alpha}=\sum_{\alpha, \beta} c_{(1)} \otimes a_{\alpha \beta} \otimes c_{(2)} \beta \otimes c_{(3)}^{\alpha} \\
=\sum_{\alpha} c_{(1)} \otimes a_{\alpha} \otimes c_{(2)}^{\alpha}{ }_{(1)} \otimes c_{(2)}^{\alpha}{ }_{(2)}=(\mathscr{A} \otimes \Delta) \circ \rho^{\mathscr{A}} \circ \overline{p_{R}}(c \otimes a)
\end{gathered}
$$

where the the first and last equalities follow from (3.14), and the third equality follows by (2.18). That $\rho^{\mathscr{A}}$ and ${ }^{\mathscr{A}} \rho$ define a $C$-bicomodule structure on $\mathscr{A}$ is easily checked using the coassociativity of the coproduct $\Delta$ of $C$.
(2) First we need to check that $\mu_{\mathscr{A}}$ is well defined, i.e. $\mu_{\mathscr{A}}\left(\mathscr{A} \square_{C} \mathscr{A}\right) \subseteq \mathscr{A}$. Before attempting this calculation first observe that

$$
\begin{equation*}
\mathscr{A} \square_{c} \mathscr{A}=\left\{\sum_{i, \alpha, \beta} c_{i(1)} \otimes a_{i \alpha} \otimes c_{i(2)}^{\alpha} \otimes a_{i \beta}^{\prime} \varepsilon\left(c_{i}^{\prime \beta}\right) \mid a_{i}, a_{i}^{\prime} \in A \text { and } c_{i}, c_{i}^{\prime} \in C\right\} . \tag{3.15}
\end{equation*}
$$

This can be seen by applying $(C \otimes A \otimes C \otimes \varepsilon \otimes A)$ to the defining relation of the cotensor
product $\mathscr{A}{ }_{c} \mathscr{A}$. Now take any $a, a^{\prime} \in A$ and $c, c^{\prime} \in C$ and compute

$$
\begin{aligned}
& \sum_{\alpha, \beta} \overline{p_{R}} \circ \mu_{\mathscr{A}}\left(c_{(1)} \otimes a_{\alpha} \otimes c_{(2)}{ }^{\alpha} \otimes a^{\prime}{ }_{\beta} \varepsilon\left(c^{\prime \beta}\right)\right) \\
&=\sum_{\alpha, \beta} \overline{p_{R}}\left(c_{(1)} \varepsilon\left(c_{(2)}^{\alpha}\right) \otimes a_{\alpha} a_{\beta}^{\prime} \varepsilon\left(c^{\prime \beta}\right)\right) \\
&=\sum_{\alpha, \beta, \gamma} c_{(1)} \varepsilon\left(c_{(3)}{ }^{\alpha}\right) \otimes\left(a_{\alpha} a_{\beta}^{\prime}\right)_{\gamma} \varepsilon\left(c_{(2)}^{\gamma}\right) \varepsilon\left(c^{\prime \beta}\right) \\
&=\sum_{\alpha, \beta, \gamma, \omega} c_{(1)} \varepsilon\left(c_{(3)}^{\alpha}\right) \otimes a_{\alpha \gamma} a_{\beta \omega}^{\prime} \varepsilon\left(c_{(2)}^{\gamma \omega}\right) \varepsilon\left(c^{\prime \beta}\right) \\
&=\sum_{\alpha, \beta, \omega} c_{(1)} \otimes a_{\alpha} a_{\beta \omega}^{\prime} \varepsilon\left(c_{(2)}^{\alpha \omega}\right) \varepsilon\left(c^{\prime \beta}\right) \\
&=\sum_{\alpha, \beta, \omega} c_{(1)} \otimes a_{\alpha} 1_{\omega} a_{\beta}^{\prime} \varepsilon\left(c_{(2)}^{\alpha \omega}\right) \varepsilon\left(c^{\prime \beta}\right) \\
&=\sum_{\alpha, \beta} c_{(1)} \otimes a_{\alpha} a_{\beta}^{\prime} \varepsilon\left(c_{(2)}^{\alpha}\right) \varepsilon\left(c^{\prime \beta}\right)
\end{aligned}
$$

Where the third and final equalities follow by (2.16), the fourth by (2.18) and the fifth by (2.17). Therefore since $\overline{p_{R}}$ is a projection we conclude that $\mu_{\mathscr{A}}\left(\mathscr{A} \square_{c}\right) \subseteq \mathscr{A}$. That $\mu_{\mathscr{A}}$ is left $C$-colinear is clear from its formulation. It is straight forward to check that $\mu_{\mathscr{A}}$ is right $C$-colinear by using (2.16). That $\mu_{\mathscr{A}}$ is associative is easily seen from its definition. It now remains to show that $\eta_{\mathscr{A}}$ is a $(C, C)$-bicolinear and that it is unit with respect to the product $\mu_{\mathscr{A}}$. From the definition of $\eta_{\mathscr{A}}$ it is clearly left $C$ colinear. Using (2.19) and (3.14) we immediately find

$$
\sum \overline{p_{R}}\left(c_{(1)} \otimes 1\right) \otimes c_{(2)}=\sum_{\alpha} c_{(1)} \otimes 1_{\alpha} \otimes c_{(2)}^{\alpha}=\rho^{\mathscr{A}} \circ \overline{p_{R}}(1 \otimes c)
$$

hence $\eta_{\mathscr{A}}$ is right $C$-colinear as well. Making use of (3.14) and (2.16) it is easy to verify that $\mu_{\mathscr{A}} \circ\left(\mathscr{A} \square_{c} \eta_{\mathscr{A}}\right)=\mathscr{A}$. Finally we compute, for all $a \in A$ and $c \in C$,

$$
\begin{aligned}
\mu_{\mathscr{A}} \circ\left(\eta_{\mathscr{A}} \square \mathscr{A}\right) \circ^{\mathscr{A}} \rho \circ \overline{p_{R}}(c \otimes a) & =\sum_{\alpha} \mu_{\mathscr{A}} \circ\left(\eta_{\mathscr{A}} \square_{c} \mathscr{A}\right)\left(c_{(1)} \otimes c_{(2)} \otimes a_{\alpha} \varepsilon\left(c_{(3)}^{\alpha}\right)\right) \\
& =\sum_{\alpha, \beta} c_{(1)} \otimes 1_{\beta} a_{\alpha} \varepsilon\left(c_{(2)}^{\beta}\right) \varepsilon\left(c_{(3)}^{\alpha}\right) \\
& =\sum_{\alpha, \beta} c_{(1)} \otimes a_{\alpha \beta} \varepsilon\left(c_{(2)}^{\beta}\right) \varepsilon\left(c_{(3)}^{\alpha}\right) \\
& \left.=\sum_{\alpha} c_{(1)} \otimes a_{\alpha} \varepsilon{\left(c_{(2)}\right.}^{\alpha}\right)=\overline{p_{R}}(c \otimes a)
\end{aligned}
$$

where the third equality follows by (2.17). This completes the proof that the given maps define a $C$-ring structure on $\mathscr{A}$.
(3) First let $\Psi: \mathbf{M}_{\mathscr{A}} \rightarrow \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$ be the map which leaves each $\mathscr{A}$-module unchanged as a $C$-comodule, but which changes the right $\mathscr{A}$-action $\overline{\rho_{M}}$ into a map

$$
\begin{equation*}
\Psi\left(\overline{\rho_{M}}\right): M \otimes A \rightarrow M, \quad \Psi\left(\overline{\rho_{M}}\right):=\overline{\rho_{M}} \circ\left(M \square \bar{C} \overline{p_{R}}\right) \circ\left(\rho^{M} \otimes A\right) \tag{3.16}
\end{equation*}
$$

We now show that each such map, $\Psi\left(\overline{\rho_{M}}\right)$, defines a right $A$-action on $M$ for which $M$ is an entwined module. Firstly to check the unitality, compute, for all $m \in M$,

$$
\Psi\left(\overline{\rho_{M}}\right)(m \otimes 1)=\sum \overline{\rho_{M}} \circ\left(M \square_{c} \overline{p_{R}}\right)\left(m_{[0]} \otimes m_{[1]} \otimes 1\right)=\overline{\rho_{M}} \circ\left(M \underset{c}{\square_{\mathscr{A}}}\right) \circ \rho^{M}(m)=m
$$

where the first equality uses the definition of the unit $\eta_{\mathscr{A}}$ and the second equality uses the unitality of the right $\mathscr{A}$-action. For the associativity, take any $a, a^{\prime} \in A$ and $m \in M$ and calculate

$$
\begin{aligned}
\Psi\left(\overline{\rho_{M}}\right) \circ & \left(\Psi\left(\overline{\rho_{M}}\right) \otimes A\right)\left(m \otimes a \otimes a^{\prime}\right) \\
& =\sum_{\alpha} \overline{\rho_{M}} \circ\left(M \square_{C} \overline{p_{R}}\right)\left(\rho^{M} \circ \overline{\rho_{M}}\left(m_{[0]} \otimes m_{[1]} \otimes a_{\alpha} \varepsilon\left(m_{[2]}^{\alpha}\right)\right) \otimes a^{\prime}\right) \\
& =\sum_{\alpha} \overline{\rho_{M}} \circ\left(M \square_{C} \overline{p_{R}}\right)\left(\left(\overline{\rho_{M}} \otimes C\right)\left(m_{[0]} \otimes m_{[1]} \otimes a_{\alpha} \otimes m_{[2]}^{\alpha}\right) \otimes a^{\prime}\right) \\
& =\sum_{\alpha} \overline{\rho_{M}} \circ\left(\overline{\rho_{M}} \square_{C} \mathscr{A}\right)\left(m_{[0]} \otimes\left(m_{[1]} \otimes a_{\alpha}\right) \otimes \overline{p_{R}}\left(m_{[2]}^{\alpha} \otimes a^{\prime}\right)\right) \\
& =\sum_{\alpha} \overline{\rho_{M}} \circ\left(M \square_{C} \mu_{\mathscr{A}}\right)\left(m_{[0]} \otimes\left(m_{[1]} \otimes a_{\alpha}\right) \otimes \overline{p_{R}}\left(m_{[2]}^{\alpha} \otimes a^{\prime}\right)\right) \\
& =\sum_{\alpha, \beta} \overline{\rho_{M}}\left(m_{[0]} \otimes m_{[1]} \otimes a_{\alpha} a_{\beta}^{\prime} \varepsilon\left(m_{[2]}^{\alpha}(1)\right) \varepsilon\left(m_{[2]}^{\alpha}{ }_{(2)}^{\beta}\right)\right) \\
& =\sum_{\alpha} \overline{\rho_{M}}\left(m_{[0]} \otimes m_{[1]} \otimes\left(a a^{\prime}\right)_{\alpha} \varepsilon\left(m_{[2]}^{\alpha}\right)\right)=\Psi\left(\overline{\rho_{M}}\right)\left(m \otimes a a^{\prime}\right) .
\end{aligned}
$$

Where the second equality follows from the right $C$-colinearity of $\overline{\rho_{M}}$ and (3.14), and the fourth by the associativity of $\overline{\rho_{M}}$. Then the penultimate equality follows by the definition of a counit and (2.16). Now we proceed to show that this right action makes $M$ an entwined module

$$
\begin{aligned}
\left(\Psi\left(\overline{\rho_{M}}\right) \otimes C\right) \circ\left(M \otimes \psi_{R}\right) \circ\left(\rho^{M} \otimes A\right) & =\left(\overline{\rho_{M}} \otimes C\right) \circ\left(M \otimes C \otimes \psi_{R}\right) \circ(M \otimes \Delta \otimes A) \circ\left(\rho^{M} \otimes A\right) \\
& =\left(\overline{\rho_{M}} \otimes C\right) \circ\left(M \square_{c} \rho^{\mathscr{A}} \circ \overline{p_{R}}\right) \circ\left(\rho^{M} \otimes A\right) \\
& =\rho^{M} \circ \overline{\rho_{M}} \circ\left(M \square_{C} \overline{p_{R}}\right) \circ\left(\rho^{M} \otimes A\right)=\rho^{M} \circ \Psi\left(\overline{\rho_{M}}\right),
\end{aligned}
$$

where the first equality follows by the coassociativity of a coaction, the definition of a counit and (2.18), the second by (3.14) and penultimate equality by the colinearity of $\overline{\rho_{M}}$.

We have seen what $\Psi$ does to the objects of $\mathbf{M}_{\mathscr{A}}$, but we also need to know what it does to the morphisms. Given a morphism $f: M \rightarrow N$ in $\mathbf{M}_{\mathscr{A}}$, we define $\Psi(f)=f$. Using the right $C$-colinearity of $f$ and the the right $\mathscr{A}$-linearity of $f$, we can calculate that

$$
\begin{aligned}
f \circ \Psi\left(\overline{\rho_{M}}\right) & =\left(f \circ \overline{\rho_{M}}\right) \circ\left(M \square_{c} \overline{p_{R}}\right) \circ\left(\rho^{M} \otimes A\right) \\
& =\overline{\rho_{N}} \circ\left(f \square_{c} \mathscr{A}\right) \circ\left(M \square_{c} \overline{p_{R}}\right) \circ\left(\rho^{M} \otimes A\right) \\
& =\overline{\rho_{N}} \circ\left(N \square_{c} \overline{p_{R}}\right) \circ\left(\left(\rho^{N} \circ f\right) \otimes A\right) \\
& =\Psi\left(\overline{\rho_{N}}\right) \circ(f \otimes A) .
\end{aligned}
$$

Hence when $M$ and $N$ are viewed as $A$-modules with actions $\Psi\left(\overline{\rho_{M}}\right)$ and $\Psi\left(\overline{\rho_{N}}\right)$ respectively, the $\operatorname{map} \Psi(f)$ is right $A$-linear. Therefore $\Psi$ is a functor.

Conversely, define $\Theta: \mathbf{M}(\psi)_{A}^{C} \rightarrow \mathbf{M}_{\mathscr{A}}$ to be the map which leaves each entwined module $M$ unchanged as a $C$-comodule, but which changes the right $A$-action $\rho_{M}$ into a map

$$
\begin{equation*}
\Theta\left(\rho_{M}\right): M \underset{C}{M} \mathscr{A} \rightarrow M, \quad \Theta\left(\rho_{M}\right)=\rho_{M} \circ(M \otimes \varepsilon \otimes A) \tag{3.17}
\end{equation*}
$$

To see that this gives an associative action, observe that all elements of $M \square{ }_{c} \mathscr{A}{ }_{c} \mathscr{A}$ are linear combinations of $x=\sum_{\alpha, \beta} m_{[0]} \otimes m_{[1]} \otimes a_{\alpha} \otimes m_{[2]}^{\alpha} \otimes a_{\beta}^{\prime} \varepsilon\left(c^{\beta}\right)$ with $a, a^{\prime} \in A$ and $m \in$ $M$. For such elements we can compute

$$
\begin{aligned}
\Theta\left(\rho_{M}\right) \circ(M \square \mu)(x) & =\sum_{\alpha, \beta} \Theta\left(\rho_{M}\right)\left(m_{[0]} \otimes m_{[1]} \varepsilon\left(m_{[2]}^{\alpha}\right) \otimes a_{\alpha} a_{\beta}^{\prime} \varepsilon\left(c^{\beta}\right)\right) \\
& =\sum_{\alpha, \beta} m_{[0]}\left(a_{\alpha} a_{\beta}^{\prime}\right) \varepsilon\left(m_{[1]}^{\alpha}\right) \varepsilon\left(c^{\beta}\right) \\
& =\sum_{\alpha, \beta}\left(m_{[0]} a_{\alpha}\right) a_{\beta}^{\prime} \varepsilon\left(m_{[1]}^{\alpha}\right) \varepsilon\left(c^{\beta}\right) \\
& =\Theta\left(\rho_{M}\right) \circ\left(\Theta\left(\rho_{M}\right) \square_{c} \mathscr{A}\right)(x) .
\end{aligned}
$$

Where the third equality follows by the associativity of $\rho_{M}$. Therefore since all maps are k -linear $\Theta\left(\rho_{M}\right)$ must be associative. Also observe, for all $m \in M$

$$
\Theta\left(\rho_{M}\right)\left(M \square_{c} \eta_{\mathscr{A}}\right)(m)=\sum_{\alpha} m_{[0]} 1_{\alpha} \varepsilon\left(m_{[1]}^{\alpha}\right)=m 1=m .
$$

Where the second equality follows since $M \in \mathbf{M}(\psi)_{A}^{C}$ and the final equality since $\rho_{M}$ is unital. Hence $\Theta\left(\rho_{M}\right)$ is unital. To show that $\Theta\left(\rho_{M}\right)$ gives a right $\mathscr{A}$-action on $M$ we need to check that it is a right $C$-colinear map. Since $M \square_{C} \mathscr{A}=\left(M \square_{c} \overline{p_{R}}\right)\left(M \square_{c} C \otimes A\right)$, all elements of $M \square_{C} \mathscr{A}$ are linear combinations of $y=\sum_{\alpha} m_{[0]} \otimes m_{[1]} \otimes a_{\alpha} \varepsilon\left(m_{[2]}^{\alpha}\right)$ with $a \in A$ and $m \in M$. Then using (3.14) and the fact $M \in \mathbf{M}(\psi)_{A}^{C}$, we can compute

$$
\begin{aligned}
\rho^{M} \circ \Theta\left(\rho_{M}\right)(y) & =\sum_{\alpha} m_{[0]} a_{\alpha} \otimes m_{[1]}^{\alpha}=\left(\rho_{M} \otimes C\right) \circ(M \otimes \boldsymbol{\varepsilon} \otimes A \otimes C) \circ\left(M \otimes \rho^{\mathscr{A}}\right)(y) \\
& =\left(\Theta\left(\rho_{M}\right) \otimes C\right) \circ\left(M \otimes \rho^{\mathscr{A}}\right)(y) .
\end{aligned}
$$

Since all maps are assumed to be $k$-linear this shows that $\Theta\left(\rho_{M}\right)$ is a right $C$-colinear map.
Given a morphism $f: M \rightarrow N$ in $\mathbf{M}(\psi)_{A}^{C}$, define $\Theta(f)=f$. Clearly $\Theta(f)$ is always right $C$-colinear. Moreover in view of the definition of the $\mathscr{A}$-action and the $A$-linearity of $f$, it is easily checked that $\Theta(f)$ is right $\mathscr{A}$-linear. Since the composition in both categories is provided by the composition in the category of vector spaces, $\Theta: \mathbf{M}(\psi)_{A}^{C} \rightarrow \mathbf{M}_{\mathscr{A}}$ is a functor.

Finally, to complete the proof we need to demonstrate that $\Psi$ and $\Theta$ are inverse isomorphisms of the categories. Firstly for all $M \in \mathbf{M}(\psi)_{A}^{C}, m \in M$ and $a \in A$,

$$
\Psi\left(\Theta\left(\rho_{M}\right)\right)(m \otimes a)=\sum_{\alpha} \rho_{M}\left(m_{[0]} \otimes a_{\alpha} \varepsilon\left(m_{[1]}^{\alpha}\right)\right)=\sum(m a)_{[0]} \varepsilon\left((m a)_{[1]}\right)=\rho_{M}(m \otimes a)
$$

where the second equality follows by the fact that $M$ is an entwined module. On the other hand, taking $M \in \mathbf{M}_{\mathscr{A}}$ and applying $\left(\Theta\left(\Psi\left(\overline{\rho_{M}}\right)\right)\right.$ to $y=\sum_{\alpha} m_{[0]} \otimes m_{[1]} \otimes a_{\alpha} \varepsilon\left(m_{[2]}^{\alpha}\right)$ we immediately obtain that $\left(\Theta\left(\Psi\left(\overline{\rho_{M}}\right)\right)(y)=\overline{\rho_{M}}(y)\right.$, completing the proof.

Definition 3.4.2. Let $A$ be an algebra and $C$ be a coalgebra that is also a right $A$-module. Then the space

$$
I:=\operatorname{span}\left\{\sum(c a)_{(1)} \alpha\left((c a)_{(2)}\right)-\sum c_{(1)} \alpha\left(c_{(2)} a\right) \mid a \in A, c \in C, \alpha \in \operatorname{Hom}_{k}(C, k)\right\}
$$

is a coideal of $C$ (see [9, Lemma 3.2] for a proof of this). Now $B:=C / I$ is a coalgebra and we say $C \rightarrow B$ is a (right) weak algebra-Galois coextension (or a weak A-Galois coextension) provided that the left $A$-linear right $C$-colinear map

$$
\beta: C \otimes A \rightarrow C \square_{B} C, \quad \beta:=\left(C \otimes \rho_{C}\right) \circ(\Delta \otimes A)
$$

is a split epimorphism in the category ${ }^{C} \mathbf{M}_{A}$, that is to say there exists a morphism $\bar{\chi}$ : $C \square_{B} C \rightarrow C \otimes A$ in ${ }^{C} \mathbf{M}_{A}$ such that $\beta \circ \bar{\chi}=C \square_{B} C$.

In the weak algebra-Galois coextension case there is a result dual to Theorem 2.2.12.
Theorem 3.4.3. Let $C \rightarrow B$ be a weak $A$-Galois coextension. Then there exists a unique right-right weak entwining structure $\left(A, C, \psi_{R}\right)$ such that $C \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$ with the canonical right $C$-coaction (via the coproduct in $C$ ) and the predetermined right $A$-action. This weak entwining structure is referred to as the canonical weak entwining structure associated to the $A$-Galois coextension $C \rightarrow B$.

Proof. Let $\bar{\chi}$ denote the map which splits $\beta$ and set

$$
\tilde{\tau}: C \square_{B} C \rightarrow A, \quad \tilde{\tau}:=(\varepsilon \otimes A) \circ \bar{\chi}
$$

to be what will refer to as the weak cotranslation map. We first investigate some properties enjoyed by such a map. Firstly

$$
\begin{aligned}
\rho_{C} \circ(C \otimes \tilde{\tau}) \circ(\Delta \otimes C) & =\rho_{C} \circ(C \otimes \varepsilon \otimes A) \circ(C \otimes \bar{\chi}) \circ(\Delta \otimes C) \\
& =\rho_{C} \circ(C \otimes \varepsilon \otimes A) \circ(\Delta \otimes A) \circ \bar{\chi} \\
& =\rho_{C} \circ \bar{\chi} \\
& =(\varepsilon \otimes C) \circ \beta \circ \bar{\chi},
\end{aligned}
$$

where the second equality follows from the left $C$-colinearity of $\bar{\chi}$ and the last equality by noting that $(\varepsilon \otimes C) \circ \beta(c \otimes a)=\sum \varepsilon\left(c_{(1)}\right) \otimes c_{(2)} a=c a$. Now since $\bar{\chi}$ splits $\beta$ this implies

$$
\begin{equation*}
\rho_{C} \circ(C \otimes \tilde{\tau}) \circ(\Delta \otimes C)=\varepsilon \otimes C \tag{3.18}
\end{equation*}
$$

Also observe that

$$
\begin{aligned}
\tilde{\tau} \circ\left(C \otimes \rho_{C}\right)\left(c \otimes c^{\prime} \otimes a\right) & =(\varepsilon \otimes A) \circ \bar{\chi}\left(c \otimes c^{\prime} a\right) \\
& =(\varepsilon \otimes A) \circ \bar{\chi}\left(c \otimes c^{\prime}\right) a \\
& =\widetilde{\tau}\left(c \otimes c^{\prime}\right) a \\
& =\mu \circ(\tilde{\tau} \otimes A) \circ\left(c \otimes c^{\prime} \otimes a\right)
\end{aligned}
$$

where the right $A$-action on $C \otimes A$ is $C \otimes \mu$ and the second equality follows by the right $A$-linearity of $\bar{\chi}$. From this observation it is then clear that

$$
\begin{equation*}
\mu \circ(\tilde{\tau} \otimes \tilde{\tau})=\tilde{\tau} \circ\left(C \otimes \rho_{C} \circ(C \otimes \tilde{\tau})\right) \tag{3.19}
\end{equation*}
$$

on $C \square_{B} C \otimes C \square_{B} C$. Combining the previous equation, (3.19), with equation (3.18) it is clear that on $C \square_{B}^{B} C \square_{B}^{B} C$ we have

$$
\begin{equation*}
\mu \circ(\widetilde{\tau} \otimes \widetilde{\tau}) \circ(C \otimes \Delta \otimes C)=\tilde{\tau} \circ(C \otimes \varepsilon \otimes C) \tag{3.20}
\end{equation*}
$$

Making use of the above observations and the elementary properties of the map in questions, we now show that the map

$$
\psi_{R}: C \otimes A \rightarrow A \otimes C, \quad \psi_{R}:=(\tilde{\tau} \otimes C) \circ(C \otimes \Delta) \circ \beta
$$

gives a right-right weak entwining structure $\left(A, C, \psi_{R}\right)$. Firstly that

$$
(A \otimes \varepsilon \otimes C) \circ\left(\psi_{R} \otimes C\right) \circ(C \otimes 1 \otimes C) \circ \Delta=\psi_{R} \circ(C \otimes 1)
$$

and

$$
\mu \circ(A \otimes \varepsilon \otimes A) \circ\left(\psi_{R} \otimes A\right) \circ(C \otimes 1 \otimes A)=(A \otimes \varepsilon) \circ \psi_{R}
$$

can easily be confirmed by a straight forward calculation. Next compute

$$
\begin{aligned}
(\mu \otimes C) \circ(A & \left.\otimes \psi_{R}\right) \circ\left(\psi_{R} \otimes A\right) \\
& =((\mu \circ(\tilde{\tau} \otimes \tilde{\tau})) \otimes C) \circ\left(C^{\otimes 3} \otimes \Delta\right) \circ(C \otimes((C \otimes \beta) \circ(\Delta \otimes A))) \circ(\beta \otimes A) \\
& =((\mu \circ(\widetilde{\tau} \otimes \tilde{\tau})) \otimes C) \circ\left(C^{\otimes 3} \otimes \Delta\right) \circ(C \otimes((\Delta \otimes C) \circ \beta)) \circ(\beta \otimes A) \\
& =((\mu \circ(\tilde{\tau} \otimes \tilde{\tau}) \circ(C \otimes \Delta \otimes C) \otimes C) \circ(C \otimes C \otimes \Delta) \circ(C \otimes \beta) \circ(\beta \otimes A) \\
& =((\widetilde{\tau} \circ(C \otimes \varepsilon \otimes C)) \otimes C) \circ(C \otimes C \otimes \Delta) \circ(C \otimes \beta) \circ(\beta \otimes A) \\
& =(\widetilde{\tau} \otimes C) \circ(C \otimes((\varepsilon \otimes C \otimes C) \circ(C \otimes \Delta) \circ \beta)) \circ(\beta \otimes A) \\
& =(\tilde{\tau} \otimes C) \circ(C \otimes \Delta) \circ\left(C \otimes \rho_{C}\right) \circ(\beta \otimes A) \\
& =(\tilde{\tau} \otimes C) \circ(C \otimes \Delta) \circ \beta \circ(C \otimes \mu) \\
& =\psi_{R} \circ(C \otimes \mu) .
\end{aligned}
$$

Here the second equality follows by the left $C$-colinearity of $\beta$ and the fourth by equation (3.20). For the sixth equality observe that

$$
\begin{equation*}
(\varepsilon \otimes C \otimes C) \circ(C \otimes \Delta) \circ \beta(c \otimes a)=\sum \varepsilon\left(c_{(1)}\right) \Delta\left(c_{(2)} a\right)=\Delta(c a) \tag{3.21}
\end{equation*}
$$

Finally the penultimate equality follows from the right $A$-linearity of $\beta$. Now there is only one thing left to check in order to demonstrate that $\left(A, C, \psi_{R}\right)$ is a weak right-right entwining structure. Again compute

$$
\begin{aligned}
\left(\psi_{R} \otimes C\right) \circ & \left(C \otimes \psi_{R}\right) \circ(\Delta \otimes A) \\
& =\left(\psi_{R} \otimes C\right) \circ(C \otimes \tilde{\tau} \otimes C) \circ(C \otimes C \otimes \Delta) \circ(C \otimes \beta) \circ(\Delta \otimes A) \\
& =\left(\psi_{R} \otimes C\right) \circ(C \otimes \tilde{\tau} \otimes C) \circ(C \otimes C \otimes \Delta) \circ(\Delta \otimes C) \circ \beta \\
& =(\widetilde{\tau} \otimes C \otimes C) \circ(C \otimes \Delta \otimes C) \circ((\beta \circ(C \otimes \tilde{\tau}) \circ(\Delta \otimes C)) \otimes C) \circ(C \otimes \Delta) \circ \beta \\
& =(\tilde{\tau} \otimes C \otimes C) \circ(C \otimes \Delta \otimes C) \circ((\beta \circ \bar{\chi}) \otimes C) \circ(C \otimes \Delta) \circ \beta \\
& =(\widetilde{\tau} \otimes C \otimes C) \circ(C \otimes C \otimes \Delta) \circ(C \otimes \Delta) \circ \beta \\
& =(A \otimes \Delta) \circ(\widetilde{\tau} \otimes C) \circ(C \otimes \Delta) \circ \beta \\
& =(A \otimes \Delta) \circ \psi_{R} .
\end{aligned}
$$

Here the second equality follows by the left $C$-colinearity of $\beta$ and the fourth follows because using the colinearity of $\chi$

$$
(C \otimes \widetilde{\tau}) \circ(\Delta \otimes C)=(C \otimes \varepsilon \otimes A) \circ(C \otimes \bar{\chi}) \circ(\Delta \otimes C)=(C \otimes \varepsilon \otimes A) \circ(\Delta \otimes A) \circ \bar{\chi}=\bar{\chi}
$$

Finally, the sixth equality in the computation of $\left(\psi_{R} \otimes C\right) \circ\left(C \otimes \psi_{R}\right) \circ(\Delta \otimes A)$ follows by the coassociativity of $\Delta$. Hence $\left(A, C, \psi_{R}\right)$ is a weak right-right entwining structure. Now we can follow the same proof as in [9, Theorem 3.5], to show that $C \in \mathbf{M}(\psi)_{A}^{C}$ with the canonical action and coaction:

$$
\begin{aligned}
\left(\rho_{C} \otimes C\right) \circ\left(C \otimes \psi_{R}\right) \circ(\Delta & \otimes A) \\
& =\left(\rho_{C} \otimes C\right) \circ(C \otimes \tilde{\tau} \otimes C) \circ(C \otimes C \otimes \Delta) \circ(C \otimes \beta) \circ(\Delta \otimes A) \\
& =\left(\left(\rho_{C} \circ(C \otimes \tilde{\tau})\right) \otimes C\right) \circ(C \otimes C \otimes \Delta) \circ(\Delta \otimes C) \circ \beta \\
& =\left(\left(\rho_{C} \circ(C \otimes \tilde{\tau}) \circ(\Delta \otimes C)\right) \otimes C\right) \circ(C \otimes \Delta) \circ \beta \\
& =(\varepsilon \otimes C \otimes C) \circ(C \otimes \Delta) \circ \beta \\
& =\Delta \circ \rho_{C}
\end{aligned}
$$

In this computation the second equality follows by the left $C$-colinearity of $\beta$, the fourth by equation (3.18) and the final equality by equation (3.21). Finally to complete the proof of the theorem the uniqueness of $\psi_{R}$ can be demonstrated as follows. Suppose there exists some other weak entwining map $\tilde{\Psi}_{R}$ such that $C \in \mathbf{M}\left(\tilde{\psi}_{R}\right)_{A}^{C}$ with the obvious action and coaction. Then

$$
\begin{aligned}
\psi_{R} & =(\tilde{\tau} \otimes C) \circ(C \otimes \Delta) \circ\left(C \otimes \rho_{C}\right) \circ(\Delta \otimes A) \\
& =(\tilde{\tau} \otimes C) \circ\left(C \otimes\left(\left(\rho_{C} \otimes C\right) \circ\left(C \otimes \tilde{\psi}_{R}\right) \circ(\Delta \otimes A)\right)\right) \circ(\Delta \otimes A) \\
& =\left(\left(\tilde{\tau} \circ\left(C \otimes \rho_{C}\right)\right) \otimes C\right) \circ\left(C \otimes C \otimes \tilde{\psi}_{R}\right) \circ(C \otimes \Delta \otimes A) \circ(\Delta \otimes A) \\
& =\left(\left(\tilde{\tau} \circ\left(C \otimes \rho_{C}\right)\right) \otimes C\right) \circ\left(\Delta \otimes \tilde{\psi}_{R}\right) \circ(\Delta \otimes A) \\
& =\left(\left(\tilde{\tau} \circ\left(C \otimes \rho_{C}\right) \circ(\Delta \otimes A)\right) \otimes C\right) \circ\left(C \otimes \tilde{\psi}_{R}\right) \circ(\Delta \otimes A) \\
& =((\tilde{\tau} \circ \beta) \otimes C) \circ\left(C \otimes \tilde{\psi}_{R}\right) \circ(\Delta \otimes A) \\
& =(\varepsilon \otimes A \otimes C) \circ\left(C \otimes \tilde{\psi}_{R}\right) \circ(\Delta \otimes A)=\tilde{\psi}_{R} .
\end{aligned}
$$

Here the second equality follows by the compatibility condition required so that $C \in$ $\mathbf{M}\left(\tilde{\psi}_{R}\right)_{A}^{C}$ with the prescribed action and coaction. The fourth equality follows by the coassociativity of $\Delta$. Finally the sixth and seventh equalities follow from the definitions of the maps $\beta$ and $\tilde{\tau}$ respectively.

Having established how to associate a weak entwining structure to a weak algebraGalois coextension, we now describe a necessary and sufficient condition on a weak entwining structure to determine whether it arises from a weak algebra-Galois coextension. Recall that in the case of weak coalgebra-Galois extensions (c.f. Theorem 2.2.12) this can be achieved by looking at the associated $A$-coring, as described in Proposition 2.2.14.

Lemma 3.4.4. Suppose $C \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$ with the natural right $C$-coaction. Then the coideal $I$ of $C$, described in Definition 3.4.2, coincides with the coideal $I_{\kappa}$ defined in Lemma 3.3.10. Where $\kappa: \mathscr{A} \rightarrow k$ is the nontrivial character associated to the right action on $C$ of the $C$-ring $\mathscr{A}$ arising from $\left(A, C, \psi_{R}\right)$ (cf. Lemma 3.3.9 and Theorem 3.4.1).

Proof. First observe that by equations (3.9) and (3.17) we can compute that, for all $c \otimes a \in \mathscr{A}$,

$$
\begin{aligned}
\kappa(c \otimes a) & =\varepsilon \circ \rho_{C} \circ(C \otimes \varepsilon \otimes A) \circ{ }^{\mathscr{A}} \rho(c \otimes a) \\
& =\sum \varepsilon \circ \rho_{C} \circ(C \otimes \varepsilon \otimes A)\left(c_{(1)} \otimes c_{(2)} \otimes a\right)=\varepsilon(c a)
\end{aligned}
$$

In view of this observation it is clear that

$$
I_{\kappa}=\left\{c a-\sum c_{(1)} \varepsilon\left(c_{(2)} a\right) \mid c \otimes a \in \mathscr{A}\right\}
$$

and since $\varepsilon \in \operatorname{Hom}_{k}(C, k)$, it is clear that $I_{\kappa} \subseteq I$. On the other hand all elements of $I$ are linear combination of $x=\sum(c a)_{(1)} \xi\left((c a)_{(2)}\right)-\sum c_{(1)} \xi\left(_{(2)} a\right)$ with $a \in A, c \in C$ and $\xi \in \operatorname{Hom}_{k}(C, k)$. Now observe that for each such $x$

$$
\begin{aligned}
x & =\sum_{\alpha} c_{(1)} a_{\alpha} \xi\left(c_{(2)}^{\alpha}\right)-c_{(1)} \varepsilon\left(\left(c_{(2)} a\right)_{(1)}\right) \xi\left(\left(c_{(2)} a\right)_{(2)}\right) \\
& =\sum_{\beta} c_{(1)} a_{\beta} \xi\left(c_{(2)}^{\beta}\right)-\sum_{\alpha} c_{(1)} \varepsilon\left(c_{(2)} a_{\alpha}\right) \xi\left(c_{(3)}^{\alpha}\right) \\
& =\sum_{\alpha, \beta} c_{(1)} a_{\alpha \beta} \varepsilon\left(c_{(2)}^{\beta}\right) \xi\left(c_{(3)}^{\alpha}\right)-c_{(1)} \varepsilon\left(c_{(2)} a_{\alpha} \xi\left(c_{(3)}^{\alpha}\right) .\right.
\end{aligned}
$$

Here the first and second equalities follow since $C \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$ with the canonical right $C$ coaction, and the third by equation (2.18). Using (2.18) it is straight forward to verify that $\sum_{\alpha} c_{(1)} \otimes a_{\alpha} \xi\left(c_{(2)}^{\alpha}\right) \in \mathscr{A}$. Hence we can conclude that $x \in I_{\kappa}$ and therefore that $I \subseteq I_{\kappa}$.

Lemma 3.4.5. Suppose $\mathscr{A}$ is a $C$-ring associated to a weak entwining structure $\left(\psi_{R}, A, C\right)$ such that $C \in \mathbf{M}_{\mathscr{A}}=\mathbf{M}\left(\psi_{R}\right)_{A}^{C}$. Then $\mathscr{A}$ is a Galois $C$-ring (with respect to $\kappa=\varepsilon \circ \rho_{C}$ ) if and only if $\left.\bar{\beta}\right|_{\mathscr{A}}: \mathscr{A} \rightarrow C \square_{B} C$ is a bijection.

Proof. Observe that for this choice of $\kappa$ the induced $C$-ring map $\Gamma_{\kappa}: \mathscr{A} \rightarrow C \square_{B_{K}} C$, as described in Proposition3.3.12, satisfies, for all $c \otimes a \in \mathscr{A}$,

$$
\begin{aligned}
\Gamma_{\kappa}(c \otimes a) & =\sum_{\alpha} c_{(1)} \otimes \varepsilon\left(c_{(2)} a_{\alpha}\right) c_{(3)}^{\alpha} \\
& =\sum c_{(1)} \otimes c_{(2)} a=\beta(c \otimes a)
\end{aligned}
$$

Where the first equality follows since $C \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$. Also in view of the previous lemma $B_{\kappa}=B . \Gamma_{\kappa}: \mathscr{A} \rightarrow C \square_{B_{K}} C$ is an isomorphism if and only if $\left.\beta\right|_{\mathscr{A}}: \mathscr{A} \rightarrow C \square_{B} C$ is a bijection.

Proposition 3.4.6. The C-ring associated to the weak entwining structure in Theorem 3.4.3 is a Galois C-ring. Conversely, if the C-ring associated to a weak entwining structure $\left(A, C, \psi_{R}\right)$ is a Galois $C$-ring, then $C$ is a weak algebra-Galois coextension.

Proof. If $\mathscr{A}$ is the $C$-ring associated to the weak entwining structure in Theorem 3.4.3, then for the associated projection $\overline{p_{R}}: C \otimes A \rightarrow C \otimes A$,

$$
\begin{aligned}
\overline{p_{R}} & =(C \otimes A \otimes \varepsilon) \circ\left(C \otimes \psi_{R}\right) \circ(\Delta \otimes A) \\
& =(C \otimes A \otimes \varepsilon) \circ(C \otimes \varepsilon \otimes A \otimes C) \circ(C \otimes \bar{\chi} \otimes C) \circ(C \otimes C \otimes \Delta) \circ(C \otimes \beta) \circ(\Delta \otimes A) \\
& =(C \otimes \varepsilon \otimes A) \circ(C \otimes \bar{\chi}) \circ(C \otimes \beta) \circ(\Delta \otimes A) \\
& =(C \otimes \varepsilon \otimes A) \circ(C \otimes \bar{\chi}) \circ(\Delta \otimes C) \circ \beta \\
& =(C \otimes \varepsilon \otimes A) \circ(\Delta \otimes A) \circ \bar{\chi} \circ \beta=\bar{\chi} \circ \beta,
\end{aligned}
$$

where the fourth and fifth equalities follow by the left $C$-colinearity of $\beta$ and $\bar{\chi}$ respectively. Hence $\mathscr{A}=\operatorname{Im}(\bar{\chi} \circ \bar{\beta})$ and since $\bar{\beta} \circ \bar{\chi}=C \square_{B} C$, the map $\left.\bar{\beta}\right|_{\mathscr{A}}$ is a bijection. Therefore, by Lemma 3.4.5, $\mathscr{A}$ is a Galois $C$-ring. Conversely if $\mathscr{A}$ is a Galois $C$-ring and associated to a weak entwining structure then by Lemma 3.4.5, $\left.\bar{\beta}\right|_{\mathscr{A}}: \mathscr{A} \rightarrow C \square_{B} C$ is a bijection, furthermore it is clear from the definition of $\bar{\beta}$ that it is a morphism in ${ }^{C} \mathbf{M}_{A}$. Now observe that the composition of the maps $\left.\bar{\beta}\right|_{\mathscr{A}}{ }^{-1}: C \square_{B} C \rightarrow \mathscr{A}$ and then the inclusion $\mathscr{A} \hookrightarrow C \otimes A$ is a morphism in ${ }^{C} \mathbf{M}_{A}$ splitting $\bar{\beta}$. Therefore $C \rightarrow B$ is a weak algebra-Galois coextension.

We have already demonstrated in this section how it is possible to associate a $C$-ring to a right-right entwining structure, now we show how to associate a $C$-ring to a left-left weak entwining structure.
Theorem 3.4.7. Let $\left(A, C, \psi_{L}\right)$ be a left-left weak entwining structure. Define the map

$$
\overline{p_{L}}: A \otimes C \rightarrow A \otimes C, \quad \overline{p_{L}}:=(\varepsilon \otimes A \otimes C) \circ\left(\psi_{L} \otimes C\right) \circ(A \otimes \Delta),
$$

and the set

$$
\mathscr{B}:=\operatorname{Im} \overline{p_{L}}=\left\{\sum_{E, i} \varepsilon\left(c_{(1) E}^{i} a^{i E} \otimes c_{(2)} \mid \sum_{i} a^{i} \otimes c^{i} \in A \otimes C\right\} .\right.
$$

Then $\overline{p_{L}}$ is a projection, i.e. $\overline{p_{L}} \circ \overline{p_{L}}=\overline{p_{L}}$, and
(1) $\mathscr{B}$ is a $(C, C)$-bicomodule with the left coaction ${ }^{\mathscr{B}} \rho:=\left(A \otimes \psi_{L}\right) \circ\left(A \otimes \Delta_{C}\right)$ and the right coaction $\rho^{\mathscr{B}}:=A \otimes \Delta_{C}$.
(2) The (C,C)-bicomodule $\mathscr{B}$ is a $C$-ring with product

$$
\mu_{\mathscr{B}}: \mathscr{B} \square{ }_{C} \mathscr{B} \rightarrow \mathscr{B}, \quad \sum_{i} a_{i} \otimes c_{i} \otimes a_{i}^{\prime} \otimes c_{i}^{\prime} \mapsto \sum_{i} a_{i} a_{i}^{\prime} \varepsilon\left(c_{i}\right) \otimes c_{i}^{\prime},
$$

and unit

$$
\eta_{\mathscr{B}}: C \rightarrow \mathscr{B}, \quad c \mapsto \overline{p_{L}}(1 \otimes c) .
$$

(3) $\mathscr{B}^{\mathbf{B}} \mathbf{M} \equiv{ }_{A}^{C} \mathbf{M}\left(\psi_{L}\right)$.

Proof. This theorem is simply a 'left handed' version of Theorem 3.4.1, and can be proved in a similar manner.

Before investigating the $C$-rings associated to an invertible weak entwining structure, it will be useful to recall the following result [1, Proposition 1.5].

Lemma 3.4.8. Let $\left(A, C, \psi_{R}, \psi_{L}\right)$ be an invertible weak entwining structure. Then $\overline{p_{R}}=p_{L}$ and $\overline{p_{L}}=p_{R}$.

Proof. To see that $\overline{p_{R}}=p_{L}$, take any $a \in A$ and $c \in C$, and compute

$$
\begin{aligned}
\overline{p_{R}}(c \otimes a) & =\sum_{\alpha} c_{(1)} \otimes a_{\alpha} \varepsilon\left(c_{(2)}^{\alpha}\right)=\sum_{\alpha} c_{(1)} \otimes \varepsilon\left(c_{(2)}^{\alpha}\right) 1_{\alpha} a \\
& =\sum_{E} c_{(1)} \otimes \varepsilon\left(c_{\left.(2)_{E}\right)} 1^{E} a=\sum_{E} c_{E} \otimes 1^{E} a=p_{L}(c \otimes a)\right.
\end{aligned}
$$

where the second equality follows by (2.17), the third by (2.24), and the fourth by (2.23). A similar calculation shows that $\overline{p_{L}}=p_{R}$.

Remark 3.4.9. Lemma 3.4 .8 shows that conditions (b) in the definition of an invertible weak entwining structure (Definition 2.3.2) may be replaced with alternative conditions:
(b*) $\psi_{R} \circ \psi_{L}=\overline{p_{L}}$ and $\psi_{L} \circ \psi_{R}=\overline{p_{R}}$.
Note further that both $\mathscr{A}$ and $\mathscr{B}$ are not only $C$-rings but also $A$-corings.
Remark 3.4.10. Using the previous remark and (2.18), it is clear that

$$
\begin{equation*}
\psi_{R} \circ \overline{p_{R}}=p_{R} \circ \psi_{R}=\psi_{R} . \tag{3.22}
\end{equation*}
$$

Similarly using (2.22)

$$
\begin{equation*}
\psi_{L} \circ \overline{p_{L}}=p_{L} \circ \psi_{L}=\psi_{L} \tag{3.23}
\end{equation*}
$$

Proposition 3.4.11. Let $\left(A, C, \psi_{R}, \psi_{L}\right)$ be an invertible weak entwining structure and let $\mathscr{A}=\operatorname{Im} \overline{p_{R}}$ and $\mathscr{B}=\operatorname{Im} \overline{p_{L}}$ be the corresponding C-rings. Then the restrictions of the entwining maps

$$
\psi_{L}: \mathscr{B} \rightarrow \mathscr{A}, \quad \psi_{R}: \mathscr{A} \rightarrow \mathscr{B}
$$

are inverse isomorphisms of C-rings.
Proof. Since $\overline{p_{R}}$ and $\overline{p_{L}}$ are projections, the conditions (b*) in Remark 3.4.9 imply that the restrictions of $\psi_{R}$ and $\psi_{L}$ to $\operatorname{Im} \overline{p_{R}}$ and $\operatorname{Im} \overline{p_{L}}$ respectively, are mutually inverse isomorphisms of vector spaces. Using (2.18) and the definitions of the $C$-coactions on $\mathscr{A}$ and $\mathscr{B}$, we can compute that

$$
\begin{aligned}
\left(\psi_{R} \otimes C\right) \circ \rho^{\mathscr{A}} \circ \overline{p_{R}} & =\left(\psi_{R} \otimes C\right) \circ\left(C \otimes \psi_{R}\right) \circ(\Delta \otimes A) \circ \overline{p_{R}} \\
& =(A \otimes \Delta) \circ \psi_{R} \circ \overline{p_{R}}=\rho^{\mathscr{B}} \circ \psi_{R} \circ \overline{p_{R}}
\end{aligned}
$$

therefore $\psi_{R}: \mathscr{A} \rightarrow \mathscr{B}$ is right $C$-colinear. Similarly one easily finds

$$
\begin{aligned}
{ }^{\mathscr{B}} \rho \circ \psi_{R} \circ \overline{p_{R}} & =\left(\psi_{L} \otimes C\right) \circ(A \otimes \Delta) \circ \psi_{R} \circ \overline{p_{R}} \\
& =\left(\psi_{L} \otimes C\right) \circ\left(\psi_{R} \otimes C\right) \circ\left(C \otimes \psi_{R}\right) \circ\left(\Delta_{C} \otimes A\right) \circ \overline{p_{R}} \\
& =\left(\overline{p_{R}} \otimes C\right) \circ \rho^{\mathscr{A}} \circ \overline{p_{R}}=\rho^{\mathscr{A}} \circ \overline{p_{R}}=\left(C \otimes \psi_{R}\right) \circ \mathscr{A} \rho \circ \overline{p_{R}},
\end{aligned}
$$

where the first equality follows by the definition of ${ }^{\mathscr{B}} \rho$, the second by (2.18) and the third by condition ( $b^{*}$ ) of Remark 3.4.9. Then the fourth equality follows since $\overline{p_{R}}$ is a projection with image $\mathscr{A}$. Finally, the last equality holds by the definitions of ${ }^{\mathscr{A}} \rho$ and $\rho^{\mathscr{A}}$. In view of
this calculation we conclude $\psi_{R}: \mathscr{A} \rightarrow \mathscr{B}$ is a left $C$-colinear map. By performing similar calculations it is straight forward to check that $\psi_{L}: \mathscr{B} \rightarrow \mathscr{A}$ is a ( $C, C$ )-bicomodule map.

We now show that $\psi_{R}: \mathscr{A} \rightarrow \mathscr{B}$ is unital and multiplicative. Firstly for the unitality take any $c \in C$ and compute

$$
\begin{aligned}
\psi_{R} \circ \eta_{\mathscr{A}}(c) & =\psi_{R} \circ \overline{p_{R}}(c \otimes 1)=\sum_{\alpha} 1_{\alpha} \otimes c^{\alpha} \\
& =\sum_{\alpha} \varepsilon\left(c_{(1)}^{\alpha}\right) 1_{\alpha} \otimes c_{(2)}=\sum_{E} \varepsilon\left(c_{(1) E}\right) 1^{E} \otimes c_{(2)} \\
& =\overline{p_{L}}(1 \otimes c)=\eta_{\mathscr{B}},
\end{aligned}
$$

where the second equality follows by (3.22), the third by (2.19) and the fourth by (2.24). Hence $\psi_{R}$ is a unital map. As for the multiplicativity, firstly observe that all elements of $\mathscr{A} \square_{C} \mathscr{A}$ are linear combinations of $x=\sum_{\alpha, \beta} c_{(1)} \otimes a_{\beta} \otimes c_{(2)}{ }^{\beta}{ }_{(1)} \otimes a_{\alpha}^{\prime} \varepsilon\left(c_{(2)}{ }^{\beta}{ }_{(2)}{ }^{\alpha}\right)$ with $a, a^{\prime} \in A$ and $c \in C$. For such elements the definition of the product in $\mathscr{A}$ and properties (2.16) and (3.22) yield

$$
\psi_{R} \circ \mu_{\mathscr{A}}(x)=\sum_{\alpha, \beta} \psi_{R}\left(c_{(1)} \otimes a_{\beta} a_{\alpha}^{\prime} \varepsilon\left(c_{(2)}^{\beta \alpha}\right)\right)=\psi_{R} \circ \overline{p_{R}}\left(c \otimes a a^{\prime}\right)=\psi_{R}\left(c \otimes a a^{\prime}\right) .
$$

On the other hand using (3.22) along with conditions (2.16) and (2.18), we compute

$$
\begin{aligned}
\mu_{\mathscr{B}} \circ\left(\psi_{R} \square_{c} \psi_{R}\right)(x) & =\sum_{\alpha} \mu_{\mathscr{B}} \circ\left(\psi_{R} \square_{c} \psi_{R}\right)\left(c_{(1)} \otimes a_{\alpha} \otimes \overline{p_{R}}\left(c_{(2)}^{\alpha} \otimes a^{\prime}\right)\right) \\
& =\sum_{\alpha, \beta, \gamma} a_{\alpha \beta} a_{\gamma}^{\prime} \varepsilon\left(c_{(1)}^{\beta}\right) \otimes c_{(2)}^{\alpha \gamma}=\psi_{R}\left(c \otimes a a^{\prime}\right) .
\end{aligned}
$$

Therefore we conclude that $\psi_{R}$ is multiplicative, completing the proof that $\psi_{R}$ is an isomorphism of $C$-rings.

Corollary 3.4.12. Let $\left(A, C, \psi_{R}, \psi_{L}\right)$ be an invertible weak entwining structure. If $C \in$ $\mathbf{M}\left(\psi_{R}\right)_{A}^{C}$, then $C \in{ }_{A}^{C} \mathbf{M}\left(\psi_{L}\right)$ with the action, for all $a \in A, c \in C$,

$$
a c=\sum_{E} c_{E(1)} \varepsilon\left(c_{E(2)} a^{E}\right)
$$

Proof. We arrive at this result by making the following chain of deductions. Firstly, $C \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$ so by Theorem 2.2.9, $C \in \mathbf{M}_{\mathscr{A}}$. Explicitly (3.17) tells us that the corresponding right $\mathscr{A}$-action is, for all $c \otimes a \in \mathscr{A}$ (summation suppressed for clarity) and $c^{\prime} \in C$,

$$
c^{\prime} \triangleleft(c \otimes a)=\varepsilon(c) c^{\prime} a .
$$

Since there is always a trivial matrix context $\left(C, C,{ }^{C} C^{C},{ }^{C} C^{C}, \sigma, \tau\right)$, as described in Proposition 3.3.14, Lemma 3.3.1 tell us that $C \in \mathscr{A} \mathbf{M}$ with the left $\mathscr{A}$-action

$$
(c \otimes a) \triangleright c^{\prime}=\sum c_{(1)} \varepsilon\left(c_{(2)} a\right) \varepsilon\left(c^{\prime}\right)
$$

By Proposition 3.4.11, $\psi_{L}: \mathscr{B} \rightarrow \mathscr{A}$ is an isomorphism of $C$-rings and so $C \in \mathscr{B}$ M with left $\mathscr{B}$-action

$$
(a \otimes c) \triangleright c^{\prime}=\sum_{E}\left(c_{E} \otimes a^{E}\right) \triangleright c^{\prime}=\sum_{E} c_{E(1)} \varepsilon\left(c_{E(2)} a^{E}\right) \varepsilon\left(c^{\prime}\right) .
$$

Finally we can use the correspondence $\mathscr{B} \mathbf{M} \equiv{ }_{A}^{C} \mathbf{M}\left(\psi_{L}\right)$ (cf. Theorem 2.2.10) to view $C$ in ${ }_{A}^{C} \mathbf{M}\left(\psi_{L}\right)$. Explicitly we apply the functor $\Psi: \mathscr{B}^{\mathbf{M}} \mathbf{M} \rightarrow{ }_{A}^{C} \mathbf{M}\left(\psi_{L}\right)$, which leaves the objects and morphisms unchanged as vector spaces but which changes the left $\mathscr{B}$-actions $\overline{M \rho}$ to a left $A$-actions $\Psi(\overline{M \rho})$ defined

$$
\Psi(\bar{M} \rho): A \otimes M \rightarrow M, \quad \Psi(\bar{M} \rho):=\overline{M \rho} \circ\left(\overline{p_{L}} \square_{C} M\right) \circ\left(A \otimes^{M} \rho\right)
$$

We have already demonstrated how to associate a $C$-ring to a weak entwining structure. Now we look for purely $C$-ring theoretic conditions which allow us to determine that a $C$-ring is of the type that arises from a weak entwining structure. As a corollary of the criteria that we find, we show that the Sweedler $C$-ring corresponding to a weak $A$-Galois coextension is of this type. By expanding on the conditions we are also able to characterize $C$-rings that arise from invertible weak entwining structures.

Proposition 3.4.13. Let $A$ be an algebra and $\mathscr{A}$ be a $C$-ring. Suppose in addition $\mathscr{A} \in{ }^{C} \mathbf{M}_{A}$ and there exists a right $A$-linear map $\theta: \mathscr{A} \rightarrow$ A satisfying the diagram


Then $\psi: C \otimes A \rightarrow A \otimes C$ defined to be the composition

$$
C \otimes A \xrightarrow{\eta_{\mathscr{A}} \otimes A} \mathscr{A} \otimes A \xrightarrow{\rho_{\mathscr{A}}} \mathscr{A} \xrightarrow{\rho_{\mathscr{A}}} \mathscr{A} \otimes C \xrightarrow{\theta \otimes C} A \otimes C,
$$

makes $(A, C, \psi)$ into a weak entwining structure. Moreover the $C$-ring $\mathscr{B}$ associated to this weak entwining structure is isomorphic to $\mathscr{A}$ via the map $\chi: \mathscr{B} \rightarrow \mathscr{A}$ defined as $\chi:=\left.\rho_{\mathscr{A}} \circ\left(\eta_{\mathscr{A}} \otimes A\right)\right|_{\mathscr{B}}$.

Proof. In what follows we adopt the convention of writing $\eta_{\mathscr{A}}$ as $\eta$ and denote the right $A$-action on $\mathscr{A}$ by $\rho_{\mathscr{A}}\left(a \otimes a^{\prime}\right)=a \cdot a^{\prime}$. Before checking the required computations notice that the diagram implies the product in $\mathscr{A}$ is right $A$-linear since it is the composition of two right $A$-linear maps. To see that $\psi$ preserves the coproduct in coalgebra observe that, for all $a \in A$ and $c \in C$,

$$
\begin{aligned}
&(\psi \otimes C) \circ(C \otimes \psi) \circ(\Delta \otimes A)(c \otimes a) \\
&=\sum(\psi \otimes C)\left(c_{(1)} \otimes \theta\left(\left(\eta\left(c_{(2)}\right) \cdot a\right)_{[0]}\right) \otimes\left(\eta\left(c_{(2)}\right) \cdot a\right)_{[1]}\right) \\
&=\sum(\psi \otimes C)\left(\eta(c)_{[-1]} \otimes \theta\left(\left(\eta(c)_{[0]} \cdot a\right)_{[0]}\right) \otimes\left(\eta(c)_{[0]} \cdot a\right)_{[1]}\right) \\
&=\sum(\psi \otimes C)\left((\eta(c) \cdot a)_{[-1]} \otimes \theta\left((\eta(c) \cdot a)_{[0]}\right) \otimes(\eta(c) \cdot a)_{[1]}\right) \\
&=\sum \theta\left((\eta(c) \cdot a)_{[0]}\right) \otimes(\eta(c) \cdot a)_{[1]} \otimes(\eta(c) \cdot a)_{[2]} \\
&=(A \otimes \Delta) \circ \psi(c \otimes a) .
\end{aligned}
$$

Here the second equality follows because $\eta$ is left $C$-colinear and the third by the right $A$-linearity of ${ }^{\mathscr{A}} \rho$. The penultimate equality then follows since

$$
\sum \eta\left((\eta(c) \cdot a)_{[-1]}\right) \cdot \theta\left((\eta(c) \cdot a)_{[0]}\right)=\sum \eta\left((\eta(c) \cdot a)_{[-1]}\right)(\eta(c) \cdot a)_{[0]}=\eta(c) \cdot a
$$

by virtue of the assumption that $\mu_{\mathscr{A}}=\rho_{\mathscr{A}} \circ\left(\mathscr{A} \square{ }_{c} \theta\right)$. For the preservation of the multiplication in the algebra compute, for all $a, b \in A$ and $c \in C$,

$$
\begin{aligned}
& (\mu \otimes C) \circ(A \otimes \psi) \circ(\psi \otimes A) \circ(c \otimes a \otimes b) \quad=\sum(\mu \otimes C) \circ\left(\theta\left((\eta(c) \cdot a)_{[0]}\right) \otimes \theta\left(\left(\eta\left((\eta(c) \cdot a)_{[1]}\right) \cdot b\right)_{[0]}\right) \otimes\left(\eta\left((\eta(c) \cdot a)_{[1]}\right) \cdot b\right)_{[1]}\right) \\
& \quad=\sum \theta\left((\eta(c) \cdot a)_{[0]}\left(\left(\eta\left((\eta(c) \cdot a)_{[1]}\right)\right) \cdot b\right)_{[0]}\right) \otimes\left(\eta\left((\eta(c) \cdot a)_{[1]}\right) \cdot b\right)_{[1]} \\
& \quad=\sum \theta\left(\left((\eta(c) \cdot a)_{[0]} \eta\left((\eta(c) \cdot a)_{[1]}\right) \cdot b\right)_{[0]}\right) \otimes\left((\eta(c) \cdot a)_{[0]} \eta\left((\eta(c) \cdot a)_{[1]}\right) \cdot b\right)_{[1]} \\
& \quad=\sum \theta\left((\eta(c) \cdot a b)_{[0]}\right) \otimes(\eta(c) \cdot a b)_{[1]} \\
& \quad=\psi \circ\left(C \otimes \mu_{A}\right)(c \otimes a \otimes b) .
\end{aligned}
$$

Here the second equality follows by the diagram and the right $A$-linearity of $\theta$, and the third since product in $\mathscr{A}$ is right $C$-colinear. To show that $\psi$ respects the unit of the algebra compute, for all $c \in C$,

$$
\begin{aligned}
\sum_{\alpha} 1_{\alpha} \otimes c^{\alpha} & =\sum \theta\left((\eta(c))_{[0]}\right) \otimes(\eta(c))_{[1]} \\
& =\sum \theta\left(\eta\left(c_{(1)}\right)\right) \otimes c_{(2)} \\
& =\sum \varepsilon\left(\left(\eta\left(c_{(1)}\right)\right)_{[1]}\right) \theta\left(\left(\eta\left(c_{(1)}\right)\right)_{[0]}\right) \otimes c_{(2)} \\
& =\sum_{\alpha} \varepsilon\left(c_{(1)}^{\alpha}\right) 1_{\alpha} \otimes c_{(2)} .
\end{aligned}
$$

Here the second equality follows from the right $C$-colinearity of $\eta$. Similarly for the algebra structure one computes that, for all $a \in A$ and $c \in C$,

$$
\begin{aligned}
\sum_{\alpha} a_{\alpha} \varepsilon\left(c^{\alpha}\right) & =\sum \theta\left((\eta(c) \cdot a)_{[0]}\right) \varepsilon\left((\eta(c) \cdot a)_{[1]}\right) \\
& =\theta(\eta(c)) a \\
& =\sum_{\alpha} \varepsilon\left(c^{\alpha}\right) 1_{\alpha} a .
\end{aligned}
$$

Hence $(A, C, \psi)$ is a weak entwining structure. Now we check that $\chi:=\left.\rho_{\mathscr{A}} \circ\left(\eta_{\mathscr{A}} \otimes A\right)\right|_{\mathscr{B}}$ is morphism of $C$-rings. Firstly since it is a composition of left $C$-colinear maps it is left $C$-colinear. Then observe, for any $a \in A$ and $c \in C$,

$$
\begin{aligned}
\sum_{\alpha} \eta\left(c_{(1)}\right) \cdot a_{\alpha} \otimes c_{(2)} & \\
& =\sum \eta\left(c_{(1)}\right) \cdot \theta\left(\left(\eta\left(c_{(2)}\right) \cdot a\right)_{[0]}\right) \otimes\left(\eta\left(c_{(2)}\right) \cdot a\right)_{[1]} \\
& =\sum \eta(c)_{[0]}\left(\eta\left((\eta(c))_{[1]}\right) \cdot a\right)_{[0]} \otimes\left(\eta\left((\eta(c))_{[1]}\right) \cdot a\right)_{[1]} \\
& \left.\left.=\sum\left((\eta(c))_{[0]} \eta\left((\eta(c))_{[1]}\right) \cdot a\right)\right)_{[0]} \otimes\left((\eta(c))_{[0]} \eta\left((\eta(c))_{[1]}\right) \cdot a\right)\right)_{[1]} \\
& =\sum(\eta(c) \cdot a)_{[0]} \otimes(\eta(c) \cdot a)_{[1]},
\end{aligned}
$$

by multiple use of the properties of $\eta$, the right $A$-linearity and right $C$-colinearity of the product in $\mathscr{A}$. From this calculation it is clear that $\chi$ is right $C$-colinear. Now to show that $\chi$ is multiplicative first notice that all elements of $\mathscr{B} \square \mathscr{B}$ are linear combinations of

$$
x=\sum c_{(1)} \otimes \theta\left(\left(\eta\left(c_{(2)}\right) \cdot a\right)_{[0]}\right) \otimes\left(\eta\left(c_{(2)}\right) \cdot a\right)_{[1]} \otimes a^{\prime} \varepsilon\left(c^{\prime}\right)
$$

with $a, a^{\prime} \in A$ and $c, c^{\prime} \in C$. For such an element

$$
\begin{aligned}
\mu_{\mathscr{A}} \circ\left(\chi \square_{c} \chi\right)(x) & =\sum\left(\eta\left(c_{(1)}\right) \cdot \theta\left(\left(\eta\left(c_{(2)}\right) \cdot a\right)_{[0]}\right) \eta\left(\left(\eta\left(c_{(2)}\right) \cdot a\right)_{[1]}\right) \cdot a^{\prime} \varepsilon\left(c^{\prime}\right)\right. \\
& =\sum(\eta(c) \cdot a)_{[0]} \eta\left((\eta(c) \cdot a)_{[1]}\right) \cdot a^{\prime} \varepsilon\left(c^{\prime}\right) \\
& =(\eta(c) \cdot a) \cdot a^{\prime} \varepsilon\left(c^{\prime}\right) \\
& =\eta(c) \cdot a a^{\prime} \varepsilon\left(c^{\prime}\right)
\end{aligned}
$$

Here the second equality follows by the the same considerations employed to show the right $C$-colinearity of $\chi$. On the other hand

$$
\begin{aligned}
\chi \circ \mu_{\mathscr{B}}(x) & =\sum \chi\left(c_{(1)} \otimes \theta\left(\eta\left(c_{(2)}\right) \cdot a\right) a^{\prime} \varepsilon\left(c^{\prime}\right)\right) \\
& =\sum \eta\left(c_{(1)}\right) \cdot \theta\left(\eta\left(c_{(2)}\right) \cdot a\right) a^{\prime} \varepsilon\left(c^{\prime}\right) \\
& =\sum \eta\left((\eta(c))_{[-1]}\right) \eta(c)_{[0]} \cdot a a^{\prime} \varepsilon\left(c^{\prime}\right)=\eta(c) \cdot a a^{\prime} \varepsilon\left(c^{\prime}\right) .
\end{aligned}
$$

Here the third equality follows by the properties of $\eta$. Hence $\chi$ is multiplicative. That $\chi$ preserves the unit follows since, for all $c \in C$,

$$
\begin{aligned}
\chi \circ \eta_{\mathscr{B}}(c) & =\chi\left(c_{(1)} \otimes 1_{\alpha} \varepsilon\left(c_{(2)}^{\alpha}\right)\right)=\eta_{\mathscr{A}}\left(c_{(1)}\right) \cdot \theta\left(\eta_{\mathscr{A}}\left(c_{(2)}\right)\right) \\
& =\eta_{\mathscr{A}}\left(\left(\eta_{\mathscr{A}}(c)\right)_{[-1]}\right) \eta_{\mathscr{A}}(c)_{[0]}=\eta_{\mathscr{A}}(c) .
\end{aligned}
$$

To finish the proof of the proposition we now give an inverse for $\chi$. Define

$$
\begin{equation*}
\chi^{-1}: \mathscr{A} \rightarrow \mathscr{B}, \quad \chi^{-1}:=(C \otimes \theta) \circ^{\mathscr{A}} \rho \tag{3.24}
\end{equation*}
$$

First we check $\chi^{-1}(\mathscr{A}) \subset \mathscr{B}$, recall elements of $\mathscr{B}$ are precisely the elements of $C \otimes A$ which are invariant under the map $\overline{p_{R}}:=(C \otimes A \otimes \varepsilon) \circ(C \otimes \psi) \circ(\Delta \otimes A)$ now observe, for all $a \in \mathscr{A}$,

$$
\begin{aligned}
\overline{p_{R}} \circ \chi^{-1}(a) & =\sum a_{[-1](1)} \otimes \theta\left(\left(\eta\left(a_{[-1](2)}\right) \cdot \theta\left(a_{[0]}\right)\right)\right) \\
& =\sum\left(\eta\left(a_{[-1]}\right)\right)_{[-1]} \otimes \theta\left(\left(\eta\left(a_{[-1]}\right)\right)_{[0]} a_{[0]}\right) \\
& =\sum\left(\eta\left(a_{[-1]}\right) a_{[0]}\right)_{[-1]} \otimes \theta\left(\left(\eta\left(a_{[-1]}\right) a_{[0]}\right)_{[0]}\right) \\
& =\sum a_{[-1]} \otimes \theta\left(a_{[0]}\right) \\
& =\chi^{-1}(a) .
\end{aligned}
$$

Here the second equality follows by the diagram satisfied by $\theta$ and the left $C$-colinearity of $\eta$. The third equality follows by the left $C$-colinearity of the product in $\mathscr{A}$. Now check
that $\chi^{-1}$ as defined is indeed the inverse of $\chi$. Again compute, for all $a \in A$ and $c \in C$,

$$
\begin{aligned}
\sum_{\alpha} \chi^{-1} \circ \chi\left(c_{(1)} \otimes a_{\alpha} \varepsilon\left(c_{(2)}^{\alpha}\right)\right) & =\sum_{\alpha} \chi^{-1}\left(\eta\left(c_{(1)}\right) \cdot a_{\alpha} \varepsilon\left(c_{(2)}^{\alpha}\right)\right) \\
& =\sum_{\alpha} \eta\left(c_{(1)}\right)_{[-1]} \otimes \theta\left(\eta\left(c_{(1)}\right)_{[0]}\right) a_{\alpha} \varepsilon\left(c_{(2)}^{\alpha}\right) \\
& =\sum_{\alpha} c_{(1)} \otimes \theta\left(\eta\left(c_{(2)}\right)\right) a_{\alpha} \varepsilon\left(c_{(3)}^{\alpha}\right) \\
& =\sum c_{(1)} \otimes \theta\left(\eta\left(c_{(2)}\right)\right) \theta\left(\eta\left(c_{(3)}\right)\right) a \\
& =\sum c_{(1)} \otimes \theta\left(\eta\left(c_{(2)}\right) \eta\left(c_{(3)}\right)\right) a \\
& =\sum c_{(1)} \otimes \theta\left(\eta\left(c_{(2)}\right)\right) a \\
& =\sum_{\alpha} c_{(1)} \otimes a_{\alpha} \varepsilon\left(c_{(2)}^{\alpha}\right) .
\end{aligned}
$$

By the right $A$-linearity of $\theta$, the assumption that $\mu_{\mathscr{A}}=\rho_{\mathscr{A}} \circ\left(\mathscr{A}{ }_{C} \theta\right)$, the definition of $\psi$ and the properties of the map $\eta$. That $\chi \circ \chi^{-1}$ is the identity is a much simpler calculation, for all $a \in \mathscr{A}$,

$$
\chi \circ \chi^{-1}(a)=\sum \chi\left(a_{[-1]} \otimes \theta\left(a_{[0]}\right)\right)=\sum \eta\left(a_{[-1]}\right) \cdot \theta\left(a_{[0]}\right)=\sum \eta\left(a_{[-1]}\right) a_{[0]}=a .
$$

By the diagram that $\theta$ satisfies and the properties of $\eta$. This completes the proof.
Remark 3.4.14. It is easy to see that with the additional requirement that

the assumptions of Proposition 3.4 .13 will force $\mathscr{A}$ to be isomorphic to a $C$-ring associated to a non-weak entwining structure.

Corollary 3.4.15. Suppose $C \rightarrow B$ is a weak $A$-Galois coextension then the canonical coring $C \square_{B} C$ comes from a weak entwining structure.

Proof. By definition of $B$ we know that $C \square_{B} C \in{ }^{C} \mathbf{M}_{A}$. Also recall, from the proof of Theorem 3.4.3 there is a right $A$-linear map $\widehat{\tau}: C \square_{B} C \rightarrow A$, which we termed the cotranslation map, which is right $A$-linear. By the definition of this map it satisfies

$$
\rho_{C} \circ(C \otimes \widehat{\tau}) \circ(\Delta \otimes C)=\varepsilon \otimes C
$$

With this in mind it is clear the $\widehat{\tau}$ satisfies the diagram of the previous proposition since elements of $C \square_{B} C \square_{C} C{ }_{B} C$ have the form $c^{1} \otimes c^{2}{ }_{(1)} \otimes c^{2}{ }_{(2)} \otimes c^{3}$ (summation suppressed) and so

$$
\begin{aligned}
& \sum \rho_{\mathscr{A}} \circ(\mathscr{A} \otimes \hat{\tau})\left(c^{1} \otimes{c^{2}{ }_{(1)} \otimes c^{2}{ }_{(2)}}^{\otimes} c^{3}\right) \\
&=\sum\left(C \otimes \rho_{C}\right) \circ(\mathscr{A} \otimes \hat{\tau})\left(c^{1} \otimes c^{2}{ }_{(1)} \otimes c^{2}{ }_{(2)} \otimes c^{3}\right) \\
&=c^{1} \otimes \varepsilon\left(c^{2}\right) c^{3} .
\end{aligned}
$$

Now note this is precisely the product of these elements in $C \square_{B} C$. Hence can apply the previous proposition with $\theta=\widehat{\tau}$ to get required result.

Remark 3.4.16. From the previous corollary it is clear that the construction of a weak entwining structure from a $C$-ring in ${ }^{C} \mathbf{M}_{A}$ satisfying the conditions given in Proposition 3.4.13 generalizes the construction of a weak entwining structure from a weak $A$-Galois coextension as described in Theorem 2.2.12. In the sense that the weak entwining structure associated to a weak $A$-Galois coextension $C \rightarrow B$, as constructed in Theorem 2.2.12, can also be obtained by feeding the associated Sweedler type $C$-ring $C \square_{B} C$, which satisfies the hypotheses by the previous Corollary, into Proposition 3.4.13.

Also note that for all weak entwining structures $\left(A, C, \psi_{R}\right)$, the associated $C$-ring $\mathscr{A}$ satisfies the hypotheses of Proposition 3.4.13 when combined with the map $\varepsilon \otimes A: \mathscr{A} \rightarrow A$, and the weak entwining structure generated is $\left(A, C, \psi_{R}\right)$. Therefore all weak entwining structures can be generated in the way outlined in Proposition 3.4.13.

Corollary 3.4.17. Let A be an algebra and $\mathscr{A}$ a $C$-ring. Suppose in addition that $\mathscr{A} \in$ ${ }^{C} \mathbf{M}_{A} \cap_{A} \mathbf{M}^{C}$ and there exists a map $\varepsilon_{\mathscr{A}}: \mathscr{A} \rightarrow A$ which is both left and right $A$-linear satisfying the diagram


Then for the maps

$$
\begin{array}{ll}
\psi_{R}: C \otimes A \rightarrow A \otimes C, & \psi_{R}:=\left(\varepsilon_{\mathscr{A}} \otimes C\right) \circ \rho^{\mathscr{A}} \circ \rho_{\mathscr{A}} \circ\left(\eta_{\mathscr{A}} \otimes A\right), \\
\psi_{L}: A \otimes C \rightarrow C \otimes A, & \psi_{L}:=\left(C \otimes \varepsilon_{\mathscr{A}}\right) \circ^{\mathscr{A}} \rho \circ \mathscr{A} \rho \circ\left(A \otimes \eta_{\mathscr{A}}\right),
\end{array}
$$

$\left(A, C, \psi_{L}, \psi_{R}\right)$ is a weakly invertible entwining structure. Moreover with the additional assumption that $\mathscr{A} \in{ }_{A} \mathbf{M}_{A}, \mathscr{A}$ is also an $A$-coring with counit $\varepsilon_{\mathscr{A}}$ and product

$$
\Delta_{\mathscr{A}}: \mathscr{A} \rightarrow \mathscr{A} \underset{A}{\otimes} \mathscr{A}, \quad \Delta_{\mathscr{A}}(a)=\sum \eta_{\mathscr{A}}\left(a_{[-1]}\right) \otimes_{A} a_{[0]}
$$

Recall that associated to an invertible entwining structure is an object $\mathscr{B}$ which is both a $C$-ring and an A-coring. Now with this additional structure

$$
\chi: \mathscr{B} \rightarrow \mathscr{A}, \quad \chi:=\left.\rho_{\mathscr{A}} \circ\left(\eta_{\mathscr{A}} \otimes A\right)\right|_{\mathscr{B}},
$$

is an isomorphism of $C$-rings and $A$-corings.
Proof. That $\psi_{R}$ is a right-right entwining structure follows from the proposition. Similarly one can prove a left handed version of the proposition and this will imply that $\psi_{L}$
is a left-left entwining structure. Now with these assumptions

$$
\begin{aligned}
\overline{p_{R}} & =(C \otimes A \otimes \varepsilon) \circ\left(C \otimes \psi_{R}\right) \circ\left(\Delta_{C} \otimes A\right) \\
& =(C \otimes A \otimes \varepsilon) \circ\left(C \otimes\left(\left(\varepsilon_{\mathscr{A}} \otimes C\right) \circ \rho^{\mathscr{A}} \circ \rho_{\mathscr{A}} \circ\left(\eta_{\mathscr{A}} \otimes A\right)\right)\right) \circ\left(\Delta_{C} \otimes A\right) \\
& =\left(C \otimes \varepsilon_{\mathscr{A}}\right) \circ\left(C \otimes \rho_{\mathscr{A}}\right) \circ\left(C \otimes \eta_{\mathscr{A}} \otimes A\right) \circ\left(\Delta_{C} \otimes A\right) \\
& =\left(C \otimes \varepsilon_{\mathscr{A}}\right) \circ\left(C \otimes \rho_{\mathscr{A}}\right) \circ\left({ }^{\mathscr{A}} \rho \otimes A\right) \circ\left(\eta_{\mathscr{A}} \otimes A\right) \\
& =\left(C \otimes \varepsilon_{\mathscr{A}}\right) \circ \mathscr{A} \rho \circ \rho_{\mathscr{A}} \circ\left(\eta_{\mathscr{A}} \otimes A\right) .
\end{aligned}
$$

Here the third equality follows by the counitality of $\rho^{\mathscr{A}}$ the fourth by the left $C$-colinearity of $\eta_{\mathscr{A}}$ and final equality since the right $A$-action on $\mathscr{A}$ is left $C$-colinear. Similarly

$$
\begin{aligned}
\psi_{L} \circ \psi_{R} & =\left(C \otimes \varepsilon_{\mathscr{A}}\right) \circ \mathscr{A} \rho \circ \mathscr{A} \rho \circ\left(A \otimes \eta_{\mathscr{A}}\right) \circ\left(\varepsilon_{\mathscr{A}} \otimes C\right) \circ \rho^{\mathscr{A}} \circ \rho_{\mathscr{A}} \circ\left(\eta_{\mathscr{A}} \otimes A\right) \\
& =\left(C \otimes \varepsilon_{\mathscr{A}}\right) \circ \mathscr{A} \rho \circ \mathscr{A} \rho \circ\left(\varepsilon_{\mathscr{A}} \otimes \mathscr{A}\right) \circ\left(\mathscr{A} \otimes \eta_{\mathscr{A}}\right) \circ \rho^{\mathscr{A}} \circ \rho_{\mathscr{A}} \circ\left(\eta_{\mathscr{A}} \otimes A\right) \\
& =\left(C \otimes \varepsilon_{\mathscr{A}}\right) \circ \mathscr{A} \rho \circ \mu_{\mathscr{A}} \circ\left(\mathscr{A} \otimes \eta_{\mathscr{A}}\right) \circ \rho^{\mathscr{A}} \circ \rho_{\mathscr{A}} \circ\left(\eta_{\mathscr{A}} \otimes A\right) \\
& =\left(C \otimes \varepsilon_{\mathscr{A}}\right) \circ{ }^{\mathscr{A}} \rho \circ \rho_{\mathscr{A}} \circ\left(\eta_{\mathscr{A}} \otimes A\right) \\
& =\overline{p_{R}} .
\end{aligned}
$$

Where the third equality follows by the diagram and the fourth by the unitality of $\eta_{\mathscr{A}}$. Likewise, one shows $\psi_{R} \circ \psi_{L}=\overline{p_{L}}$. It is immediately clear that $\chi$ is right $A$-linear. To see that it is left $\mathscr{A}$-linear observe, for all $a, a^{\prime} \in A$ and $c \in C$,

$$
\begin{aligned}
\chi\left(a^{\prime} \cdot(c \otimes a)\right) & =\sum\left(\eta_{\mathscr{A}}\left(\left(a^{\prime} \cdot \eta(c)\right)_{[-1]}\right)\right) \cdot \varepsilon_{\mathscr{A}}\left(\left(a^{\prime} \cdot \eta_{\mathscr{A}}(c)\right)_{[0]}\right) a \\
& =a^{\prime} \cdot \eta_{\mathscr{A}}(c) \cdot a \\
& =a^{\prime} \cdot \chi(c \otimes a) .
\end{aligned}
$$

Here the second equality follows by the diagram. Hence

$$
\begin{gathered}
(\chi \underset{A}{\otimes} \chi) \circ \Delta_{\mathscr{B}} \circ \chi^{-1}(a)=\sum \eta_{\mathscr{A}}\left(a_{[-1]}\right) \underset{A}{\otimes} a_{[0]}=\Delta_{\mathscr{A}}(a), \\
\varepsilon_{\mathscr{B}} \circ \chi^{-1}=\varepsilon_{\mathscr{A}},
\end{gathered}
$$

define an $A$-coring structure on $\mathscr{A}$ which has the required properties.

## Chapter 4

## Structure theorems for coextensions and extensions

### 4.1 Coextensions of self-injective algebras

In this section we investigate coalgebras which are right entwined modules over an invertible weak entwining structure. In particular we will give a criterion for such a coalgebra $C$, over a field $k$, which is a right entwined module for an invertible weak entwining structure ( $A, C, \psi_{R}, \psi_{L}$ ), to be weak $A$-Galois coextension. Since we will be working under the assumption $C \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}, S=E_{\mathscr{A}}(C)$ (where $\mathscr{A}$ is the $C$-ring associated to $\left(A, C, \psi_{R}\right)$ ) will be isomorphic to $B_{K}$, by the isomorphism described in the proof of Proposition 3.3.14. Moreover by Lemma 3.4.4 it is clear that $B_{K}=B$, so for simplicity we shall henceforth denote all these objects by $B$.

Proposition 4.1.1. Let $\left(A, C, \psi_{R}, \psi_{L}\right)$ be an invertible weak entwining structure such that $C$ is a right entwined module, and let $\mathscr{A}$ be the $C$-ring corresponding to $\left(A, C, \psi_{R}\right)$. View $C$ as a left $A$-module as in Corollary 3.4.12. Then $C \rightarrow B$ is a weak $A$-Galois coextension and $C$ is injective as a left $B$-comodule if and only if there exists a $k$-linear map $\hat{g}: C \otimes C \rightarrow A$ such that, for all $c \in C$ and $a \in A$,

$$
\begin{equation*}
\sum_{\alpha} a_{\alpha} \hat{g}\left(c^{\alpha} \otimes c^{\prime}\right)=\sum_{\alpha} \hat{g}\left(a_{\alpha} c^{\alpha} \otimes c^{\prime}\right) \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum \hat{g}\left(c_{(1)} \otimes c_{(2)} a\right)=\sum_{\alpha} a_{\alpha} \varepsilon_{C}\left(c^{\alpha}\right) \tag{4.2}
\end{equation*}
$$

Since in Proposition 4.1.1 it is assumed that $C \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$, using Theorem 3.4.1 we can deduce that $C \in \mathbf{M}_{\mathscr{A}}$ with the action given in (3.17). Therefore, combining Proposition 3.4.6 and Proposition 3.3.14 we find that $C \rightarrow B$ is a weak $A$-Galois coextension and $C$ is injective as a left $B$-comodule if and only if $C$ is a principal $\mathscr{A}$-module. In light of this observation, we set about proving Proposition 4.1.1 by finding criteria for $C$ to be principal $\mathscr{A}$-module. By Theorem 3.3.16 this problem reduces to finding necessary and sufficient conditions for there to exist a left $\mathscr{A}$-module retraction of $\beta: \mathscr{A} \rightarrow C \otimes C$ (as defined in

Proposition 3.3.6), where the right $\mathscr{A}$-module structure on $C \otimes C$ is that induced in the obvious way from the left $\mathscr{A}$-action on $C$ given by Lemma 3.3.1. Explicitly

$$
\overline{C \otimes C}: \mathscr{A} \otimes C \simeq \mathscr{A} \square C \otimes C \rightarrow C \otimes C, \quad c \otimes a \otimes c_{c}^{\prime} \mapsto \sum c_{(1)} \varepsilon_{C}\left(c_{(2)} a\right) \otimes c^{\prime} .
$$

Before considering the problem of when there is a left $\mathscr{A}$-module retraction of $\beta$, we first study left $\mathscr{A}$-linear maps $C \otimes C \rightarrow \mathscr{A}$.

Lemma 4.1.2. Suppose $\left(A, C, \psi_{R}, \psi_{L}\right)$ is an invertible weak entwining structure with $C \in$ $\mathbf{M}\left(\psi_{R}\right)_{A}^{C}$. Then there is a bijective correspondence between left $\mathscr{A}$-linear maps $g: C \otimes C \rightarrow$ $\mathscr{A}$ and $k$-linear maps $\hat{g}: C \otimes C \rightarrow A$ satisfying condition (4.1).

Proof. Substituting the definition of the left $A$-action in Corollary 3.4.12 the condition 4.1 becomes

$$
\begin{equation*}
\sum_{\alpha} a_{\alpha} \hat{g}\left(c^{\alpha} \otimes c^{\prime}\right)=\sum \hat{g}\left(c_{(1)} \otimes c^{\prime}\right) \varepsilon_{C}\left(c_{(2)} a\right) . \tag{4.3}
\end{equation*}
$$

Given a $k$-linear map $\hat{g}$ satisfying 4.1 we define

$$
\begin{equation*}
g: C \otimes C \rightarrow \mathscr{A}, \quad g:=\overline{p_{R}} \circ(C \otimes \hat{g}) \circ\left(\Delta_{C} \otimes C\right) \tag{4.4}
\end{equation*}
$$

so on elements $g\left(d \otimes d^{\prime}\right)=\sum_{\alpha} d_{(1)} \otimes \hat{g}\left(d_{(3)} \otimes d^{\prime}\right)_{\alpha} \varepsilon_{C}\left(d_{(2)}{ }^{\alpha}\right)$. Using (2.17), (2.19) and condition (4.3), we find that, for all $d, d^{\prime} \in C$,

$$
\sum_{\alpha} \hat{g}\left(d_{(2)} \otimes d^{\prime}\right)_{\alpha} \varepsilon_{C}\left(d_{(1)}^{\alpha}\right)=\sum_{\alpha} \varepsilon_{C}\left(d_{(1)}^{\alpha}\right) 1_{\alpha} \hat{g}\left(d_{(2)} \otimes d^{\prime}\right)=\sum_{\alpha} 1_{\alpha} \hat{g}\left(d^{\alpha} \otimes d^{\prime}\right)=\hat{g}\left(d \otimes d^{\prime}\right)
$$

hence

$$
\begin{equation*}
g\left(d \otimes d^{\prime}\right)=\sum d_{(1)} \otimes \hat{g}\left(d_{(2)} \otimes d^{\prime}\right) \tag{4.5}
\end{equation*}
$$

Now observe that all elements of $\mathscr{A} \square C \otimes C$ are linear combinations of

$$
x=\sum_{\alpha} c_{(1)} \otimes a_{\alpha} \otimes c_{(2)}^{\alpha} \otimes d
$$

with $a \in A$ and $c, d \in C$, and for such elements

$$
\begin{aligned}
g \circ \overline{C_{\otimes C} \rho}(x) & =\sum_{\alpha} g\left(\left(c_{(1)} \otimes a_{\alpha}\right) \triangleright\left(c_{(2)}^{\alpha} \otimes d\right)\right) \\
& =\sum_{\alpha} g\left(c_{(1)} \varepsilon_{C}\left(c_{(2)} a_{\alpha}\right) \varepsilon_{C}\left(c_{(3)}^{\alpha}\right) \otimes d\right) \\
& =\sum_{(1)} c_{(1)} \hat{g}\left(c_{(2)} \otimes d\right) \varepsilon_{C}\left(c_{(3)} a\right) \\
& =\sum_{\alpha} c_{(1)} \otimes a_{\alpha} \hat{g}\left(c_{(2)}^{\alpha} \otimes d\right) \\
& =\sum_{\alpha} c_{(1)} \otimes a_{\alpha}\left(\left(\varepsilon_{C} \otimes A\right) \circ g\left(c_{(2)}^{\alpha} \otimes d\right)\right) \\
& =\mu_{\mathscr{A}} \circ(\mathscr{A} \square g)(x),
\end{aligned}
$$

where the third equality follows by the assumption that $C \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$ and the fourth by condition 4.3. For the fifth equality apply $\left(\varepsilon_{C} \otimes C\right)$ to (4.5), to see that $\hat{g}=\left(\varepsilon_{C} \otimes A\right) \circ g$.

The final equality is then clear from the definition of $\mu_{\mathscr{A} A}$. Therefore $g$ is a left $\mathscr{A}$-linear map.

For the converse, given a left $\mathscr{A}$-linear map $g: C \otimes C \rightarrow \mathscr{A}$ define

$$
\begin{equation*}
\hat{g}: C \otimes C \rightarrow A, \quad \hat{g}:=\left(\varepsilon_{C} \otimes A\right) \circ g \tag{4.6}
\end{equation*}
$$

Then observe that for all $d, d^{\prime} \in C$ and $a \in A$

$$
y=\sum_{\alpha} d_{(1)} \otimes a_{\alpha} \otimes d_{(2)}^{\alpha} \otimes d^{\prime}=\rho^{\mathscr{A}} \circ \overline{p_{R}}(d \otimes a) \otimes d^{\prime} \in \mathscr{A} \square_{C} C \otimes C
$$

Therefore since $g$ is left $\mathscr{A}$-linear we know that $\mu_{\mathscr{A}} \circ\left(\mathscr{A}{ }_{C} g\right)(y)=g \circ \overline{C \otimes C \rho}(y)$, hence

$$
\begin{equation*}
\sum_{\alpha}\left(d_{(1)} \otimes a_{\alpha}\right) g\left(d_{(2)}^{\alpha} \otimes d^{\prime}\right)=\sum_{\alpha} g\left(\left(d_{(1)} \otimes a_{\alpha}\right) \triangleright\left(d_{(2)}^{\alpha} \otimes d^{\prime}\right)\right) \tag{4.7}
\end{equation*}
$$

Finally after applying $\varepsilon_{C} \otimes A: \mathscr{A} \rightarrow A$ to the above equation, (4.7), and using the fact that it is multiplicative, we can continue to compute

$$
\begin{aligned}
\sum_{\alpha} a_{\alpha} \hat{g}\left(d^{\alpha} \otimes d^{\prime}\right) & =\sum_{\alpha} \hat{g}\left(\left(d_{(1)} \otimes a_{\alpha}\right) \triangleright\left(d_{(2)}^{\alpha} \otimes d^{\prime}\right)\right) \\
& =\sum_{\alpha} \hat{g}\left(d_{(1)} \varepsilon_{C}\left(d_{(2)} a_{\alpha}\right) \varepsilon_{C}\left(d_{(3)}^{\alpha}\right) \otimes d^{\prime}\right) \\
& =\sum_{\alpha} \hat{g}\left(a_{\alpha} d^{\alpha} \otimes d^{\prime}\right)
\end{aligned}
$$

where the second equality follows by the definition of $\overline{C \otimes C \rho}$ and the third by the definition of ${ }_{C} \rho$, observing that since $\psi_{L} \circ \psi_{R}=\overline{p_{R}}$

$$
\sum_{\alpha} a_{\alpha} d^{\alpha}=\sum_{\alpha, E} \varepsilon_{C}\left(d_{E(2)}^{\alpha} a_{\alpha}^{E}\right) d_{E(1)}^{\alpha}=\sum_{\alpha} d_{(1)} \varepsilon_{C}\left(d_{(2)} a_{\alpha}\right) \varepsilon_{C}\left(d_{(3)}^{\alpha}\right) .
$$

It remains to show that the given correspondence is one-to-one. Clearly, applying $\varepsilon_{C} \otimes A$ to $g$ given in terms of $\hat{g}$ via equation (4.5), one obtains back $\hat{g}$. On the other hand, since $g$ is left $C$-colinear, $g=\left(C \otimes \varepsilon_{C} \otimes A\right) \circ(C \otimes g) \circ\left(\Delta_{C} \otimes C\right)$, thus establishing the converse correspondence.

From the previous lemma we have established a correspondence between left $\mathscr{A}$-linear maps $g: C \otimes C \rightarrow \mathscr{A}$ and $k$-linear maps $\hat{g}: C \otimes C \rightarrow A$ satisfying (4.1). We now give a proof of Proposition 4.1.1 by showing that the maps $\hat{g}: C \otimes C \rightarrow A$ which give left $\mathscr{A}$-linear retractions of $\beta$, under the correspondence given in (4.4), are precisely those satisfying the hypotheses of Proposition 4.1.1, i.e. conditions (4.1) and (4.2).

Proof. (of Proposition 4.1.1) Suppose that there is a map $\hat{g}: C \otimes C \rightarrow A$ satisfying (4.1) and (4.2). Then the corresponding map $g: C \otimes C \rightarrow A$, as defined in (4.4), satisfies, for all $c \otimes a \in \mathscr{A}$ (summation suppressed),

$$
\begin{aligned}
g \circ \beta(c \otimes a) & =\sum c_{(1)} \otimes \hat{g}\left(c_{(2)} \otimes c_{(3)} a\right)=\sum_{\alpha} c_{(1)} \otimes a_{\alpha} \varepsilon_{C}\left(c_{(2)}^{\alpha}\right) \\
& =\overline{p_{R}}(c \otimes a)=c \otimes a
\end{aligned}
$$

using that $\hat{g}$ satisfies condition (4.2) in the second equality and the fact that $\overline{p_{R}}$ is a projection in the final equality. Therefore $g$ is a retraction of $\beta$, hence $C \rightarrow B$ is a weak $A$-Galois coextension and $C$ is injective as a left $B$-comodule by Theorem 3.3.16.

Conversely, suppose $C \rightarrow B$ is a weak $A$-Galois coextension and $C$ is injective as a left $B$-comodule. Then, by Theorem 3.3.16 there is a left $\mathscr{A}$-module retraction $g$ of $\beta$, for which the derived map $\hat{g}:=\left(\varepsilon_{C} \otimes A\right) \circ g: C \otimes C \rightarrow A$ satisfies condition (4.3) by Lemma 4.1.2. Moreover we can compute, for all $a \in A$ and $c \in C$,

$$
\begin{aligned}
\sum \hat{g}\left(c_{(1)} \otimes c_{(2)} a\right) & =\sum_{\alpha} \hat{g}\left(c_{(1)} \otimes c_{(2)} a_{\alpha} \varepsilon_{C}\left(c_{(3)}^{\alpha}\right)\right) \\
& =\left(\varepsilon_{C} \otimes A\right) \circ g \circ \beta \circ \overline{p_{R}}(c \otimes a) \\
& =\left(\varepsilon_{C} \otimes A\right) \circ \overline{p_{R}}(c \otimes a)=\sum_{\alpha} a_{\alpha} \varepsilon_{C}\left(c^{\alpha}\right)
\end{aligned}
$$

where the the first equality follows from the assumption that $C \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$ and the final equality since $g$ is a retraction of $\beta$. Therefore $\hat{g}$ satisfies the conditions required by Proposition 4.1.1.

Remark 4.1.3. In the case where $\psi_{R}$ is a bijective map (with inverse $\psi_{L}$ ) it is clear by condition (4.3) that, for all $a \in A$ and $c, c^{\prime} \in C$,

$$
a \hat{g}\left(c \otimes c^{\prime}\right)=\sum_{\alpha, E} a^{E}{ }_{\alpha} \hat{g}\left(c_{E}{ }^{\alpha} \otimes c^{\prime}\right)=\sum_{\alpha, E} \hat{g}\left(a^{E}{ }_{\alpha} c_{E}^{\alpha} \otimes c^{\prime}\right)=\hat{g}\left(a c \otimes c^{\prime}\right),
$$

therefore $\hat{g}$ is left $A$-linear. Moreover, since left linearity of $\hat{g}$ implies (4.3), it is clear that in the case of invertible entwining structures condition (4.3) is equivalent to requiring $\hat{g}$ to be left $A$-linear.

As an application of Proposition 4.1.1 we have the the following example.
Example 4.1.4. Let $H$ be a Hopf algebra with a bijective antipode $S$ and left $A$ be a right $H$-comodule subalgebra of $H$, i.e. A is a subalgebra of $H$ and $\Delta_{H}(A) \subseteq A \otimes H$. Then we can define an associated invertible entwining map

$$
\psi_{R}: H \otimes A \rightarrow A \otimes H, \quad h \otimes a \mapsto \sum a_{(1)} \otimes h a_{(2)}
$$

such that $H \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$ and which has inverse

$$
\psi_{L}: A \otimes H \rightarrow H \otimes A, \quad a \otimes h \mapsto \sum h S^{-1}\left(a_{(2)}\right) \otimes a_{(1)}
$$

Using the map $\psi_{L}$ it is possible to induce a left $A$-action on $H$ in the way described in Corollary 3.4.12, explicitly the action will be given by the formula $a h:=h S^{-1}(a)$. Under the additional assumption that $A$ is a direct summand of $H$ as a left $A$-module, letting $p: H \rightarrow A$ be a left $A$-linear retraction of $A \subseteq H$, we are able to define a map

$$
\hat{g}: H \otimes H \rightarrow A, \quad h \otimes h^{\prime} \mapsto p\left(S(h) h^{\prime}\right)
$$

Using the properties of the antipode and the left $A$-linearity of $p$, we find that, for all $a \in A$ and $c, c^{\prime} \in C$,

$$
\begin{aligned}
\hat{g}\left(a h \otimes h^{\prime}\right) & =\hat{g}\left(h S^{-1}(a) \otimes h^{\prime}\right)=p\left(S\left(h S^{-1} a\right) h^{\prime}\right) \\
& =p\left(a(S h) h^{\prime}\right)=a p\left((S h) h^{\prime}\right)=a \hat{g}\left(h \otimes h^{\prime}\right)
\end{aligned}
$$

Hence $\hat{g}$ is left $A$-linear and therefore satisfies condition (4.3). Moreover, we can compute, for all $a \in A$ and $h \in H$,

$$
\sum \hat{g}\left(h_{(1)} \otimes h_{(2)} a\right)=\sum S\left(h_{(1)}\right) h_{(2)} a=\varepsilon_{H}(h) a=\sum a_{(1)} \varepsilon_{H}\left(h a_{(2)}\right)=\sum_{\alpha} a_{\alpha} \varepsilon_{H}\left(h^{\alpha}\right) .
$$

Therefore $\hat{g}$ also satisfies condition (4.2) and so, by Proposition 4.1.1, we can conclude that $H \rightarrow B$ is an $A$-Galois coextension $H$ is injective as a left $B$-comodule.

We are also able to use Proposition 4.1.1 to characterize weak Galois coextension over self-injective algebras. Recall that an algebra $A$ is called a separable algebra provided the product $\mu_{A}$ is a split epimorphism in the category of $(A, A)$-bimodules. Equivalently, A is a separable algebra if it has a separability element, meaning an element $e=\sum e_{1} \otimes e_{2} \in A \otimes A$ such that $\sum e_{1} e_{2}=1$ and for all $A \in A$ ae $=e a$.

Theorem 4.1.5. Let $\left(A, C, \psi_{R}, \psi_{L}\right)$ be an invertible weak entwining structure such that $C$ is a right entwined module, and let $\mathscr{A}$ be the $C$-ring associated to $\left(A, C, \psi_{R}\right)$. Suppose that the map $\beta: \mathscr{A} \rightarrow C \otimes C, c \otimes a \mapsto \sum c_{(1)} \otimes c_{(2)} a$ is injective. If $A$ is a left self-injective algebra, then $C \rightarrow B$ is a weak $A$-Galois coextension and $C$ is injective as a left $B$-comodule. Furthermore, if $A$ is a separable algebra, then $C$ is also $A$-equivariantly injective as a left $B$-comodule (i.e., $C$ is an injective left $B$ comodule and the corresponding coaction has a retraction in ${ }^{B} \mathbf{M}_{A}$ ).

Remark 4.1.6. Recall that since $k$ is assumed to be a field, $A$ is an injective $k$-module. Therefore if $A$ is a separable algebra given any two left $A$-modules $M^{\prime}$ and $M$, injective $A$ linear map $g: M^{\prime} \rightarrow M$, and $A$-linear map $f: M^{\prime} \rightarrow A$, there exist a $k$-linear map $\hat{h}: M \rightarrow H$ rendering the diagram

commutative. Then using a standard method for separable algebras, denoting the separability element of $A$ by $e \in A \otimes A$, define

$$
h: M \rightarrow A, \quad h:=\mu_{A} \circ(A \otimes \hat{h}) \circ\left(A \otimes_{M} \rho\right) \circ(e \otimes M)
$$

using the properties of the separability element, it is easily checked that $h$ is left $A$-linear and $h \circ g=f$. Therefore $A$ is left self injective algebra.

Proof. (of Theorem 4.1.5) Firstly, since $\mathscr{A}=\operatorname{Im} \overline{p_{R}}=\operatorname{Im} p_{L}, \mathscr{A}$ can be viewed as a left $A$-module in the way described in Theorem 2.2.10, explicitly by the composition

$$
A \otimes \mathscr{A} \xrightarrow{\psi_{L} \otimes A} C \otimes A \otimes A \xrightarrow{C \otimes \mu_{A}} \mathscr{A} .
$$

Secondly, we view $C \otimes C$ as a left $A$-module via the composition

$$
A \otimes C \otimes C \xrightarrow{\psi_{L} \otimes C} \mathscr{A} \otimes C \xrightarrow{\overline{C \otimes C \rho}} C \otimes C,
$$

which is easily seen to be equivalent to using the left $A$-action on $C$ described in Corollary 3.4.12 on the the first leg of $C \otimes C$. Next define the map

$$
\begin{equation*}
r: \mathscr{A} \rightarrow A, \quad r(c \otimes a)=\varepsilon_{C}(c) a \tag{4.8}
\end{equation*}
$$

note that since the domain of this map is $\mathscr{A}$, we find that, for all $c \otimes a \in \mathscr{A}$ (summation suppressed),

$$
\begin{equation*}
r(c \otimes a)=r \circ \overline{p_{R}}(c \otimes a)=\sum_{\alpha} \varepsilon_{C}\left(c^{\alpha}\right) a_{\alpha} . \tag{4.9}
\end{equation*}
$$

Moreover, for all $b \in A$ and $c \otimes a \in \mathscr{A}$ (summation suppressed)

$$
r(b(c \otimes a))=\sum_{E} \varepsilon_{C}\left(c_{E}\right) b^{E} a=\sum_{E} b \varepsilon_{C}\left(c_{E}\right) 1^{E} a=b \varepsilon_{C}(c) a
$$

where the second equality follows by (2.21) and the last equality since $c \otimes a \in \mathscr{A}$ implies that $\sum_{E} c_{E} \otimes 1^{E} a=p_{L}(c \otimes a)=c \otimes a$. Therefore we conclude that $r \in \operatorname{Hom}_{A-}(\mathscr{A}, A)$. We demonstrate that with the stated actions the map $\beta: \mathscr{A} \rightarrow C \otimes C$ is also left $A$-linear. Firstly observe that just as the corresponding left $A$-action on $C$, described in Corollary 3.4.12, is given in terms of the right $A$-action, symmetrically, it is possible to express the right $A$ action on $C$ in terms of the corresponding left $A$-action. Explicitly, using the assumptions that $C \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$ and $\psi_{L} \circ \psi_{R}=\overline{p_{R}}$ we find that, for all $a \in A$ and $C \in C$,

$$
\begin{aligned}
\sum_{\alpha} \varepsilon_{C}\left(a_{\alpha} c_{(1)}^{\alpha}\right) c_{(2)}^{\alpha} & =\sum_{\alpha, E} \varepsilon_{C}\left(c_{(1) E}^{\alpha} a_{\alpha}^{E}\right) c_{(2)}^{\alpha}=\sum_{\alpha, \beta, E} \varepsilon_{C}\left(c_{(1)}^{\beta}{ }_{E} a_{\alpha \beta}^{E}\right) c_{(2)}^{\alpha} \\
& =\sum_{\alpha, \beta} \varepsilon_{C}\left(c_{(1)} a_{\alpha \beta}\right) \varepsilon_{C}\left(c_{(2)}^{\beta}\right) c_{(3)}^{\alpha}=c a
\end{aligned}
$$

where the second equality follows by the definition of the left $A$-action in Corollary 3.4.12. Using the assumptions that $C \in{ }_{A}^{C} \mathbf{M}\left(\psi_{L}\right)$ and $\psi_{R} \circ \psi_{L}=\overline{p_{L}}$ we find that in particular, for all $a \in A$ and $C \in C$,

$$
\begin{equation*}
\sum_{E} c_{E} a^{E}=\sum_{\alpha, E} \varepsilon_{C}\left(a_{\alpha}^{E} c_{E}^{\alpha}{ }_{(1)}\right) c_{E}^{\alpha}{ }_{(2)}=\sum_{E} \varepsilon_{C}\left(a^{E} c_{(2)}\right) \varepsilon_{C}\left(c_{(1) E}\right) c_{(3)}=\varepsilon_{C}\left(a c_{(1)}\right) c_{(2)} \tag{4.10}
\end{equation*}
$$

Therefore, for all $a, b \in A$ and $c \in C$,

$$
\begin{aligned}
\beta\left(b p_{L}(c \otimes a)\right) & =\sum_{E} c_{E(1)} \otimes c_{E(2)} b^{E} a=\sum_{E, F} c_{(1)_{E}} \otimes c_{(2)} b^{E F} a \\
& =\sum_{E} c_{(1)_{E}} \varepsilon_{C}\left(b^{E} c_{(2)}\right) \otimes c_{(3)} a=\sum b c_{(1)} \otimes c_{(2)} a=b \beta\left(p_{L}(c \otimes a)\right)
\end{aligned}
$$

where the second equality follows by (2.22), the third by (4.10) and the fourth since $C \in$ ${ }_{A}^{C} \mathbf{M}\left(\psi_{L}\right)$. Therefore $\beta$ is a left $A$-linear map. Furthermore, since we have assumed that $A$ is injective as a left $A$-module and $\beta$ is injective, there is an an exact sequence

$$
\operatorname{Hom}_{A-}(C \otimes C, A) \xrightarrow{\beta^{*}} \operatorname{Hom}_{A-}(\mathscr{A}, A) \rightarrow 0,
$$

where, for all $f \in \operatorname{Hom}_{A-}(C \otimes C, A), \beta^{*}(f)=f \circ \beta$. In view of this exact there exists $\hat{g} \in \operatorname{Hom}_{A-}(C \otimes C, A)$ s.t. $\beta^{*} \circ \hat{g}=\hat{g} \circ \beta=r$. By construction, $\hat{g}$ is left $A$-linear, hence (4.3)
holds, and in view of (4.9) it is clear that $\hat{g}$ satisfies (4.2). Therefore by Proposition 4.1.1, $C \rightarrow B$ is a weak $A$-Galois coextension and $C$ is injective as a left $B$-comodule.

Now we prove the second part of theorem. Assume that $A$ is a separable algebra and let $e=\sum e_{1} \otimes e_{2} \in A \otimes A$ denote the separability element. Then to show that $C$ is $A$-equivariantly injective as a left $B$-comodule it suffices to show that there exists a retraction of the left $B$-coaction, given in Corollary 3.3.4, in ${ }^{B} \mathbf{M}_{A}$. Such a retraction can be constructed as follows. Firstly, since $C$ is injective as a left $B$-module there exists a left $B$-colinear map $\hat{\lambda}: B \otimes C \rightarrow C$ such that $\hat{\lambda} \circ{ }^{C} \rho=C$. Using this map $\hat{\lambda}$ we define

$$
\begin{equation*}
\lambda: B \otimes C \rightarrow C, \quad \lambda=\rho_{C} \circ(\hat{\lambda} \otimes A) \circ\left(B \otimes \rho_{C} \otimes A\right) \circ(B \otimes C \otimes e) . \tag{4.11}
\end{equation*}
$$

Next observe that, for all $a \in A$ and $c \in C$,

$$
\begin{aligned}
c_{\rho \circ \rho_{C}(c \otimes a)} & =\sum^{C} \rho\left(c_{(1)} \triangleleft\left(c_{(2)} \otimes a_{\alpha} \varepsilon_{C}\left(c_{(3)}^{\alpha}\right)\right)\right)=\sum_{\alpha} c_{(1)[-1]} \otimes c_{(1)[0]} a_{\alpha} \varepsilon_{C}\left(c_{(2)}^{\alpha}\right) \\
& =\sum_{\alpha} c_{[-1]} \otimes c_{[0](1)} a_{\alpha} \varepsilon_{C}\left(c_{[0](2)}^{\alpha}\right)=\sum c_{[-1]} \otimes c_{[0]} a \\
& =\sum_{\alpha}\left(B \otimes \rho_{C}\right) \circ\left({ }^{C} \rho \otimes A\right)
\end{aligned}
$$

in which ${ }^{C} \rho(c)=\sum c_{[-1]} \otimes c_{[0]}$ and $\overline{\rho_{C}}(c \otimes a)=c \triangleleft a$ denotes the right $\mathscr{A}$-action on $C$ given by the correspondence (3.17). The first equality in the computation holds by using the correspondence (3.17) to view the right $A$-action on $C$ as an $\mathscr{A}$-action. Then the second equality follows by using the fact that ${ }^{C} \rho$ is right $\mathscr{A}$-linear, see Corollary 3.3.4, and the correspondence (3.16), to return the right $\mathscr{A}$-action on $C$ back in an $A$-action. Also by the results in Corollary 3.3.4, ${ }^{C} \rho$ is right $C$-colinear hence the third equality holds. Finally the fourth equality follows from assumption that $C \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$. Therefore $\rho_{C}$ is left $B$ colinear and it becomes clear that $\lambda$ is a composition of left $B$-colinear maps, hence is left $B$-colinear. Also observe that, for all $a \in A, b \in B$ and $c \in C$, since we know $e a=a e$, we can compute that

$$
\lambda(b \otimes c a)=\sum \hat{\lambda}\left(b \otimes c a e_{1}\right) e_{2}=\sum \hat{\lambda}\left(b \otimes c e_{1}\right) e_{2} a=\lambda(b \otimes c) a
$$

Hence $\lambda$ is morphism in ${ }^{B} \mathbf{M}_{A}$. Next we check that $\lambda$ is a retraction from the left $B$-coaction. Again compute, for all $c \in C$,

$$
\begin{aligned}
\lambda \circ{ }^{c} \rho(c) & =\sum \hat{\lambda}\left(c_{[-1]} \otimes c_{[0]} e_{1}\right) e_{2} \\
& =\sum \hat{\lambda}\left(\left(c e_{1}\right)_{[-1]} \otimes\left(c e_{1}\right)_{[0]}\right) e_{2} \\
& =\sum c e_{1} e_{2}=c,
\end{aligned}
$$

where the second equality follows from the left $B$-colinearity of the right $A$-action, the third because $\hat{\lambda}$ was chosen to be a splitting of the coaction and the final equality from the properties of the separability element.

To see how this result fits in with existing theorems, in the next section we derive a dual version, as it is in the setting of coalgebra-Galois extensions in which the majority of previous results have appeared.

### 4.2 Extensions of self-projective coalgebras

In this section we start with an invertible weak entwining structure such that $A$, an algebra over a commutative ring $k$, is a right entwined module and then use Theorem 2.1.17 and Corollary 2.1.19 to deduce criteria for this algebra to be a weak $A$-Galois extension with some additional structure. Since we work in this setting, $S=\operatorname{End}^{-\mathfrak{C}}(A)$ (where $\mathfrak{C}$ is the $A$-coring associated to the (right-right) weak entwining structure) will be the same as $B=$ $A^{\text {coC }}$ (cf. Remark 2.1.14). Moreover, from the proof of Proposition 2.2.13, recall that $A^{\mathrm{coC}}=A^{\mathrm{coC}}$, so for simplicity we shall henceforth denote all these objects by $B$.

Proposition 4.2.1. Let $\left(A, C, \psi_{R}, \psi_{L}\right)$ be an invertible weak entwining structure such that $A$ is a right entwined module, and let $\mathfrak{C}$ be the $A$-coring corresponding to $\left(A, C, \psi_{R}\right)$. View $A \otimes A$ as a left $\mathfrak{C}$-comodule via the map.

$$
\begin{equation*}
{ }^{A \otimes A} \rho: A \otimes A \rightarrow \mathbb{C} \otimes A, \quad a \otimes a^{\prime} \mapsto \sum a 1_{[0]} \otimes 1_{[1]} \otimes a^{\prime} . \tag{4.12}
\end{equation*}
$$

Then there exists a left $\mathfrak{C}$-colinear section of $\widetilde{\operatorname{can}}_{A}: A \otimes A \rightarrow \mathfrak{C}$ if and only if there exists a $k$-linear map $\hat{f}: C \rightarrow A \otimes A$ such that, for all $c \in C$, writing $\hat{f}(c)=\sum c^{[1]} \otimes c^{[2]}$

$$
\begin{equation*}
\sum c^{[1]} 1_{[0]} \otimes 1_{[1]} \otimes c^{[2]}=\sum \psi_{R}\left(c_{(1)} \otimes c_{(2)}^{[1]}\right) \otimes c_{(2)}^{[2]} \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
{\widetilde{\operatorname{can}_{A}}} \circ \hat{f}(c)=\sum_{\alpha} 1_{\alpha} \otimes c^{\alpha} \tag{4.14}
\end{equation*}
$$

Remark 4.2.2. Since in Proposition 4.2.1 it is assumed that $A \in \mathbf{M}\left(\psi_{R}\right)_{A}^{C}$, by Proposition 2.2.9 $A \in \mathbf{M}^{\mathfrak{C}}$, with the $\mathfrak{C}$-coaction defined, for all $a \in A$,

$$
\begin{equation*}
\rho^{A}(a)=\sum_{\alpha} a_{[0]} \otimes\left(1_{\alpha} \otimes a_{[1]}^{\alpha}\right) \tag{4.15}
\end{equation*}
$$

where $\sum a_{[0]} \otimes a_{[1]}$ denotes the result of applying the right $C$-coaction on $a$, see [4, Proposition 2.3] for more details. By Example 2.1.5 since $A$ is finitely generated projective as a right $A$-module, there is a corresponding left $\mathfrak{C}$-coaction on $A$. The left $\mathfrak{C}$-coaction on $A \otimes A$ described above is the application of this left $\mathfrak{C}$-coaction on the first leg of $A \otimes A$.

Before studying when there is a left $\mathfrak{C}$-colinear retraction of $\widetilde{\operatorname{can}}_{A}$, we first investigate left $\mathfrak{C}$-colinear maps $\mathfrak{C} \rightarrow A \otimes A$.

Lemma 4.2.3. Suppose $\left(A, C, \psi_{R}, \psi_{L}\right)$ is an invertible weak entwining structure with $A \in$ $\mathbf{M}\left(\psi_{R}\right)_{A}^{C}$. Then there is a bijective correspondence between left $\mathfrak{C}$-colinear maps $f: \mathfrak{C} \rightarrow$ $A \otimes A$ and $k$-linear maps $\hat{f}: C \rightarrow A \otimes A$ satisfying condition (4.13).

Proof. Since this result is a dual version of Lemma 4.1.2 we just state the required correspondences, for a full proof see [13, Lemma 5.2]. Given a $k$-linear map $\hat{f}$ satisfying (4.13) define

$$
\begin{equation*}
f: \mathfrak{C} \rightarrow A \otimes A, \quad f\left(\sum_{\alpha} a 1_{\alpha} \otimes c^{\alpha}\right)=\sum_{\alpha} a 1_{\alpha} \hat{f}\left(c^{\alpha}\right) . \tag{4.16}
\end{equation*}
$$

Conversely, given a left $\mathfrak{C}$-colinear map $f: \mathfrak{C} \rightarrow A \otimes A$ define

$$
\begin{equation*}
\hat{f}: C \rightarrow A \otimes A, \quad \hat{f}(c)=f\left(\sum_{\alpha} 1_{\alpha} \otimes c^{\alpha}\right) . \tag{4.17}
\end{equation*}
$$

Then these correspondences are mutually inverse and the result holds.
We now are able to give a proof of Proposition 4.2 .1 by showing that the map $\hat{f}: C \rightarrow$ $A \otimes A$ which give left $\mathfrak{C}$-colinear sections of $\widetilde{\operatorname{can}}_{A}$, under the correspondence given in 4.16, are precisely those satisfying the hypotheses of Proposition 4.2.1.

Proof. (of Proposition 4.2.1) Clearly if $f$ is a section of $\widetilde{\operatorname{can}}_{A}$ then the corresponding map $\hat{f}$ satisfies (4.14). Conversely if $\hat{f}$ satisfies (4.14) then for the corresponding map $f$ we can compute that, for all $a \otimes c \in \mathfrak{C}$,

$$
\begin{aligned}
{\widetilde{\operatorname{can}_{A}} \circ f(a \otimes c)}={\widetilde{\operatorname{can}_{A}}\left(\sum_{\alpha} a 1_{\alpha} \hat{f}\left(c^{\alpha}\right)\right)=\sum_{\alpha} a 1_{\alpha}\left(\widetilde{\operatorname{can}_{A}} \circ \hat{f}\left(c^{\alpha}\right)\right)}=\sum_{\alpha, \beta} a 1_{\alpha} 1_{\beta} \otimes c^{\alpha \beta}=p_{R}(a \otimes c)=a \otimes c .
\end{aligned}
$$

Here the second equality follows since $\widetilde{\operatorname{can}}_{A}$ is left $A$-linear, the fourth by (2.16) and the final equality since the map $p_{R}$ leaves elements $\mathfrak{C}$ unchanged.

As motivation for the following theorem we refer the reader to [35, Theorem 3.1]. Recall that a coalgebra $C$ is called a coseparable coalgebra provided the coproduct has a retraction in the category of $C$-bicomodules. Equivalently, $C$ is a coseparable coalgebra if there exists a cointegral, i.e., a $k$-module map $\delta: C \otimes C \rightarrow k$ that is colinear, meaning, for all $c, c^{\prime} \in C$,

$$
\begin{equation*}
\sum c_{(1)} \delta\left(c_{(2)} \otimes c^{\prime}\right)=\sum \delta\left(c \otimes c_{(1)}^{\prime}\right) c_{(2)}^{\prime} \tag{4.18}
\end{equation*}
$$

and such that $\delta \circ \Delta_{C}=\varepsilon_{C}$.
Theorem 4.2.4. Let $\left(A, C, \psi_{R}, \psi_{L}\right)$ be an invertible weak entwining structure such that $A$ is a right entwined module and let $\mathfrak{C}$ be the $A$-coring corresponding to $\left(A, C, \psi_{R}\right)$. Suppose that the map $\widetilde{\operatorname{can}}_{A}: A \otimes A \rightarrow \mathfrak{C}, a \otimes a^{\prime} \mapsto a \rho^{A}\left(a^{\prime}\right)$ is surjective. If $C$ is a left self-projective $k$-flat coalgebra and the map

$$
B \otimes A \rightarrow \operatorname{Hom}^{\mathfrak{C}-}(A, A \otimes A), \quad b \otimes a \mapsto\left[a^{\prime} \mapsto a^{\prime} b \otimes a\right]
$$

is an isomorphism of left $B$-modules, then $B \subseteq A$ is weak $C$-Galois coextension and $A$ is $k$-relatively projective as a left $B$-module. Furthermore, if $C$ is a $k$-projective coseparable coalgebra and $A$ is $k$-projective, then $A$ is $C$-equivariantly projective as a left $B$-module.

Remark 4.2.5. By dualising the arguments of Remark 4.1.6, it easily shown that a $k$ projective coseparable coalgebra is left self-projective. Also note that assuming $C$ is $k$ projective implies that it is $k$-flat.

Proof. (of Theorem 4.2.4) Again, other than using some additional assumptions, the proof of this theorem is a dual version of Theorem 4.1.5, so we only provide a brief account. For more detail we refer the reader to [13, Section 6 and 7].

Firstly, observe that since $\mathfrak{C}=\operatorname{Im} p_{R}=\operatorname{Im} \overline{p_{L}}, \mathfrak{C}$ can be viewed as al left $C$-comodule in the way described in Theorem 3.4.7, explicitly ${ }^{\mathscr{B}} \rho:=\left(A \otimes \psi_{L}\right) \circ\left(A \otimes \Delta_{C}\right)$. Secondly we view $A \otimes A$ as a left $C$ comodule through the composition $\left(\psi_{L} \otimes A\right) \circ{ }^{A \otimes A} \rho$, which is easily
seen to be equivalent to using the left $C$-coaction on $A$ described in Corollary 2.3.8 on the first leg of $A \otimes A$. Now define the map

$$
\begin{equation*}
\ell: C \rightarrow \mathfrak{C}, \quad c \mapsto \sum_{\alpha} 1_{\alpha} \otimes c^{\alpha} . \tag{4.19}
\end{equation*}
$$

Now observe it can be shown that $\widetilde{\operatorname{can}}_{A}: A \otimes A \rightarrow \mathfrak{C}$ is left $C$-colinear and also that $\ell: C \rightarrow \mathfrak{C}$ is left $C$-colinear. Therefore since $\widetilde{\operatorname{can}}_{A}$ is assumed to be surjective and $C$ to be left self projective, the

$$
\operatorname{Hom}^{C-}(C, A \otimes A) \xrightarrow{\operatorname{Hom}^{C-}\left(C, \widetilde{\mathrm{can}}_{A}\right)} \operatorname{Hom}^{C-}(C, \mathfrak{C})
$$

is surjective. This implies that there exists $\hat{f} \in \operatorname{Hom}^{C-}(C, A \otimes A)$ such that

$$
\begin{equation*}
\widetilde{\operatorname{can}}_{A} \circ \hat{f}=\ell . \tag{4.20}
\end{equation*}
$$

By Proposition 4.2.1 this guarantees that $\widetilde{\operatorname{can}}_{A}: A \otimes A \rightarrow \mathfrak{C}$ is a split epimorphism of left $\mathfrak{C}$ comodules. Therefore we can conclude from Theorem 2.1.17 that $A$ is a Galois comodule and $A$ is a $k$-relatively projective left $B$-module.

For the second part of the theorem, observe that under the more stringent condition that $A$ is $k$-projective, by Corollary 2.1 .19 we know that $A$ is projective as a left $B$-module, guaranteeing the existence of a left $B$-linear map $\hat{\varsigma}: A \rightarrow B \otimes A$ such that ${ }_{A} \rho \circ \hat{\varsigma}=A$. Combining this with the cointegral $\delta: C \otimes C \rightarrow k$ we construct

$$
\begin{equation*}
\varsigma: A \rightarrow B \otimes A, \quad \varsigma=(B \otimes A \otimes \delta) \circ\left(B \otimes \rho^{A} \otimes C\right) \circ(\tilde{\varsigma} \otimes C) \circ \rho^{A} . \tag{4.21}
\end{equation*}
$$

It can then be verified that this map is a section of the multiplication map in ${ }_{B} \mathbf{M}^{C}$, therefore $A$ is $C$-equivariantly projective as a left $B$-module.

Now for a Hopf algebra $H$, with bijective antipode, we can then use this theorem to produced structure theorems for certain weak $H$-Galois extensions of $H$-comodule algebras. From the first part of the theorem, assuming that $k$ is a field, we are lead to weak Hopf algebra version of the Kreimer-Takeuchi theorem [29, Theorem 1.7].

Corollary 4.2.6. Let $k$ be a field and let $H$ be a finite dimensional weak Hopf algebra over $k$. Let A be a right $H$-comodule algebra and $\mathfrak{E}$ be the $A$-coring associated to the corresponding right-right weak entwining map, i.e. $\psi_{R}(h \otimes a):=\sum a_{[0]} \otimes h a_{[1]}$. If

$$
{\widetilde{\operatorname{can}_{A}}}: A \otimes A \rightarrow \mathfrak{E}, \quad a \otimes b \mapsto \sum a b_{[0]} \otimes b_{[1]}
$$

is surjective, then $B \subseteq A$ is a weak Hopf-Galois extension and $A$ is projective as a left (and right) $B$-module.

Proof. Firstly, since $H$ is assumed to be finite dimensional from [3, Theorem 2.10] $H$ must has a bijective antipode. In view of this, the right-right weak entwining structure associated to the right $H$ comodule algebra $A$ is weakly invertible (cf. Proposition 2.3.5), in the sense that it forms part of weakly invertible entwining structure. Secondly, as the dual $H^{*}$ of a finite dimensional weak Hopf algebra is a weak Hopf algebra, [3, Theorem 3.11]
implies that $H^{*}$ is a quasi-Frobenius algebra (i.e., it is self-injective). Then by [26, Remark 1.5] $H$ is projective as both a left and right $H$-comodule. Then since $k$ is assumed to be a field, all assumptions in Theorem 4.2.4 are satisfied, and in addition $A$ is $k$-projective, so $A$ is projective as a left $B$-module. That $A$ is projective as a right $B$-module follows since it is possible to produce left handed versions of the results we have used.

Also, in view of Proposition 2.3.5, from the second part Theorem 4.2.4 it is clear that
Corollary 4.2.7. Let $H$ be a coseparable $k$-projective weak Hopf algebra with bijective antipode and let A be a $k$-projective right $H$-comodule algebra. Let A be a right $H$-comodule algebra and $\mathfrak{E}$ be the $A$-coring associated to the corresponding right-right weak entwining map, i.e. $\psi_{R}(h \otimes a):=\sum a_{[0]} \otimes h a_{[1]}$. If the map

$$
\widetilde{\operatorname{can}}_{A}: A \otimes A \rightarrow \mathfrak{C}, \quad a \otimes b \mapsto \sum a b_{[0]} \otimes b_{[1]}
$$

is surjective, then $B \subseteq A$ is a weak $H$-Galois extension and $A$ is $H$-equivariantly projective as a left $B$-module.
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