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A bstract

In this thesis, we study some geometrical aspects of metric measure spaces (Rn , ^ 1//2, /i), where fj, is a 
locally finite regular Borel measure and ip1/2 a metric on Rn which arises from a continuous negative 
definite function ip : Rn —» R which satisfies ip(£) ^  0 with '(/>(£) = 0 if, and only if, £ =  0. This 
study is motivated by the investigation of a transition density estim ate for pure jum p processes on 
a general metric measure space. To gain a better insight into the behaviour of transition functions 
of symmetric Levy processes in this general setting, it seems desirable to understand geometrical 
properties of their underlying state spaces. More precisely, we show completeness of the metric 
spaces (Rn ,'0 1/2) and study under which circumstances open balls 13^(a:,r), x  £ Rn , r > 0, with 
respect to this metric are convex. Moreover, we focus on conditions of the metric measure spaces 
(Rn , ip^2, /j,) for the balls to satisfy the volume growth property

for ^-almost all x  G Rn , 0 < r  < R  and a constant C^{r ,R)  ^  1. Finally, we show that the 
homogeneity property of a metric measure space can be applied to our case and provide some 
results associated with the construction of a Hajlasz-Sobolev space over (Rn , ip1/2, A ^ ) ,  where 

denotes the n-dimensional Lebesgue measure.
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Introduction

In this thesis, we study some geometrical aspects of metric measure spaces (Rn , ip1/2, p), where p  
is a locally finite regular Borel measure and ip'/2 a metric on Rn which arises from a real-valued 
continuous negative definite function ip : Rn —> R satisfying ip(£) = 0 if, and only if, £ =  0. Due 
to a theorem by I.J. Schoenberg, the function ip'/2 indeed gives an appropriate metric in order 
to study the behaviour of Levy and Levy-type processes in term s of estim ates of their transition 
functions. In particular, the volume of metric balls is an essential part in the study of pointwise 
transition function estimates.

It has been a well-studied topic in the past years to obtain upper and lower bounds for transition 
functions of certain stochastic processes. The interest in estimates has not been restricted to 
R n only, but has included Riemannian manifolds and general metric measure spaces. To give a 
brief overview about the contributions to this field we s ta rt with a diffusion process ( X t ) t ^ o> be. 
a Markov process with continuous trajectories, on R". A prototype of a diffusion process is the 
Brownian motion. Starting at some point x  € Rn its transition probability is given by

Px(X t € A) =  f  pt ( x ,y ) d y  (1)
J A

where A  C Rn is a Borel set and

P t ( x ,  y) := pt {x - y )  = (47r i) - n/2 exp ^  ^  ^  . (2)

Equation (1) can be read as the probability tha t the process ( X t)t -̂ Q hits the set A  at a specified 
time t. From an analytic point of view, transition functions of diffusion processes are governed 
by convection-diffusion equations. In fact, (2) is the fundamental solution to the heat equation 
dtu = A u. More precisely, the integral

u ( t , x ) =  /  pt (x, y) v(y) dy 
JRn

for a continuous bounded function v on Rn is the solution of the Cauchy problem <9tu — A u 
with the initial condition u(0,x)  =  v(x).  Adopting the viewpoint of functional calculus, pt can 
be understood as the integral kernel of the operator e~tA and the solution can be w ritten as 
u(t, ■) =  exp(—A t )v .  Due to its connection to the heat equation pt (x,y)  is sometimes also called 
the heat kernel. In particular, (2) is often named the Gaussian heat kernel and the Laplacian the 
generator of the underlying stochastic process, which is the Wiener process.

In this work we will focus on Levy processes of jum p-type, which are generated by certain pseudo
differential operators. Levy processes are a special case of Feller processes which themselves form 
a sub-class of Markov processes. A Levy process is a stochastically continuous process (X t ) t^o 
which has independent and stationary increments. Its generator —ip(D) can be represented as a

1



2 Introduction

pseudodifferential operator of the form

- ip(D)u{x)  = (27t)_"/2 /  ew'^ ( O u ( f ) ^  (3)
J R"

for u G S(Rn), by which we denote the Schwartz space over Rn. A special role is played by the 
symbol ip : Rn —> C of such a pseudodifferemtial operator. Every Levy process {Xt)t^Q with starting 
point x € Kn is determined by its; characteristic function

= e- t W )  ) £ ^  0 ,

where ip : Rn —> C is a continuous negative definite function and the symbol of the associated 
generator. The function ip is also called the characteristic exponent of the Levy process, and ip has 
the Levy-Khinchin representation

ip(S) = c + i ( d - £ )  + <?(£) + f  ( l -  e~lx'  ̂ -  ■■ ^  J  1 *  p{dx ) ,

where c >  0, d 6 l n , 7 )  0 a positive semiidefinite quadratic form on Rn , and p  a finite measure 
on Rn \  {0}. For more details anid a proof of this formula see [45]. In this work we will restrict 
ourselves to symmetric Levy processes in which case ip{^) is real-valued. Moreover, we will only 
consider Levy processes (Xt ) t^0 which have no diffusion part, i.e. they are of pure jump. Then the 
Levy-Khinchin representation of 1p : Rn —>■ R reduces to

# 0  =  /  (1 - c o s  ( y - 0 ) u(dy)
J K«\\{o][*Mo>

with the Levy measure v associated with the continuous negative definite function ip, which satisfies 
the integrability condition /n n ^ ^ jd ^ l2 A 1) v{dx) < 00.

We assume that the Levy process {X (.){•£q possesses a density, which is of the form

p t {x) =  {2m) -n [ , i x - £

with a continuous negative definite function ip : Rn -> R  such that the characteristic function 
e-tip( ) ^ For some continuous negative definite functions ip{£), the density pt{x) can be
given in a concrete form as in the diffusion case ip{£) = |£|2, where the density is the Gaussian (2). 
For instance, the negative definite function ip\c(0 ~  |£| is related to the Cauchy process with the 
corresponding density

pf(:x) = r ( ^ y ^ )  — —— “ 77i±r ’ (4)
'  2 / {ix{t2 + |x |2)) 2

and ipH{0  =  V ^ j2 T m 2 — m for m  > 0 yields a  relativistic stable process with density

p?{x)  = 2 ( 2 t t ) - ^ m ^  emt t ( | r |2 +  t2y ^  Kn±i (m y/\x\2 + t2) . (5)

We will refer to these density functions in § 3. These densities are related to continuous negative 
definite functions which satisfy

| d | ^ l  as |{ |-> o o .

hence they are in particular asymptotically comparable. The transition densities themselves, how
ever, show a rather different qualitative behaviour. For example, the heavy tails of the Cauchy 
density do not allow x p ^ { x )  to be in whereas we have x p ^ { x )  € Lp(Rn ) for any p ^  1,
i.e. all absolute moments of the underlying process exist. This already is an indication that it is 
desirable to gain a better understanding of the behaviour of transition functions of Levy processes.
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In the Hilbert space setting L 2(Rn ) transition density estimation has a close connection to symmet
ric Dirichlet forms. For analytic and probabilistic aspects of the extensive theory of Dirichlet forms 
see [52] or [26, 27]. S tarting with a symmetric Markov process with generator —if(D)  as given 
in (3), which is a symmetric operator, we can introduce a bilinear form, the associated Dirichlet 
form,  by

£(u, v) := (■0(£))1/’2u, i p (D)1/2v ) I*  =  f  iJj(D) u(x) v(x) dxJ  Rn
for v € D('0(D )1/2) and u  6 D('ip(D)1/2) fl D(4>(D)). A characterisation of the domains of ip(D) in 
terms of function spaces was introduced by Farkas, Jacob and Schilling [25] and will be discussed 
in §1.5. If —i/j(D) is a differential operator E(u,v)  is called a local Dirichlet form,  whereas in 
the case of —i/j(D ) being an integral operator involving difference terms, which is the case for 
pure jum p processes, the corresponding form £(tt,u) is called a non-local Dirichlet form.  Dirichlet 
forms of either type have been employed frequently in the study of heat kernel estimates in the 
L2-setting as they provide a powerful technique to handle symmetric Markov semigroups and their 
corresponding processes.

Estim ation of heat kernels has its origins in the works of Nash [54] and Aronson [2], both in the 
context of elliptic and parabolic equations given in divergence form. From the probabilistic point 
of view, it has become of interest to estim ate the transition density of a process on a genera] 
metric measure space (X , d , p ), where (X ,d )  is a metric space and p  a Radon measure on X.  
In this setting, Sturm  [58] has presented a m ethod for constructing a diffusion process on X  for 
quasi-every starting  point using Dirichlet form techniques. In the case of a diffusion process on a 
metric measure space (X,  d, p) the aim is to get a Gaussian estim ate of the form

/ \ C ' (  d2(X' V ) \  f r \
Pt{x'y )" „ ( * ( « . , / i ) ) e x p j  ■ (6)

where B d(x , r )  denotes an open ball with respect to the metric d(x,y )  of radius r > 0 centred at 
the point x  € X .  Here, »  stands for the existence of an upper and lower bound. For example, in 
(Rn , | • |, A ^ )  this reads as

pt (x ,y)  «  Ci t 71/2 exp )

In a series of papers [3, 30, 31, 32, 36], Grigor’yan et al. discuss heat kernel estimates of self-similar 
type, as they appear in, e.g., fractals. They study bounds of the form

pt {x, y) »  t~ a/ii $  )  (7)

with param eters a  and p  and a function $  : R+ —> M+ on general metric measure spaces (X ,d ,p ) .  
Under certain conditions on the space {X ,d ,p ) ,  and under the assumption tha t a heat kernel pt 
satisfies (7) for //-almost all x, y 6 X ,  it is shown in [31] th a t the following scenarios occur. In the 
case of diffusions on ( X ,d ,p ) ,  which corresponds to a local operator as generator of the process, 
the function $  and the param eter a  and P satisfy the exponential estimate

$ (s) «  Ci exp ( - C 2S ^ t ) ,  2 ^ / 3 ^ a + l ,

whereas $  is of the polynomial nature

$ (s) «  (1 + s ) - (q+/3), 0 < P ^ a + l

in the non-local case. Recently, Grigor’yan, Hu and Lau [35] studied the estim ate (7) under the 
assumption on the volume of metric balls in (A, d, p) to be of doubling nature. For an overview of



4 Introduction

various equivalent characterisations of heat kernel upper estimates for regular local Dirichlet forms 
on volume doubling metric measure spaces see [33].

Besides metric measure spaces see e.g. [31] for a survey about heat kernel estimates on Riemannian 
manifolds for the Laplace-Beltrami operator A. Here, we name in particular the works of Li and 
Yau [51], who, under certain assumptions on certain manifolds, derived an estimate of the form (6), 
where d (x )y ) is understood as the geodesic distance of x  and y on the manifold. Results for more 
general manifolds have also been achieved by Davies [19] and Grigor’yan [29]. Their contributions 
technically work under a certain gradient assumption on the geodesic distance d on the manifold, 
which is a property th a t typically fails in general metric measure spaces.

In the context of symmetric Markov processes a different approach has been taken by Davies 
[17, 18], Varopoulos, Saloff-Coste and Coulhon [62], and Carlen, Kusuoka and Stroock [10]. In 
our language, on a complete separable metric measure space (X ,d ,p )  they used Dirichlet form 
techniques provided in L 2( X ,p )  to derive the uniform upper bound

pt (x,y) ^ C t ~ n/2 (8)

for its transition density from Sobolev- and Nash-type inequalities. For the transition density of 
the Brownian motion (8) is fulfilled in particular if x = y. Therefore, it has become customary to 
call this upper bound an on-diagonal estimate. We will discuss these results in some more detail in 
§3.2. Moreover, Davies has given a method in [17] how to obtain a decay estimate for pt if x  yf y , 
which is actually equivalent to (8).

In recent years research has been extended towards heat kernel estimates of symmetric jump 
processes corresponding to non-local Dirichlet forms. In [48] Kolokoltsov obtained heat kernel 
estimates for stable-like processes in the Euclidean space ]Rn . More recently, in [4, 5, 6] estimates of 
transition density functions of processes have been derived which are related to non-local operators 
of fixed order. In the case of non-local operators of variable order contributions have been made by 
Chen, Kim and Kumagai in [11, 12, 13, 14]. In [13] Chen and Kumagai, see also [14, 12], introduced 
an estim ate for the transition function of a symmetric jump process corresponding to fractional 
Laplacian-like operators of variable order. An example for such a process is the relativistic stable 
process, whose density function is given by (5). Under the assumption of a uniform volume doubling 
property of the measure p  in (X, d , p) they obtain the estimate

P t ( x ) ~ c i ( ^ ^ ( 0 , 0 - 1 ^ ) ) )  A p ( B d{0,d(x,0)))<p(c2 d(x,Q))

by employing a strictly increasing continuous function 0 : R+ —> M+ satisfying 0 (0) =  0 and 
0 (1) =  1, which can in fact be obtained from the jump intensity of the process under consideration. 
For two examples the performance of the upper bound provided by (9) are studied in § 3. It turns 
out th a t on the diagonal x  =  0 for all £ > 0 and also asymptotically for large t and x,  the estimate
(9) approximates the actual density very well. However, for moderate values of t and x  it does not 
yield a good model of the shape of the transition function. This gives again an indication that it 
is desirable to gain a better understanding of the behaviour of pt in geometric terms.

To sum up, in the diffusion processes case on (X , d , p ), the aim is to get estimates of the Gaussian 
form (6) as noted above. For the case of pure jump processes obtaining heat kernel estimates for 
Pt involving geometric terms first requires a link between the metric d and and the process under 
consideration. Here, a result by Schoenberg [55, 56], see also [8], comes into play. It ensures that a 
metric space (X,  d) isometrically embeds into Hilbert space (H , (-, •)//) if, and only if, for x , y  € M  
the metric satisfies d2(x,y)  =  ip(x — y) with a continuous negative definite function -0 : Rn —i► E. 
We show in § 3 th a t \fip indeed gives a. metric provided if) : Rn -> R is continuous and negative 
definite with -0 (£) =  0 if, and only if, £ =  0. As a consequence, if we equip the set X  with
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d ( x , y ) =  ip1/2(x — y ) we can embed the metric space ( X , ^ 1/2) into a Hilbert space while keeping 
the distances. Eventually, this ensures that we can measure distances with the help of the inner 
product (•,•) on the Hilbert space. More precisely, for x, y € X ,  paths 7 : [0,1] —> X , 7 (0) =  x, 
7 (1) =  y, on the metric space ( X , ^ 1/2) have arclengths

* (7 )=  [  < 7 (0 .7 (0 )1 ?dt =  [  ip1/2( i { t ) )d t .
Jo Jo

The aim of this work is to study the geometry in the metric spaces (X , ip1/2) involving a real-valued 
continuous negative definite function ip : R n —> R giving rise to a metric due to its properties. This 
should give a basis for the analysis of transition functions pt of jum p processes in geometric terms. 
Very recently, V. Knopova and R. Schilling [49] obtained an on-diagonal upper bound for the heat 
kernel in the symmetric jum p processes case involving the measure X ^ ( B ^ ( 0 ,  \ /t))  of a ball with 
respect to the metric ip1/2, where ip is continuous and negative definite.

The outline of this work is as follows. In § 1 we provide the analytic and probabilistic background, 
introducing the concepts of continuous negative definite functions, strongly continuous contraction 
semigroups and their relation to Levy processes. We also introduce translation invariant symmet
ric Dirichlet forms which appear in the context of estimation of transition density functions of 
symmetric diffusion and jum p processes in Hilbert space settings. The first paragraph is mainly 
based on [44, 45, 25, 18, 62]. As a new result, we connect the notion of a weighted function space 
by Triebel [59] to the definition of a symbol class by Hoh [42, 43], see also [46]. We show in § 1.7 
tha t the latter is a class of admissible weight functions in the sense of Triebel.

In § 2 we collect some analytic results in general metric spaces as provided in the monograph [40]. It 
covers, amongst other topics, the Vitali Covering Theorem and function spaces over metric spaces, 
in particular the introduction of Sobolev spaces on metric spaces. The latter needs a formulation 
tha t is suitable for spaces on which a weak derivative is a priori not defined. In particular, we will 
concentrate on the definition of Sobolev spaces according to Hajlasz [37].

In § 3 we study transition function estimates in various settings. We show how Dirichlet forms play 
a role in the setting of symmetric Markov processes on L2(Rn ;R) and discuss the approach taken 
by Davies [17, 18], Varopoulos, Saloff-Coste and Coulhon [62], and Carlen, Kusuoka and Stroock
[10] to derive heat kernel estimates from Sobolev- and Nash-type inequalities. We then turn to 
the topic of transition function estim ation on more general spaces and give a brief survey about 
results obtained by Sturm  [58] and Grigor’yan et al., where we mainly rely on the surveys [30, 31]. 
Finally, we focus on the heat kernel estim ate for jum p processes proposed by Chen and Kumagai 
[13]. We use MATHEMATICA as a tool to compute the upper bound in (9) for p f  and pj1 given by 
(4) and (5), respectively, and to visualise the behaviour of the upper heat kernel for t > 0. The 
results provide a motivation to study geometrical aspects related to Levy processes of jum p type 
more closely.

As motivated by the result of Schoenberg which we give in § 3.4, we equip Rn with the metric 
ip1/2, where ip : R n —> R is continuous and negative definite with ip(f)  =  0 if, and only if, £ =  0, 
and we study properties of the metric measure spaces (Rn ,ip1/2, p) in §4. In particular, we show 
the completeness of the metric spaces (M71, ^ 1/2) and study under which circumstances open balls 
B^ (x ,  p), x  6 Rn , p > 0, with respect to the metric ip1/2 are convex. We then focus on the volume 
growth condition in the metric measure space. In particular, we fix a metric do : Rn x R n —» R and 
a measure po on the cr-algebra 23(Rn ,do) of Borel sets on Rn with respect to do, such th a t open 
balls in (M.n ,do, po) satisfy the growth condition

« Cdo(r,E)M(Bd°(x,r))
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for two radii 0 < r < R, a constant CdQ(r, R) ^  1 and /uo-almost all x  6 Kn- We study how a metric 
d : Rn x Rn —» M is related to do, and a measure /x is connected to fxo such that the spaces (Mn , d, /xo) 
and (R n,do,fx) also satisfy the volume growth condition, respectively. The results obtained can 
be applied to metric measure spaces equipped with a metric that arises from a continuous nega
tive definite function. Moreover, based on the homogeneity property of a metric measure space in 
Chater III of [15] we note in § 4.3 tha t this concept applies to our settings. Finally, we provide some 
results on the construction of a Hajlasz-Sobolev space ip1/2, X ^ )  in § 4.4. We prove, anal
ogously to the general case in [40], that M 1,p(IRn , ip1/2, A(n)) is a Banach space and show that for 
u G M 1,p(Mn , ip1/2, A a  Poincare-type inequality holds, which is an adaptation of a result in [39].



Index of N otation

N set of natural numbers 
N0 =  N U {0}
Nq set of all multi-indices 
R set of all real numbers 
R+ =  {x  £ R : x  ^  0}
Rn Euclidean vector space 
C set of all complex numbers
B d(x, r ) open ball of radius r with respect to metric d
D{z0,r)  := {z  € C : \z — zo\ ^  r} closed disk in the complex plane about Zo
a A b =  min{a, 6}
a V b =  max{a, b}
A \  B  set theoretical difference of two sets 
A c complement of the set A  
conv(v4) convex hull of a set A 
diam(,4) diameter of a set A  
A closure of a set AO
A interior of a set A 
A  cr-algebra
(f2,.A) measurable space 
(fi, A , fx) measure space
3  (X ,d)  set of Borel sets in metric space (X ,d)
<j {0) cr-algebra generated by 0
®(n)j | . |) Set of Borel sets in (Rn , | • |)

{ 1 2) ^
characteristic function of A

U , X
u\a restriction of u to A  
u+ =  u V 0 positive part of u 
u~ =  - ( u  VO) negative part of u

f  R  ’ • rsgn u =  < 11 sign of u
1 0 , u =  0

R eu real part of complex-valued u
Im u imaginary part of complex-valued u

sequence of functions uu
u o v  composition of functions
u * v  convolution of functions
D au = d%l ■ ■ ■
K t Bessel function of second kind and order r

7



8 Notation

u, 3ux Fourier transform of u 
J ~ 1u inverse Fourier transform of u 
L u  Laplace transform of u 
supp(u) support of function u 
R(u) range of a function u 
ker(0 ) kernel of a mapping (j)

X Lebesgue measure in Rn 
/x regular Borel or Radon measure 
Ea Dirac measure at a G Rn 
cap(A) capacity of set A 
supp(/x) support of a measure /x
(l^t)t>o convolution semigroup of sub-probability measures

f 1 !J a+ J (a,b]

(X , d) metric space with metric d(-, •) on X  x X  
(X , d , 1x) metric measure space with metric d and measure /x 
Bb(Q) space of bounded Borel measurable functions 
C( G) space of continuous functions on G
Cq(G) space of continuous functions on G  with compact support 
C 0 0 (G) space of continuous functions on G vanishing at infinity 
Cb{G) space of bounded continuous functions on G 
C k (G) space of k-times continously differentiable functions on G 
C k (G) = C k{ G ) n C 0{G)
C°°(G)  space of smooth functions 011 G
C°°(Rn;]fC) Space Qf smooth functions on Rn with values in K e {R, C}
C0oo(G) =  C oo( G ) n C 0(G')
Lp(D,/x) Lebesgue space of /x-measurable functions on
LP(G) = L P ( G , \ {n))
Lp(Rn]K) Lebesgue space of functions on IRn with values in K  e  {M,C}
L U G )  =  { « £  B{G)  : u \k  £ LP(G) for all K  C G compact}
W m'p{G) classical Sobolev space 
H m (G) = W m’2(G)
H ^ G )  classical Bessel potential space over G
H p ‘s(G) i/'-Bessel potential space over G of order s with respect to L p 
/ / ^ ’s (Rn ;K) '0-Bessel potential space of K-valued functions on Rn with K G {R,C} 
S(Rn ;K) Schwartz space of K-valued functions on Rn with K G {R,C}

(X , || • ||x )  Banach space with norm || ■ \\x
X*  dual space of a topological vector space
X  «->■ Y  continuous embedding of X  into Y
D(A) domain of operator A
R(/4) range of operator A
(A, D(A)) linear operator with domain D(yl)
gr(;4) graph of operator A
R \  = (A — A)-1 resolvent of operator A
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p(A)  resolvent set of operator A 
<r(A) spectrum  of operator A
iIj (D)  pseudodifferential operator with symbol VKO 
{Tt)t^o (one param eter) semigroup of operators

t^o (one param eter) semigroup of operators on Lp(Rn), 1 < p  < oo 
(j^(°°))t^ 0 (one parameter) semigroup of operators on C'00(Rn)
A generator of o
4̂(00) generator of (Tt°°)t^0

^(7) length of a curve 7
d(-, •) distance in arbitrary metric space
| • | Euclidean distance on IRn
||i/ | |x norm of u  in the space X
H U  =  H U  +  II ■ 'HU graph norm of A
IUII =  lU IU -y  operator norm of A : X  —> Y
£(•, •) Dirichlet form
(•>•)//>(■) ' )h inner product in the Hilbert space H
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§1 Prelim inaries

This first paragraph has an introductory character and provides the necessary analytic and proba
bilistic background. We start with some basic concepts formulated on general metric spaces (X,  d). 
We further collect definitions and well-known results on continuous positive and negative definite 
functions on IRn th a t are related to certain one-parameter semigroups of operators which them 
selves can be associated to particular stochastic processes. In particular we focus on semigroups 
of Feller and sub-Markovian operators and their generators which are pseudodifferential operators. 
At the end of this paragraph we show th a t the symbol class studied by Hoh in [42, 43] is a class of 
admissible weight functions in the sense of Triebel [59].

1.1 Basic concepts

We will s tart with summarising some basic notation from Analysis and Measure Theory.

D efin ition  1.1 (Metric space). A metric space is a pair (X ,d)  tha t consists of a set X  0 and
a distance function d(x,y) ,  which is a real-valued function on X  x X  such tha t d(x ,y) ^  0 for 
all x , y  € X ,  d(x,y )  =  0 if, and only if, x  =  y, the symmetry condition d(x ,y )  =  d(y ,x )  for all 
x, y G X  as well as the triangle inequality

d,(x,y) d(x, z) + d(z,y)  for all x, y, z €. X  (1-1)

hold. The mapping d : X  x X  —> R is called a metric. For a subset U C X  we call the metric 
d\uxu  the induced metric on U. Sometimes it is convenient to allow a weaker version of (1.1), 
namely

d(x, y) ^  C (d (x , z) + d (z , y)) for all x , y , z  G X  and C  ^  1, 

in which case (X , d) is said to be a quasi-metric space and d a quasi-metric.

Note th a t in a metric space the condition d(x ,y )  ^  0 follows from the symmetry condition, the 
triangle inequality and the definiteness condition:

2 d(x, y) = d(x, y) +  d(x, y) =  d(x, y) + d(y, x)  ^  d(x, x) =  0 .

However, giving this condition is essential when dealing with semi-metric spaces (X,d) ,  in which
case we allow d(x, y) = 0 to hold w ithout having x  — y. A semi-quasimetric space is defined 
accordingly. Recall the notion of a norm on X  =  Rn .

13
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D efin itio n  1.2 (Norm on Rn). A norm on Rn is a real-valued function N(x)  such that N ( x ) ^  0 
for all x  € Rn , the definiteness condition N(x)  =  0 x =  0, the homogeneity condition N(Xx)  = 
|A| N(x) ,  x  € Mn , c € R, and the triangle inequality

N ( x  + y) ^  N(x)  + N(y)  for all x, y e  Rn (1.2)

hold. Again, a weaker version of (1.2) is given by

N ( x  -(- y). ^  C(.N(x) +  N(y))  for all x, y € C  ^  1,

in which case N  is said to be a quasi-norm. If the definiteness condition is weakened so that x  =  0 
implies N(x)  =  0, we say tha t N  is a semi-norm.

If AMs a norm on Mn then d ( x , y ) = N ( x  — y) defines a metric on Rn .

We consider a metric space (X , d ) and fix y €. X  and R 3 r > 0. Then we write

B d(y,r) = {x  € X  : d(x,y)  < r}

for the open ball with centre y and radius r. In our considerations it is often helpful to indicate 
the dependence on the metric d. Whenever there is no need to emphasise which metric is used we 
may sometimes write B (y ,r )  or B r (y) instead of B d(y,r).

D efin itio n  1.3. A . For a non-empty set A  C X  of a metric space (X,d)  we define its diameter 
with respect to the metric d as

diam(A) :=  diamd(A) := sup{d(a:, y) : x, y e A} .

Then A  is said to be bounded with respect to d if diam(A) <  oo.
B . A subset A C l n is said to be convex, if for any elements x , y  6 A  and 0 ^  K  1 we have that 
the convex combination tx + (1 — t)y  also belongs to A.

We will first give the definition of a general measurable space. We quote the definition from [47].

D efin itio n  1.4 (Measurable space). Let fi ^  0 be a set. A a-algebra A  over ft is a collection of 
subsets of ft  satisfying ft  6 A,  A  € A  implies A c € A, and Ak € A  for k G N implies UfcgN Ak £ A.  
The elements in A  are called A-measurable sets and the tuple (ft, A)  is called a measurable space.

Using these concepts we define a measure on (f),A).

D efin itio n  1.5 (Measure). Let (fi,A ) be a measurable space. A function p. : A  h-> R U {oo} is
called a measure if

0 )

(ii)

(iii)

p(A)  ^  0 for all A € A,

|x(0) =  0, and

for all sequences (A j ) j en of pairwise disjoint sets in A we have the a-additivity property

OO OO

3 = 1  j = 1
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If p(fl) = 1 the measure p  is a probability measure.

D efin ition  1.6 (Measure space). Let be a measurable space, p  a measure on A.  Then the
triple (£l ,A,p)  is called a measure space. If p(Q) =  1, it is called a probability space.

In the following we will work with a. special a-algebra on a metric space (X,  d) which is generated 
by open sets.

D efin ition  1.7 (<r-algebra of Borel sets). Let (X , d ) be a metric space. We consider the system of 
open subsets 0  =  {B  C X  : B  open}. The system c (0 )  =: ‘B( Xyd)  generated by 0  is the a-algebra 
of Borel sets in X.  The elements in 'B(Xyd)  are called Borel sets in X  with respect to d.

R em ark 1.8. In the metric space (Rn , | • |) we will sometimes denote the cr-algebra of Borel sets 
by for short, i.e. := £ (R n , | • |).

We further need the following concepts.

D efin ition  1.9. Let (X,  3 ( X , d ) )  be a measurable space.
A . An outer measure p  is a Borel measure if all Borel sets B  are measurable with respect to p, i.e.
if p{A) — p(A  f lB )  +  p(A \  B)  for all subsets A  c  X .
B . p  is locally finite if for every x  € X  there exists an r  > 0 such that p { B d{x,r)) < oo.
C . An outer measure p  is Borel regular if it is a Borel measure with the property tha t for every 
set A C X  there exists a Borel set B  (E ^ ( X ,  d) such tha t A  C B  and p{A) — p(B).
D . p  is a Radon measure if it is a Borel measure and

(a) p (K )  < oo for compact K  C X ,

(b) p  is inner regular, i.e. for a Borel set B  C X  we have p(B)  =  sup{p(K)  : K  C B  compact},

(c) p  is outer regular, i.e. for a Borel set B  C X  we have p ( B ) = inf{/z(£/) : U D B  open}.

An immediate consequence of Definition 1.9 is the fact th a t Radon measures are always Borel 
regular. Examples for Radon measures are the n-dimensional Lebesgue measure on Rn , and 
also the Dirac measure

f 1, a £ A
d’a (A)  =  < =  *A(a )

( 0 , a A

is a Radon measure on any metric space X .  Another example is the standard Gaussian measure 
7^  on Rn given by

^ ) w = ( 2 ^ / / xp ( - 5 w2) A<n,( ^ -

In later chapters we will deal with metric measure spaces, which consist of a metric space (X , d) 
and a measure p  which is assumed to be Borel regular. We denote these spaces by the triple 
(X , d , p ). Further, we assume th a t balls in X  have a positive but finite measure, i.e. p  is locally 
finite in the sense of Definition 1.9.

For us, a central definition is the following.
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D efin ition  1.10 (Volume doubling measure). Let (X,  d, p) be a metric measure space with regular 
Borel measure p. Let r  >  0 and B d(x,r),  x  € X ,  be a ball of radius r centred at x  with respect 
to the metric d. The measure p  is said to be a volume doubling measure if there exists a constant 
Cd ^  1, such that

/x(B(x,2r)) ^  Cd p(B(x , r ) )  (1.3)

for //-almost all x  € X.  Then the metric measure space is called a volume doubling space. We will 
call /x a locally doubling measure if there exists p > 0 such tha t (1.3) holds for almost all x  and 
r < p. Accordingly, we will call (X,  d, p) a locally doubling metric measure space.

R em ark 1.11. Let us note tha t (1.3) implies tha t for any number A ^  1 we get p ( B ( x , \ r ) )  ^  
Cd{A) p{B(x,  r)) and therefore

/x(B(x, R)) ^  Cd{R, r) p{B(x,  r))

for all positive radii R  > r > 0.

D efin ition  1.12. A set X  /  0 equipped with a (quasi-) metric d is said to be a space of ho
mogeneous type if for each x  6 X  the balls B d(x, r)  of some radius r  form a basis for the open 
neighbourhoods at x, and if the homogeneity condition holds: there exists an IV > 0 such that for 
all x G X  and all radii r > 0 the ball B d(x,r)  contains at most N  points x*, i =  1, . . .  ,n, such 
that d(xi ,Xj) > |  for i ^  j .

A fundamental reference for analysis on homogeneous spaces is [15]. When studying analysis on 
doubling metric measure spaces, many results th a t depend on covering arguments can be gener
alised to spaces of homogeneous type. These include e.g. the study of certain function spaces on 
spaces of homogeneous type, which turn out to have properties comparable to the classical ana
logues, see e.g. [50] and references therein.

1.2 C ontinuous negative definite functions

Continuous negative definite functions will play a central role in this work due to their property of 
giving rise to a metric if we restrict ourselves to real-valued functions. Therefore, this paragraph 
serves to introduce these functions and, closely connected to them, positive definite as well as 
(complete) Bernstein functions.

D efin itio n  1.13 (Positive definite function). The function g : Mn ->• C is a positive definite 
function if for any k e N  and . . . ,  £k e  Rn the matrix (g ( -  £*)) /=1 k is positive Hermitian,

i e - H *i= i 9{& ~ €l)^j  for any Ai , . . . ,  A* € C.

The Fourier transform of a bounded Borel measure p  on Rn is given by

i i (0  =  (2 n ) - " '2 f  e - "  ^ ( d x ) .  (1.4)
J R"

Since as a bounded Borel measure we have p €  S '(R n), its Fourier transform as defined in (1.4) 
coincides with th a t obtained when considering p  as a distribution, i.e.

{p , i )  = [  0 (0  p{d£).=  (27r) n/2 [  [  e lx *(p{x)dx
J R" JRn L^Rn

n(d()

=  [  [(2jt) - " '2 /
J R" L JRn

4>(x) dx = (p, 0)
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for all 4> £ S(Rn), where S(Rn) is the Schwartz space of all rapidly decreasing functions on Rn and 
S7(Rn) the space of tempered distributions, i.e. a distribution with continuous extension to S(Rn). 
The following lemma holds (see Lemma 3.5.4 in [45]).

L em m a 1.14. Let p be a bounded Borel measure on Rn . Then p is a uniformly continuous positive 
definite function.

The following theorem is fundamental in the theory of positive definite functions and relates these 
functions to  bounded and positive measures on Rn . Its proof is given in [45], Theorem 3.5.7.

T h e o re m  1.15 (Bochner). A function g : Rn —> C is the Fourier transform of  a bounded Borel 
measure p on Rn with total mass \p\ if, and only if, g is continuous, positive definite and g(0) =  
£(0) =  (27T)-"/aM .

Note that Bochner’s Theorem states the converse to Lemma 1.14, i.e. given a continuous positive 
definite function g on Rn , then there exists a bounded Borel measure p  on Rn such tha t p  =  g.

We define negative definite functions as follows.

D efin itio n  1.16 (Negative definite function). A function ip : Rn -> C is called negative definite if 
the matrix ( ip(^)  + ip(^l) — ip(^  —f,1)) ■ l=1 k is positive Hermitian for any k & N and . . . ,  6
Rn , i.e.

k

j , i =i

Note that Definition 1.16 is related to Definion 3.23 as for k € N, £ i , . . . ,  € Rn and Ai , . . . ,  Ajt € C
with £ ^ -2  A j =  0,

0 < E  -  ?))Xi A'
3 , 1 =1

= E ( E  v ^ 7))  + E ( E Ai *&'>) ~ E  f ' ) A<
; = 1  ̂ J = 1 '  ^jf=l '  j yl = 1

k
-  X > ( e - ? ‘)A3 A,,

3 , 1 =1

ally) negative definite, having in mind Definition 3.23.
i.e. Y ! ] i=i 'tP(& ~  £l) ^  0 and therefore some authors have called these functions (condition-

R e m a rk  1.17 (First properties of negative definite functions). A negative definite function always 
satisfies ip(0) ^  0 which follows immediately from the definition. Moreover, consider the 2 x 2 -  
m atrix ____ ____

V»(0 +  V>(£) -  ^(0) ^ ( 0  + V»(0) -  ip{£)\
(1.5)

jp{0) + ip(0 -  ip{0) + ip(0) -  ip(0)/

which is positive Hermitian. Since for a positive Hermitian m atrix A  =  (a^) we have aij =  aji  it 
follows that

V>(0 =  ?K -0 >
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which gives the symmetry 0(£) =  0 ( —£) if 0  is real-valued. Considering the determinant of (1.5), 
which is real, then we find

W ) t y ( 0  + W ) - W ( o ) ]  > o

if 0 (£) + 0 (£) =  2 Ret/>(£) ^  2-0 (0) or

R e0 ( 0  ^  0(0) .

Further, the function £ ■—>• 0(£) — 0(0) is negative definite whenever 0  is negative definite, and 
£ 0 (£) := <?(0) — g(£) is negative definite whenever g is positive definite.

The following theorem is fundamental in the theory of negative definite functions, cf. [45], Chapter 
3.6.

T heorem  1.18 (Schoenberg). A function 0  : Rn —» C is negative definite if, and only i f  0(0) ^  0 
and the function £ t-> e~L is positive definite for all t > 0 .

Proof. Let 0  : Rn —» C be a negative definite function. For any k € N and £ \ . . .  , £fc 6 Rn the 
m atrix

:= +  W l) ~ ~ .k

is positive Hermitian. By arf \  we denote the m -th power of each component in the matrix. Then,

by Lemma 3.5.9 in [45] the matrices with the entries for some m > 0 and are also positive 
Hermitian. As the exponential function is holomorphic on the whole complex plane the power 
series eaj'1 =  £^m=i has infinite radius of convergence. Therefore, we may interchange the 
sums to get i=i eai'1 ^  0, and hence

v / j,l ' /

is positive Hermitian. It follows

/c k

j,l = 1 j,l = 1

with r)i = Ai e~ ^   ̂ € C. Hence £ •-> e~ i s  a positive definite function. Further, for a negative 
definite function £ h-* 0 (£) and t > 0 we find th a t £ t0 (£) is negative definite and the arguments
above yield £ (2n)~n/ 2e~t^  is positive definite.

Conversely, let £ i-» e b e  a positive definite function and 0(£) be such th a t 0(0) ^  0. Then 
e-tip(o) ^  for an  ̂ > o and by the remarks above the function £ j  (1 — e_t^^ )) is negative 
definite. As the set of negative definite functions is closed under pointwise convergence, see Lemma
3.6.7 in [45], we find that

lim -  (1 — e =  0 (£) 
t-»o t v '  v '

is negative definite. □

W ithout proof we quote the corollary below from [45].

C orollary 1.19. A negative definite function 0  : Rn —> C that is continuous at the origin 0 e R "  
is continuous on the whole o /R n .
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The following lemma, provides useful properties of continuous negative definite functions.

L em m a 1.20 (Properties of continuous negative definite functions). Let 0  : Rn -4 C be a contin
uous negative definite function. Then, for all £,*? G Rn we have

(i) |0 (£ + r/) |1/2 ^  |0 (OI1/2 +  I#'?)11/2,

(a) ||0 (OI1/2 -  l^(r?)|1/2 | ^  |0 (£ -  t?)|1/2,

(Hi) |0(£) +  0 (77) -  0(£ ±  V)\ ^  2 (Re-0(0 Re0(?7))1/2,

(iv) |0 (OI ^  c^( 1 +  |£|2), where =  2 s u p ^ ^ j  |0 (rj)l-

W ( tt^ S ) 5 < 2'*'(i + IV-K -  ’>)l)w . ® > o.

(vi) 1 + |0 (£ ±  77)| ^  (1 +  |0 (O I)(! +  |0 (??)|1/2)2,

(0n) 0 ( 0  > Co I0 2ro, for  Cq, ro > 0 and |£| large.

The proofs of these properties are given in [45]. Since for the negative definite function 0 ( 0  =  |£|2 
(see Example 1.27 below) the inequality in Lemma 1.20 (v) is called Peetre’s inequality, we call 
it generalised Peetre’s or Peetre-type inequality for general negative definite functions. Corollary
1.19 can be proved with the help of Lemma 1.20 (vi). Moreover, Lemma 1.20 (i) ensures th a t a 
triangle inequality holds for square roots of real-valued negative definite functions, which is due to 
the fact that 0  : R n -> R is symmetric, see Remark 1.17. Later, we will restrict ourselves to work 
with Tiegative definite functions which only take values in R and are continuous at 0 G Rn .

An im portant property of a continuous negative definite function is its representation given in the 
following theorem.

T h e o re m  1.21 (Levy-Khinchin). For a continuous negative definite function ip : Rn —> C there 
exist a constant c > 0, a vector d G Rn , a symmetric positive semidefinite quadratic form, q on Rn 
and a finite measure p on Rn \  {0} such that

<HO =  c +  t ( d - 0 +  « ({ )+  f  ( i - e - “ f - - ^ 7i i5 ) 0 d ^ M < f e ) .  (1.6)j R n \ { 0 }  \ ' \x \ J  FI
where c ,d ,q  and p are uniquely determined by ip. Conversely, given c ,d ,q  and p as above, the 
function ip as given in  (1.6) is continuous negative definite.

D efin itio n  1.22 (Levy measure). Let p  be the measure in the Levy-Khinchin representation of 
the continuous negative definite function ip : Rn —¥ C. The measure

u  \ 1 +  M 2 u  \u(dx) := - -  p{dx)
FI

defined on the cr-field 23(Rn \{0}) of all Borel sets on Rn \{0}  is called the Levy measure associated 
with ip.

Then

(1.7)

C orollary 1.23. L e t  ip : Rn —> R be  a  r e a l - v a l u e d  c o n t i n u o u s  n e g a t i v e  d e f i n i t e  f u n c t i o n ,  

t h e r e  e x i s t  c  >  0, q  a n d  v  a s  g i v e n  i n  T h e o r e m  1 . 2 1  a n d  D e f i n i t i o n  1 . 2 2  s u c h  t h a t

0 ( 0  = c +  <7(0 + /  I1 “  c°s (x • 0 )  v ( d x ) .
./ R " \{0}



20 § 1 Preliminaries

The formulae (1.6) and (1.7) are commonly referred to as the Levy-Khinchin representation of ip, 
depending on the context, i.e. ip being either complex- or real-valued.

The measure u is a Radon measure on Rn \  {0} and satisfies

/  ( |ar |2 A 1) v(dx) < oo .
J R rl\ {0 }

Later, we will mainly restrict ourselves to cases in which ip : Rn —> R has the pure integral 
representation

^ ( 0  =  /  (1 - c o s  (x ■ £)) i / (dx) . (1.8)
J R n \ { 0 }

Below we will give some examples of continuous negative definite functions and their relation to 
certain convolution semigroups of measures. First, however, recall the following notions of conver
gence of measures.

D efin ition  1.24 (Convergence of measures). Let C Rn be a locally compact set, (pit)t^o a 
family of bounded Borel measures on ft. Considering the limit

lim /  u { x )  U t i d x )  =  /  u ( x )  p i o ( d x ) , (1.9)
l-*°° Jn J  n

we say th a t converges weakly to pio if (1-9) holds for all u € Cb(fl), where C{,(f2) is the set
of bounded continuous functions on Cl. The sequence (pit)teN is said to converge with respect to 
Cqq to /io if (1-9) is satisfied for all u € Coo(f)), i.e. the set of all continuous functions vanishing at 
infinity. Furthermore, we say tha t (pit)ien converges vaguely to pio if (1-9) holds for all u € Co(fl), 
i.e. the set which contains functions of bounded support on fi.

R em ark 1.25. Due to the inclusions Co(fi) C Coo(^) C Cb(D) we have the following implications: 

weak convergence => convergence with respect to Coo => vague convergence.

D efin ition  1.26 (Convolution semigroup of measures). A family (pit)t^o of sub-probability mea
sures on R n , i.e. /it {Rn) ^  1 for all t ^  0, is called a convolution semigroup if pit * pis = ptt+s for 
any s, t ^  0, pio =  £q (Dirac measure in 0) and (it -» vaguely for t —>■ 0.

E xam ple 1.27. Consider the family (pit)t^o of measures on Rn having the functions (gt)t^o defined 
by

gt {x) =  (47r t ) - n /2e - |l|2/(4t) for x  € Rn

as densities with respect to the Lebesgue measure on Rn . For the Fourier transform gt of gt , we 
need to compute

(4irt)~n/2 [  e~ix S e~|x|2 dx = f [ ( 4 n t ) - 1/2 [  e~ix&  e~x’ dXj .
J Rn j —1

Now consider only the integral over R,

[  e~ity- y2 d y =  f  e~(y2+ity) dy = e"*^4 [  e~{y+it^ )2 dy .
J  R J  R J  R
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Use the change of variable z \= y + it/2, then dz = dy and therefore

f  e~lty~y dt -- e~l / 4 f  e~z dz =  e_t y/rr.
J  r J  R

This yields

(47rt) - n/ 2 [  e~lx-Z-W2 dx = (4trt)~n/2 TT v ^ e " ^ /4 =  (4t)~n/2 e" 1*1̂ 4 .
j= i

Now, for x  € Rn and a € R, a ^  0, the following formula holds:

= M ” * / ( £ ) .  f € R " .  ( i .io )

In this case, f{ x )  — e_ lxl2 and a = (4£)-1 /2. Together, it follows from (1.10) and the above 
calculation that

&(£) =  (27r)“ n /2 (47Tt)~n/2 [  e~ix^ e ~ M2/{4t) dx
J  R -i

= (27r)-n/ 2 (4 t) -n /2 (4t)n /2 e - ^ 12 =  (2n)~n/2 e ^ 2 .

This family {pt)t^o of measures forms a convolution semigroup on R n , the Brownian (or Gaussian) 
semigroup on Rn . The associated continuous negative definite function 0  : Rn —> R is the function

Given a convolution semigroup (pt)t^o on then its Fourier transform  can be characterised by 
a continuous negative definite function as we have seen in Example 1.27. In fact, the following 
theorem holds; see Theorem 3.6.4 in [45].

T h e o re m  1.28. For any convolution semigroup (pt)t^o there exists a continuous negative definite 
function 0  : Rn —> C such that

M 0  = (2 * ) - ”/»

By Theorem 1.15, each fit is a continuous positive definite function.

E x am p les  1.29. A . For general 0 < a  ^  2 the function £ |£|q is continuous negative definite.
The associated convolution semigroup {p?)t>o of measures on Rn is called the symmetric stable 
semigroup of order a  and is characterised by

/if  ( 0  =  (27r)-n/2 e - ^ a for t > 0, £ <E R n .

Since the function f i f  is integrable we get p f  =  g f  X ^  where g f  is the inverse Fourier transform 
of /if , i.e.

r f ( x )  = J - l G&?)(z) = (2tt)-"/2 /  = (2*)-” /  ,
J R "

which is now the density of the semigroup corresponding to £ |£|a for 0 < a  ^  2. Here as in the
following we denote the inverse Fourier transform by J ~ 1. For a  =  1 we have an explicit form of 
gt as the semigroup (pt)t^o  becomes the Cauchy semigroup with p t having the density
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for t ^  0 and x  G Rn . The symmetric stable semigroup of order 2 is the Brownian semigroup with
n | i [ 2

gt(x) = (4nt)~i e~ as density, see Example 1.27.

B . For Rn =  Rni x R n2 it follows from Lemma 3.6.7 in [45] tha t 0(£,?7) := 0 i(£ ) + 02(v) : Rn -* C 
is negative definite whenever 0 i  : Rni —» C and 02 : l̂ n2 C are negative definite. Hence, in 
particular, the function ip(£,r)) — |£ |a +  [77!̂  with a,/3 G (0,2], £ € R n i , r] € R”2, is a continuous 
negative definite function, see Proposition 1.34 below.

We now define a further class of functions which, as it turns out, operate on the class of negative 
definite functions.

D efin itio n  1.30 (Bernstein function). A function /  G C°°((0,oo)) is called a Bernstein function 
if

f > 0  and ( - l ^ / ^ U o

for all k G N.

Note tha t a Bernstein function is positive, increasing and concave. The set of Bernstein functions 
forms a convex cone which contains the positive constant functions. Similar to continuous negative 
definite functions, Bernstein functions also have an integral representation.

T h e o re m  1.31. Let f  be a Bernstein function. Then f  has the representation

f ( x )  = a + bx+  j  (1 — e~xs) p (d s ) , £ > 0 ,
^0+

where a, b ^  0 are constants and p is a measure on (0, 00) satisfying

f°° $
/  — r  K d s)  < 00 .J0+ S + 1

Conversely, any f  having this representation is a Bernstein function.

Below we consider an im portant subclass of Bernstein functions.

D e fin itio n  1.32. A function /  : R + —> R is called a complete Bernstein function  if there exists 
a Bernstein function g such th a t f ( x )  = x 2 £g(x),  where £g{x)  is the Laplace transform of the 
function g defined by

POO

Lg(x) := /  e~xsg(s )ds .
Jo

T h e o re m  1.33. A function f  : R + —» R is a complete Bernstein function if, and only if, it has 
the integral representation

r o o  _I X
f ( x )  = a + bx + /  -------p{ds)

J0+ s +  x

with a measure p on (0,oo) which satisfies the integrability condition / 0°£(1 +  s )-1 p(ds) < 00.

Examples of (complete) Bernstein functions and their respective representation formulae are given 
in section 1.2 of [25]. An extensive list of complete Bernstein functions can be found in the Ap
pendix of [47]; see also the forthcoming monograph by Schilling, Song and Vondracek [57].

Bernstein functions operate on negative definite functions in the following way:
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P rop osition  1.34. Let f  : R+ —» R be a Bernstein function and ip : Rn —> R a continuous 
negative definite function. Then f  o ip : Rn —>• R is also a continuous negative definite function.

Later, we will use this result to obtain more examples of continuous negative definite functions.

D efin ition  1.35. In the situation of Proposition 1.34 the continuous negative definite function
( /  ° l/0 (£) is called subordinate to £ ip(£) with respect to / .

In the following paragraphs we will often work with radially symmetric continuous negative definite 
functions.

D efin ition  1.36 (Radially symmetric function). A function (p '■ —> R is called radially sym
metric in n  dimensions if it is a function of the Euclidean norm of its argument.

As we have seen in Example 1.27 the function £ —> |£|2 is continuous and negative definite for
£ £ Rn and any n  £ N. Then by Definition 1.36 and Proposition 1.34 the function £ —> / ( |£ |2) is 
a radially symmetric continuous negative definite function for any Bernstein function /  : R + —» R. 
In fact, the converse also holds true, i.e. given tha t £ -* / ( |£ |2) is continuous and negative definite 
then /  is a Bernstein function; see Theorem 3.9.25 in [45]. The following theorem, taken from [45], 
characterises those continuous negative definite functions th a t are subordinate to £ —> |£|2 and, 
hence, are radially symmetric.

T heorem  1.37. A continuous negative definite function ip is subordinate to the function  £ |£|2
if, and only if, its Levy-Khinchin representation is of the form

only if, £ =  0. Now, in order for the composition f  oip to satisfy ( /  oip){ff) — 0 whenever ip( 0) =  0,

not be differentiable. However, a result due to W. Hoh [42], see also [45], ensures th a t a certain 
integrability property of the Levy measure of ip : Rn —» R yields not only classical differentiability 
up to a certain order, but also upper bounds for the derivatives for all multi-indices a  £ Nq.

where m  is the Laplace transform of a measure v on (0, oo) satisfying

The Bernstein function f  such that i/,(£) =  / ( |£ |2) holds is given by

where ${v) is the image measure of u with respect to the mapping s »->■ $ (s) =  (4s) 1.

R e m a rk  1.38. We will later consider continuous negative definite functions with i/>(£) =  0 if, and

it is a necessary and sufficient condition for /  to be a Bernstein function with /(0 )  =  0; see Remark 
3.9.24 in [45].

In general, a continuous negative definite function with Levy-Khinchin representation (1.6) need
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T h e o re m  1.39. Let ip : Rn —» R be a continuous negative definite function with representation
(1.7). Assume that

Mj := /  |y\J u(dy) < oo
«/R"\{0}

for  2 ^  j  ^  m , m  £ N. Then ip is m-times continuously differentiable and for all multi-indices 
a  G Nq with |q | ^  m  we find

(  ip{£) a  =  0
1 ^ ( 0 1  ^  < Ciip1/2^ )  |a | =  1

V ^lal |®|  ^  ^

with ci =  (2M 2)1/2 +  2A1/2, c2 =  M2 +  2A and C|a | =  M\a\ for  3 ^  |a | ^  m. The constant A denotes 
the maximal eigenvalue of the quadratic form  g(£) in the Levy-Khinchin representation of ip.

In § 1.7 we will use Theorem 1’39 to show that continuous negative definite functions ip : Rn —> R 
are admissible weights in the sense of Triebel [59] for weighted function spaces.

We will need the following concept in the context of properties of metric measure spaces.

D efin ition  1.40 (Comparable negative definite functions). We call two continuous negative def
inite functions ip\ , ip2 : Rn -> R comparable if there exist constants 0 < Ao ^  Ai < oo such 
that

A <  <  AA° ^  T777 ^  Al •M O

E xam ple 1.41. Let ip\(£) =  \ / |£ |2 +  m 2 — m, m  > 0, and '02(£) =  |£|. Then we find 0 ^  j  <  1 
for any m > 0 and

M O  V \ S \ 2  +  m 2 ~ m  . i

The functions ip\ and >̂2, however, are not comparable in the sense of Definition 1.40.

If continuous negative definite funtions have the Levy-Khinchin representation 

M O  = [  (1 - c o s  {y • 0 )  M dy) , * = 1>2,
JWLn\{0}

and if their Levy measures i^(dy) = gi{y) X̂ n\ d y )  are such that 0 < Xogi{y) ^  g2 (y) ^  ^ i9 i (y )  
then it follows that ip\ and 1P2  are comparable in the sense of Definition 1.40.

1.3 On one-param eter operator sem igroups

In this paragraph we give a brief survey of some general results for one-parameter semigroups 
of operators and their generators on Banach spaces. An essential one in this context is the fa
mous result by Hille and Yosida, whose theorem gives a characterisation of operators th a t generate 
strongly continuous contraction semigroups. Studying operators of the form Ttu =  p,t * u with a 
convolution semigroup fxt and a function u on an appropriate function space leads to special classes 
of operator semigroups. For some of these there exist similar characterisations of their generators. 
We start with the following essential definition, taken from [45].
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D efin itio n  1.42 (Strongly continuous contraction semigroup). A family of bounded linear oper
ators (Tt)t^ o on a Banach space (X, || • ||x ) forms a one-parameter operator semigroup if the Tt 
satisfy

(i) T„ =  /,

oo  r + t  = T, o T( for all .s, t ^  0 (semigroup property).

We call the semigroup strongly continuous if

(iii) limi_>.o+ ||(^t ~  -Ou llx =  0 for all u £ X .

A semigroup is called a contraction semigroup if

(iv) ||Tt ||x  ^  1 for all t ^  0.

E x am p le  1.43. For t ^  0 let us consider the operator

Ttu(x) — p t * u(x)  = /  u(x  -  y) p,t (dy) (1.11)
J R"

with a convolution semigroup (/at) ^ 0- The integral is well-defined for all u £ Coo(Rn ;R) and on 
S(Rn ; R) we have

5 ( T tu ) ( 0  =  K T u ( 0  =  (2ir )n / 2 M O u ( ( )  =

for t ^  0, where ijj : Rn —> R is the continuous negative definite function associated with the 
convolution semigroup. Applying the inverse Fourier transform we see th a t Tt has the form of a 
pseudodifferential operator acting on S(Rn ;R ), i.e.

Ttu{x) =  ( 27r ) ~ n/ a  f  e ^ e - ^ (° u ( 0  d£ .
J  R"

The fact that 7{Ttu) =  u(^) e~1̂ ^  shows that for u £ S(Rn ;R) we have u € S(Rn ;R) and 
J(Tiu)  £ L1(Rn ;R). Now the lemma of Rieinann-Lebesgue in the theory of Fourier analysis 
ensures that the Fourier transform is a continuous linear operator from L1(Rn ;R) to C'00(Rn ;R), 
which implies that Ttu € Coo(Rn;R)- Moreover, for u £ Coo(Rn ;R) we get

\ T t u ( x ) \  ^  [  | u ( z - y ) | M t ( d y )  <  N | o o A i ( R n ) <  IMloo 
J R"

as pi(Rn) ^  1 by definition. Since the right-hand side is independent of t and x , this inequality 
implies that Tt is a contraction on Coo(Rn ;R)-

The operators Tt also have the semigroup property Tt+Su (x ) =  (Tt o Ts)u(x). To verify this, we 
^ need to recall the definition of the convolution semigroup, i.e.
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Further, we have

T0u(x) = /  u ( x -  y) p0(dy) = u(x -  y) £0{dy) =  u(x)
JR" JR"

and thus To =  I.  Further, it is shown in Example 4.1.3 in [45] that (Tt )t^o is strongly continuous 
for t —> 0+, hence a strongly continuous contraction semigroup on Coo(Rn ;]R).

The above example motivates the definition of the following special classes of operator semigroups.

D efin itio n  1.44. A . A strongly continuous contraction semigroup (Tt )t^o of real-valued operators 
on C00(Mn;R), equipped with the usual supremum norm || • ||oo, is called a Feller semigroup if Tt 
is positivity preserving for any t ^  0, i.e. u ^  0 implies Ttu ^  0.

B . A sub-Markovian semigroup on I P , 1 ^  p ^  oo, is a strongly continuous contraction semigroup 
(Tt)t*0 of real-valued operators on Lp(Rn ;R) with the property 0 ^  u ^  1 a.e. implies 0 ^  Ttu ^  1 
a.e.

C . A strongly continuous contraction semigroup (Tt )t^o is called symmetric if (Ttu , v) =  (u , Ttv) 
for all u ,v  G Lp(Rn ;R) fl L2(Rn ;R) in the case of Lp-sub-Markovian semigroups and for u, v E 
Coo(Mn ;R) n  L2(Rn ;R) in the case of Feller semigroups.

D . We call the semigroup (TL)t^o analytic if the operators Ttu admit an analytic extension Tzu to 
a sector 0 =  {z € C : arg (z -  do) < 6}.

In the case of symmetric L2-sub-Markovian semigroups we have the following result, which can be 
found in [16].

T h e o re m  1.45. Let ( T ^ ) t ^o be a symmetric sub-Markovian semigroup on L2(Rn). Then it 
extends from  L2(Rn) flT p(Rn) to a sub-Markovian semigroup ( T ^ ) t^ 0 on Lp(Rn) for  1 ^  p < oo. 
Further, it holds that every symmetric sub-Markovian semigroup on L 2(Rn) and its extensions to 
Lp(Rn) for  1 < p < oo are analytic.

A central notion in the theory of semigroups is that of an infinitesimal generator.

D e fin itio n  1.46 (Infinitesimal generator). Let (Tt)t^o be a strongly continuous contraction semi
group on a Banach space (X , || • ||x ). Its infinitesimal generator is given by the operator

. .. T tu — u .. , '
Au := lim ----------  (in the strong sense)

t—>o+ t K 1

for u € X  on the domain

D(A) := l u  G X  : lim — -  exists in A-} .
I L—̂0-|- t J

In § 1.6 we will introduce ift-Bessel potential spaces and show th a t for certain generators (A^p\  D ( A ^ ) )  
their domains coincide with these function spaces; see also [25] and [46].

E x a m p le  1.43 (re v .)  By the discussion above it is clear that the family (Tt )t^o consisting 
of operators (1.11) can be extended to a Feller semigroup, which we will denote by (T /00̂ )^o-
If fact, it can also be extended to a semigroup acting on L2(Rn ;R). To see this we note that
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S(Kn ;R) C L2(Rn ;]R) dense and use Plancherel’s Theorem, which says tha t the Fourier transform
is an isometric isomorphism from L2 to L 2. This yields

\\Ttu\\L2 = ||T(Ttu )||L2 ^  \\u\\L2 ,

hence the extension is a contraction, too.

It is also of interest to obtain the actual form of the generator of (Tt )t^Q. Using the convolu
tion theorem and the equality T(Ttu)(£) =  u(£)e-t1^ )  for t ^  0, u  G S(Rn ;R), we obtain the 
representation

T* — I  f  e ~ t^  — 1 \
Au(x)  =  lim  u(x) -  lim T - 1 ( ------------n ) ( x )

v '  t—>-o+ t t^o+ \  t )  ’

=  - 3 ~ 1{iIj u ){x ) = -  (2n)~n/2 [  e ^ i /K O  u(£) d£ .
jRri

Hence, not only Tt , but also its generator is a pseudodifferential operator, but with the symbol

-VKO-

The notion of an operator resolvent is essential in the study of generators of one-parameter semi
groups. Its definition is as follows, taken from [45].

D efin ition  1.47 (Operator resolvent). Let A  be a closed linear operator on a Banach space 
(X, || • Hx) with domain D(^4) C X .  The family (R \ ) \ £ P(a) of operators R \  defined by

R \u  := (A — A )~ l u ,

where A -  A is short for XI  -  /l, is called the r e s o l v e n t  o f  A, and the set

p(A) :=  {A € C : A — A  is surjective and has a continuous 

inverse defined on R(A — 4̂) — X }

is called the resolvent set of A.

The resolvent of a generator (A, D(y4)) of a strongly continuous contraction semigroup (Tt)t^o on 
a Banach space (X, || • ||x ) has a representation as a Laplace integral

nO O

R \u  = /  e~XiTtu d t
J o

giving a way to express R \  with the help of the semigroup operators. For the resolvent set we have

{A e  C : ReA > 0} C p{A ) .

The theorem of Hille and Yosida, cf. e.g. [16, 21], gives conditions for operators to generate a 
general strongly continuous semigroup of contraction operators.

T h e o re m  1.48 (Hille, Yosida; 1948). Let A be a linear (and in general unbounded) operator on a 
Banach space (X , || • ||* ). Then A generates a strongly continuous contraction semigroup if, and 
only if, the following conditions hold:

(i) A is closed and D(A) C X  dense,
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(ii) for all A > 0 we have A G p{A ) with ||A(A — A) 1|| ^  1.

To prove this result, Yosida used the Yosida approximation in order to reduce the problem of
working with unbounded operators A  to the case of bounded ones which we will denote by A \ .  
The essential idea is to use the operator AR \ ,  which satisfies the condition of Theorem 1.48, is a 
bounded operator and approximates the identity as A oo, since for u G D(A),

||A jR a u -u ||x  =  ||(A -  A + A)(X -  A )~ xu -  u ||*  =  ||A(A -  A )~ lu\\x

= ||(A -  A )~ 1Au\\x  < —  - —► 0 as A -» oo ,
A

where we used condition (ii) of Theorem 1.48. Hence lim,\->oo X R \u  = u for all u G X , since 
D(A) C X  dense. The Yosida approximation is then defined by

A x := A \ R X = \A (X  -  A ) ' 1 = A2(A -  A ) - 1 -  XI

for A > 0. Then the bounded operators A \  approximate A , since for u G D(A) it follows

A \ u  =  AA(A — A )~ l u =  A(A -  A )~ 1(Au) -» Au  as A —> o o .

R em ark 1.49. Feller, Miyadera and Phillips (1952; see e.g. [21], Theorem 3.8) extended Theorem 
1.48 to hold for strongly continuous semigroups o that, are not necessarily contractive. They 
showed th a t a linear operator A  generates a semigroup of operators th a t satisfy ||T i||* ^  M  eult with 
M  ^  1 and growth bound u  G R if A  is closed, densely defined, (cj, oo) G p(A)  and ||(A — v4)- n ||x  ^  
M(X — u>)~n for all A > u  and n  G N. A variant of the theorem by Hille and Yosida was found by 
Lumer and Phillips, which does not need estimates for all natural exponents of the resolvent, but 
instead uses the notion of dissipativity of the operator A  which is an easily verifiable condition.

D efin ition  1.50 (Dissipativity). A linear operator A : D(A) —> X ,  defined on a subset of the 
Banach space (X , || • ||x ), is called dissipative if ||(A — A)u\\x  ^  A ||u ||x  for all A > 0 and u G D(A).

T heorem  1.51 (Lumer, Phillips; 1961). Let A be a linear operator on (X , || • ||x ), where X  is a 
Banach space. Then A generates a strongly continuous contraction semigroup i f  and only i f  the 
following conditions are satisfied:

(i) A is closed and D(A) C X  dense,

(ii) A is dissipative and

(Hi) the range R(A — A) is dense in X  for some A > 0.

One major concern in the theory of semigroups related to Markov processes is to classify generators
of Feller and Lp-sub-Markovian semigroups. It turns out tha t for the classification of generators
of Feller semigroups we need the following concept; see [44, 45].

D efin ition  1.52 (Positive maximum principle). Let A : D(A) —> C00(Rn) be a linear operator on 
D(A) C Coo(lRn). Then A  satisfies the positive maximum principle if

u G D(A) and u(xo) =  sup u{x) ^  0 imply A u { x q )  ^  0. (1.12)
x £ R "
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For these operators we have the following result; see Lemma. 4.5.2 in [45].

L em m a 1.53. Let A : D(^4) —> Coo(Mn) with D(j4) c  Coo(^n) satisfy (1.12). Then A is dissipa
tive.

In [45], Chapter 4.5, it is also shown that the generator (y^00), D(i4^°°))) of a Feller semigroup 
satisfies the positive maximum principle (1.12). The following theorem by Ph. Courrege provides 
a characterisation of operators satisfying (1.12), hence it gives a characterisation of the generator 
of a Feller semigroup (T1/ 00̂ ^ o -  If the Feller semigroup arises from operators of the form (1.11), 
see Example 1.43, we have already seen tha t its generator has the form of a pseudodifferential 
operator. The theorem by Courrege gives this result for operators whose symbols are of a more 
general form.

T heorem  1.54 (Courrege). Suppose A is a linear operator on Co°(Kn) and satisfies (1.12). Then 
has the representation

A ^ u f a )  =  - q (x ,  D )u (x )  = — (27t)—n/2 f  el x q(x, £) u(£) d£
J  R"

as a pseudodifferential operator, where q : Rn x IRn —> C is a measurable locally bounded func
tion such that £ i-> q{x,£) is continuous negative definite and therefore admits a Levy-Khinchin 
representation.

Now the following theorem gives a classification of those operators th a t generate a Feller semi
group. It is a variant of the Theorems 1.48 and 1.51 taking the positive maximum principle into 
account.

T heorem  1.55 (Hille-Yosida-Ray). A linear operator {A^°°\ D(A('°°^)) on the Banach space Coo(Rn) D 
D(y4^°°)) generates a Feller semigroup if, and only if,

(i) is closed and D ^ 00)) C C'op(Rn) dense,

(ii) satisfies the positive maximum principle (1.12),

(Hi) the range R(A — /4^°°)) is dense in CooO^” ) for some A > 0.

For an operator A  to be the generator of a sub-Markovian semigroup on Lp(Mn) it is necessary to 
be a Dirichlet operator, which is a concept we will define in § 1.5. Before tha t, we will give a brief 
introduction to subordination in the sense of Bochner of operator semigroups. It is a technique 
used to obtain new semigroups from given ones.

1.4 Subordinating operator sem igroups

This section gives only a short overview about obtaining new semigroups from given ones by sub
ordination. We include this section in order to apply the subordination technique in the following 
paragraphs, where we have to deal with operators of fractional powers. In particular, we will 
encounter the T-transform of an Lp-sub-Markovian semigroup ( T ^ ) t ^ o  in §1.6, which gives an 
example of a subordinated semigroup. We will show that complete Bernstein functions, as intro
duced in § 1.2 play a central role. For a detailed discussion of this topic, see [45, 24, 25].
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Let (Tt)t^o denote a strongly continuous contraction semigroup on Lp(Rn) or C'00(Rn) with gen
erator (A ,D ( A )). We consider a convolution semigroup of measures (r)t)rzo supported in [0, oo). 
Then we have the correspondence

pOO
Lr]t(x) = /  e~sx T]t {ds) = e~l^ x  ̂ for x, t > 0

Jo
between a convolution semigroup of sub-probability measures on [0, oo) and a Bernstein function 
/ .  The convolution semigroup (r]t)t^o is uniquely determined in this case, so we have a one-to-one 
correspondence between /  and (r]t)t^o> see Chapter 3.9 in [45]. W ithout proof we will quote the 
following fundamental result.

T h e o re m  1.56 ([45], Theorem 4.3.1). Let (Tt)t^o be a strongly continuous semigroup of contrac
tions on a Banach space (X , || • ||x ), the semigroup (r]t)t^o with corresponding Bernstein function  
f  be defined as above, and for  u € X  let

pO O

T [u  := / Tsurjt {ds).
Jo

Then the integral is well-defined and {T /) t^o is again a strongly continuous contraction semigroup.

D e fin itio n  1.57. In the situation of Theorem 1.56 we call the semigroup ( T / ) l̂ q subordinate (in 
the sense of Bochner) to (Tt)t^o with respect to f .

The property of {Tt)t^o being a Feller- or an Lp-sub-Markovian semigroup carries over to the sub
ordinated semigroup { T / ) t^o, see Corollary 4.3.4. in [45].

Our next goal is to determine the generator (Afi D(A^))  of the semigroup ( t / ) q o -  For a repre
sentation of A f  we need the notion of a (complete) Bernstein function, see Definitions 1.30 and 
1.32. It is shown in Theorem 1.4.3. in [25] that the generator of a subordinated semigroups with 
respect to a complete Bernstein function /  has the representation

p  OO

A*u = —au + bAu + /  A(s -  A )~ 1up(ds ) , u € D(A)
Jo

with the domain D(A^)  =  L)(A) if b ^  0 and

D (A^)  =  \ u  € X  : lim /  A(s -  A )~l up{ds) exists weakly in X  } ,
L k-Kx J0 j

if 6 =  0, where X  is either the space Lp(Rn) or C0O(Mn). As mentioned in [24] subordination of 
operator semigroups brings forth a functional calculus which is in accordance with th a t of fractional 
powers of operators, which we get in the special case f ( s )  =  sa for 0 < a  < 1. More precisely, for 
a complete Bernstein function /  we can represent the generator A f  of a subordinated semigroup 
as A^ = — / ( —A), and f { A )  is given by the Dunford integral

f ( A )  = J  f (s )  { s - A )  1 ds ,

where 7 is a closed path around the spectrum of the operator A in the complex plane.

For the remainder of this paragraph we want to give an example of a subordinated semigroup.
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E x am p le  1.58 (r-transform  of an Lp-sub-Markovian semigroup). The T-transform (v}p^)r^o of 
an Lp-sub-Markovian semigroup ( T ^ ) t^o is given by

1 f°°
y(p)u := — —  /  t * - 1 e ^ T ^ u d t ,  u E Lp(Rn) .

r(r/2) Jo
Its corresponding convolution semigroup is the T-semigroup

Vt(ds) = s ^_1 e - s X[Q<oo)(s)ds

and the corresponding Bernstein function f ( s )  = \  log(l +  s).

The T-transform of an Lp-sub-Markovian semigroup is again an Lp-sub-Markovian semigroup 
obtained by subordination as we have

v j p) VT{p) =  V ^ l r 2 (semigroup property)

I|VtPM | lp ^  IM U p (contraction property)

limr._>o+ v j p^u — u in Lp(Rn) (strong continuity in 0)

0 ^  u ^  1 a.e. implies 0 ^  v j p^u ^  1 a.e. (sub-Markov property)

A connection between the T-transform ( V ^ ) r^o and the generator (A^p\  D ( A ^ ) )  of the under
lying semigroup { T ^ ) t^ o is given in the following theorem.

T h e o re m  1.59. Let ( T ^ ) t ^ o  be an Lp-sub-Markovian semigroup and (A^p\  D ( A ^ ) )  its genera
tor. For all r > 0 and u € Lp(Rn) we have

V jp)u = { I - A ^ ) - r/2u.

We will see in §1.6 tha t the operators appear in the construction of Bessel-type potential
spaces.

1.5 Translation-invariant sym m etric D irichlet forms

In contrast to Feller semigroups, where Courrege’s theorem classifies their generators, we cannot 
make use of similar pointwise statements such as the positive maximum principle in any Lp-setting. 
It turns out tha t the following concept is essential to obtain a characterisation of generators of 
sub-Markovian semigroups, see e.g. Chapter 4.6 in [45].

D efin itio n  1.60 (Dirichlet operator). A closed, densely defined linear operator A  : D(A) -*
Lp(Rn), 1 < p < oo, with domain D(A) c  Lp(Rn), is called a Dirichlet operator if

f  (Au)((u — 1)+ )P 1 d.x ^  0
J  R"

for all u G D(A).

For any Dirichlet operator (A, D(A)) on Lp(Rn), 1 < p < oo, it holds tha t

f  (A u)(sgnu)|u |p-1 dx = f  (Au) |u+ |p_1 dx -  f  (Au) |u ~|p_1 dx  ^  0 , (1.13)
J R" J R" J  R"

see Proposition 4.6.11 in [45].
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L e m m a  1.61. A Dirichlet operator A on Lp(Rn) is dissipative, i.e. ||(A — A)u\\iv ^  A IMIlp- 

Proof. Using (1.13) and Holder’s inequality we obtain

^ IMIlp ^  ^  [  \u\p dx -  f  (Au)(sgn u ) |u |p-1 dx =  f  ((X — A)u)(sgnu)\u\p~ i dx
J  R" J  R" J  R"

^  ||(A -  A )u \\lv |i(sgn u ) |u |p_1 \\l<i = \ \ { X - A ) u \\Lp \\u \\v[1 ,

p/where q is the conjugate exponent to p . Dividing both sides by IMIlp gives the result. □

Note that due to Minkowksi’s inequality and the dissipativity of A  with A =  1 we have the 
continuous embedding D(^4) Lp(Rn), since

IMIlp ^  ||( /  -  A )u \\Lv ^  ||u ||lp +  ||(-i4)u||£,P =  |H U  >

where || • ||a denotes the graph norm on D(j4). The Dirichlet operator A  is by definition closed and 
densely defined. If we further assume th a t the range R(A — A) is dense in Lp(Mn) for some A >  0, 
it follows from Theorem 1.51 th a t A  generates an Lp-sub-Markovian semigroup. Conversely, it can 
be shown that every Lp-sub-Markovian generator is necessarily a Dirichlet operator on Lp(Rn), 
see the remarks in [45] leading to Lemma 4.6.6.

For the rest of this paragraph we consider the case p = 2 and work with symmetric sub-Markovian 
semigroups {T^ ) t^0 on L2(Rn ;R). In this setting the concept of a Dirichlet operator was intro
duced by Bouleau and Hirsch [9]. In general, however, neither the definition of a sub-Markovian 
semigroup nor th a t of a Dirichlet operator requires symmetry. For general p  we can find the defi
nition of the latter in [45]. The generator (A, D(i4)) of a symmetric L2-sub-Markovian semigroup 
is a self-adjoint Dirichlet operator. In fact, we can state the following theorem (see [44], Theorem
3.2) giving also the converse.

T h e o re m  1.62. A self-adjoint operator Let A : D(j4) -» L2(Rn ;R ), D(i4) c  L 2(Rn ;R) dense, be a 
self-adjoint linear operator. Then it is a Dirichlet operator if, and only if, it generates a symmetric 
sub-Markovian semigroup on L2(Rn ;R).

The fact that A is a Dirichlet operator implies

/ {—A u )u d x  =  {—A u ,u ) l , 2  ^  0
J  R"

by using (1.13). Hence - A  is a non-negative and self-adjoint operator. Then the following theorem 
ensures the existence of (—A)1/2 and of a positive semidefinite bilinear form (£, D(£)) on L2(Rn ;R) 
defined by

£(u,v) := ( - A u , v ) L 2 = ( ( - A ) 1/2u , ( - A ) 1/2v ) L 2 (1.14)

for v G D(£) := D((—A ) 1/2) and u  € D(A) fl D(£). We quote this result from [45], Theorem 4.7.5.

T h e o re m  1.63. Let (A, D(A)) be a closed and densely defined self-adjoint operator on L2(Rn ;R), 
which satisfies (1.13). Then there exists a closed, symmetric and positive semidefinite bilinear form  
(£ ,D (£)) on L2(Rn ;R) defined by (1.14), which satisfies the Cauchy-Schwarz inequality

\ ( -Au,v ) l , \ <  \\(-A)‘l2v\\i,i , u €  D ( X ) ,  V e  D (A*)-

Further, we have D(j4) D(£) L2(Rn ;R), where these continuous embeddings are dense. In
particular, (D(A), || • H^) and (D(£), || • ||£) are Hilbert spaces equipped with the respective graph 
norms ||u|U =  \\u\ \ L 2 +  \ \ ( -A )u \ \ L 2 and | | i t | | £ =  | |u | |l 2 + y/£(u, u ).
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In this setting we can give an example of a translation invariant symmetric Dirichlet form  involving 
a real-valued continuous negative definite function if : Rn —» R. For the general definition and a 
detailed introduction into the theory of not necessarily symmetric Dirichliet forms, we refer to the 
book of Z.-M. Ma and M. Rockner [52], which includes analytic as well as probabilistic aspects 
of the theory up to the construction of the related Markov processes. Another reference is the 
monograph by M. Fukushima et al. [27], which covers the purely symmetric case.

D efin itio n  1.6^ (Symmetric/Local Dirichlet form). A . Let (£, D(£)) be a closed bilinear form on 
L2(Rn). If it is symmetric and

£(u+ A l ,u + A l ) ^ £ ( u ,u )  for all u G D (£ )),

then (£, D(£)) is said to be a symmetric Dirichlet form.

B . A Dirichlet form (£, D(£)) having the property th a t two functions u ,v  G C'o°(Rn) with disjoint 
support yield £(u ,u) =  0, is called a local Dirichlet form.

E x am p le  1.65. In this example we show how in the symmetric L2(Rn ;R) setting real-valued 
continuous negative definite functions come into play as we can express the bilinear form (1.14) 
with the help of a fixed if : Rn —V R. Let o be the associated convolution semigroup of
measures and (Tt)t^o be defined as in (1.11). As already noted in §1.3 each operator has an 
extension from S(Rn ;R) to L2(Rn ;R) where it is -  due to Plancherel’s Theorem -  a contraction. 
As we restrict ourselves to real-valued functions i f , we can extend (Tt )t^o from S(Rn ;R) to a 
symmetric semigroup on L2(Rn ;R) by

(Ttu ,v ) L2 =  [  e~t* W u ( £ ) v ( O dZ = [  v ( 0 d ^  = (u ,T tv )L2
J R" ./R”

making use of Plancherel’s Theorem. For u G S(Rn;R) the generator of the semigroup is given by 
the pseudodifferential operator

Au(x)  =  - i f (D )u (x )  = - ( 2 n ) ~ n/2 f  elx'^if{£)u{€) d£ .
J Rn

By the properties of the Fourier transform, the generator —if(D) is invariant under translations, 
see [45], Example 4.7.28. Substituting A  =  —if(D) in the definition (1.14) of £ we find

£(u, v) = (—Au, v)l , 2  = j  i f (D )u { x )v (x )d x =  f  if(£)u(£)v(£)d£. (1-15)
JR" 7R"

This bilinear form is an example of a translation invariant symmetric Dirichlet form.

Taking into account th a t -0(£) has a Levy-Khinchin representation (1.7), we can reformulate (1.15) 
for u ,iiG  S(Rn ;R) as

£{u,v) = c (  w(0 v(0 d £ +  [  q {£ )u (£ )v{ i)d£+  [  u { 0  H O  [  ( l - c o s ( a : '0 ) i /(dx)d£ .
J R "  J R r‘ . /  R "  . /  R n \ { 0}

By the properties of the Fourier transform, Plancherel’s Theorem and by expressing cos(y ■ 0  as
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I  (e*y£ +  e- i v t )  we arrive at

£(u,v) = c u ( x ) v ( x ) d x +  / q (x)V u{x)  ■ Vv{x) dx
J R «  J R "

+  5 /  /  (it(x +  y) -  u(x)) (v(x + y) -  v(x)) v(dy) dx
J R "  J R "

=  c / u ( x ) v ( x ) d x +  / q ( x ) V u ( x ) - V v ( x ) d x
•/R71 */ ]Rn

/  /  (u(x) -  u{y))(v(x) -  v(y)) J ( d x ,d y ) ,
J  R n  J ]f^n

(1.16)

+

where i/ is the associated Levy measure to ip and J  a symmetric measure without any mass on 
the diagonal x  = y. The latter representation is often referred to as Beurling-Deny representation. 
Note tha t if u and v are Co°(Rn ;R) functions with disjoint support it follows th a t the local part 
of £ vanishes, i.e.

/  u(x) v(x) dx  +  /  q { x )V u (x ) -V v { x )  dx — 0 . (L17)
J R «  JR "

For this terminology, see [44].

According to the Beurling-Deny formula and (1.17), disjoint supports of u and v yield £(u, v) = 0
if, and only if, J  =  0. The generator of a local form is in general a differential operator. This is not
true for non-local forms whose generators are in general pseudodifferential operators. In this work 
we are mainly interested in non-local Dirichlet forms having the Beurling-Deny representation

E(u,v) = [ f  (u(x) -  u(y))(v(x) -  v(y)) J { x , y ) d y d x  (1.18)
J JR"

with a jump kernel th a t has a density J(x , y) with respect to the Lebesgue measure.

1.6 On ^-B essel potential spaces

In this paragraph we study a family of Sobolev spaces related to continuous negative definite 
functions ip : Rn —> R. They occur as domains D(£) of translation invariant symmetric Dirichlet 
forms as in (1.15) and also as domains D(A^P̂ ) of generators of Lp-sub-Markovian semigroups. 
In order to characterise D(A^P̂ ) for 1 < p ^  oo in terms of function spaces we fix a real-valued 
continuous negative definite function ip : Rn ->• R having the Levy-Khinchin representation

' P ( 0 = [  (1 - c o s  (y -Z ))v (dy)  (1.19)
■/R" \{0}

and assume it satisfies properties (iv) and (vii) of Lemma 1.20. Let ( T ^ ) t ^ o ,  1 ^  p ^  oo, be the 
associated Lp-sub-Markovian or Feller semigroup with generator (A^p\  D(A^P^)) and D(A^P̂ ) c  
Lp(Rn ;R) or D(A(p)) C Coo(Rn ;R ), respectively. In [25] we find the following result.

P rop osition  1.66. Let ip : Rn —> R be continuous negative definite with representation (1.19). 
Then f o r i  < p ^  oo we have thatS(  R n ;R) C D(A^P )̂ and fo ru  € S(Rn ;R) the generator of the 
semigroup o can be represented as the pseudodifferential operator A ^ u { x )  =  —ip(D)u(x).
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D efin itio n  1.67. Let ip : R n —» R be a continuous negative definite function with Levy-Khinchin 
representation (1.19). Then the space

H $'2{Rn ;R) := {u € Lp(Rn ;R) : ||u | |^ ,2  <  oo}

with the norm

IMI H p2 := Wi1 +  \l v

is called the ip-Bessel potential space of order 2 with respect to Lp(Rn ;R), 1 ^  p < oo.

Given that u £ S(Rn;R), assuming tha t ip £ C 00(Rn ;R) and ip and all its derivatives are polyno
m ial^  bounded we note th a t ipii £ S(Rn ;R ), hence (1 + ip)u £ Lp(Rn ;R) and 3r_1((l 4- ip(-))u(-)) 
is defined. This gives

| |u | |„* .»  =  | | ( /  +  ^ ( D ) ) u \\i p  =  +  V>(-))«(-))lliP - (1-20)

Therefore, to define || • ||w*,2 with the help of the Fourier transform we need th a t ip € C°°(Rn ;R) 
which is in general not true. However, employing a decomposition of ip into the sum of two 
appropriate continuous negative definite functions V;/j, ipR and proving norm equivalences using
these functions, we can show that (1.20) indeed makes sense. For a detailed derivation of this
result, we refer to [25], Here, we will only quote some essential ideas.

First we decompose ip of the form (1.19) as ip{£) =  iPr (£) + P̂r ( 0  w ith

tPr ( 0 =  [  (1 ~ c o s (y  Z))i/R{y) := [  (1 -  cos{ y ’ £))v(dy)
■/Rn \{0} J B( 0 , R) \ { 0 }

for some R > 0 and

= [  ( i - c o s  {y ■ Z ) )vR {y ) ’.= [  (1 - c o s  {y -£ ))v (d y)
J R "\{0}  J B c(0,R)

and consider for u £ S(Rn ;R) the operators

ipR(D)u{x) =  (27r)_n/2 [  exx't ipR(£)u(€)d£  (1.21)
J R "

1Pr (D )u(x ) = (27r)-n/2 [  elx (i ipR(£)u(£)d£,
J R "

which gives ip(D)u(x) = ipR(D)u(x)  4- ipR(D)u(x) for u  £ S(Rn;R ). This makes sense due to 
Proposition 1.66.

We assume that u (B c(0, R)) < oo and rewrite ipR(D)u(x)  for u  £ S(Rn ;R) as

ipR {D)u{x) = /  {u(x) -  u{x -  y)) i/{dy)
J b c{o,r )

using the property u{x — y) = J ~ 1{e~iy^  u(£)). The operator ipR(D) extends from §(Rn ;R) to a 
bounded operator in Lp(Rn ;R ), 1 ^  p <  oo, and

U R ( D ) \ \ L P ^ 2 \ \ u \ \ Lr u ( B c ( 0 , R ) )  < o o . (1.22)

Turning to the operator ipR(D) we note th a t ipR{£) £ C °°(R n ; R) as the Levy measure uR supported 
on the bounded set B{0, R.) \  {0} satisfies the integrability property
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for all j  ^  2 and hence satisfies the condition of Theorem 1.39. Then, taking u G S(Rn ;R) we get 
V*fi(0 u{Q € S(Rn ; R) and xPr (D) u(x ) =  &(£)) extendable to Lp(Rn ; R), 1 ^  p < oo,
due to the density of S(Rn ;R) C Lp(Rn ;R). We use this to give the following definition.

D efin ition  1.68. For u € Lp(Rn ;R) we define the norm

I M U . f i , p :=  \ \ ( I  +  tP r { D ) ) u \ \ l p  ,
where xpn(D) is the operator given in (1.21).

The following norm equivalences hold.

L em m a 1.69. For 0 < R < S  the norms || • lU.fi.p and || • |U,s,p and moreover, || • \ \ H + , 2  and 
II • IU,fi,p are equivalent for all R  > 0.

Lemma 1.69 justifies the definition of the norm || • \\h i>.2 via the Fourier transform as in (1.20). For 
1 ^  p < oo the space S(Rn) is dense in i/jf  ,2(Rn ; R). Moreover, S(Rn ;R) is an operator core for 
(A^p\  D(A(p))), i.e. S(Rn ;R) C D(y4^pU is dense with respect to the graph norm of A^v\  Further, 
the following theorem can also be found in [25].

T heorem  1.70. Let xp : Rn —» R be continuous and negative definite with representation (1.19). 
Then D ( A ^ )  = D(-ip(D))  =  H p 2{Wl\R).

Associated with the generator A ^  = —xp{D) of the semigroup { T ^ ) t^o we can define i/'-Bessel 
potential spaces of higher order.

D efin ition  1.71. Let xp : Rn -* R be continuous and negative definite. Then the space 

H p s {Rn ;R) := {u G Lp(Rn;R) : ||u ||„*., < oo}

with the norm
IM|W*,S := ||(J +  ^(D ))-/»u||Lp 

is called the xp-Bessel potential space of order s with respect to Lp(Rn ;R ), 1 ^  p < oo.

In [25] it is shown that S(Rn ;R) is a dense subset of i / ^ ,s(Rn;R) for any s ^  0 and 1 ^  p < oo. 
Further, the domain of ( /  +  xp(D))3/2 coincides with H p s {Rn ;R), and the continuous embedding 
H ^ ' t (Rn ;R) «—>• H p'9{Rn ;R) holds for any 1 ^  p < oo whenever t ^  s. Similar to the case s = 2 it 
is possible to show, see [25, 46], that

IUII Hp S =  ll3r-1((1 +  0(-))'/aw)|U*

for s ^  0 and u G S(Rn ;R) by the same cut-off argument using the function '0fi(O> R  > Later, 
we will need the following norm equivalence result which is taken from [25].

T heorem  1.72. For u G S(Rn ;R) there exist constants Co and c\ such that

+  n m  «  m „ . . .  < c f l i y - ' w y / ’f i j iu , +  i m m

for any 1 ^  p < oo.
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Note that in the L2-ca.se we may drop the inverse Fourier transform which reduces the estimates 
in Theorem 1.72 to

c o O ltH T ^ IU 12 + IMU2) ^  INI#*.* ^  cj (||'0 (-)3/2u ||L2 +  IMU2) (1.23)

We will need the norm equivalence (1.23) when studying the domain D(£) =  D((—A ) 1/2) of the 
Dirichlet form associated with a symmetric L2-sub-Markovian semigroup.

For p = 2 the ip-Bessel potential spaces H ^ 's {Wl\M) := £f^',s(Rn ; R) are Hilbert spaces where the 
norm is induced by the inner product

( u , v ) H i,,.  : =  [  ( /  +  ip(D))s/2 u ( x )  (I  +  ip{D))sf 2 v ( x )  d x  =  [  (1  +  ip(())s u ( £ )  0 ( 0  .
JRn yRn

Let us make some remarks about the relation of ip-Bessel potential spaces to classical function 
spaces.

I I2
R em ark 1.73. For the continuous negative definite function ip{£) = |£|2 the space Hp ,s(lRn ;M) = 
Hp(Rn \R) =  W 2,p(Rn ; R) is the classical Sobolev space of order 2 with respect to Lp. For arbitrary 
order s we arrive at the classical Bessel potential spaces //* (R n ;R) in which the norm is given by

IMIw; =  l|3 ~ ‘ ( ( l  +  I ' |2 ) ’/ 2u)IU» •

Sometimes these spaces are also called fractional Sobolev spaces. Again, the inverse of the Fourier 
transform is negligible when working in the fractional Sobolev space H"! (Rn ; R). For any continuous 
negative definite function ip and all 1 ^  p < oo we obviously have //^ ’’0(Rn ;R) = Lp(Rn ;R).

The domain D(£) of the translation invariant symmetric Dirichlet form (1.15) can also be char
acterised in terms of a ip-Besse\ potential space. By the fact tha t D(£) = D(( — A ) 1/2) w ith A  
being the infinitesimal generator of a symmetric Z,2-sub-Markovian semigroup we may conclude 
tha t D(£) =  / / ^ ,:l(Rn ;R), i.e. the set of those functions u  G L2(Rn ;R) such th a t Hwll^.i =  

l l ( l + ^ ) ) 1/2*ll 1 2  < oo. Note that

£ ( « , « ) = / ’ ( l  +  l A ( « ) | u « ) | 2 < i £ -  [
J R "  JUn

which is by Plancherel’s Theorem equivalent to

£(u, u) +  ||u ||2a =  [  (1 +  *0 (0 ) |*(^)|2 rfC =  IMItfVO •
J R "  2

Moreover, using Plancherel’s Theorem again and (1.23) w ith s — 1 we have the norm equivalence
of || • | |wim and the graph norm || • ||£, since 

2

IMIe =  N U »  +  \ \ ^ { D ) 1/2u\ \ L2 =  N U *  +  I | ^ ( - ) 1/2^ I I l 2 «  I M I ^ . i .

1.7 N egative definite functions and w eighted function  spaces

In this paragraph we study another property of continuous negative definite functions, namely 
their connection to weighted function spaces in Rn . More precisely, we assume th a t a real-valued 
continuous negative definite function ip(£) satisfies Theorem 1.39, i.e. ip(£) has classical derivatives 
up to a certain order with upper bounds for all multi-indices a G N J ,  Then it is possible to show 
that the class of these functions forms a class of admissible weight functions in the sense of Triebel 
[59], Chapter 6.
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D efin ition  1.74. Let n  G N. The class W n of admissible weight functions is the collection of all 
w G C'°°(Rn ;M), w > 0, which meet the following conditions:

(i) For all multi-indices a  £ NJ there exists q a | > 0 such that \ d a w ( x ) \  ^  q a | w ( x )  for all 
i e R n and

(ii) there exist c  > 0 and 7 ^ 0  such that w ( x ) ^  c w ( y )  (1 +  \x — y |2)7/2 for all x ,  y  G Rn .

Let ip : Rn —> R be continuous negative definite with the general Levy-Khinchin representation
(1.7), such tha t the Levy measure is satisfies the integrability property

M j  := [  \y\j isR(dy) < oo, (1-24)
JR"\{0}

which is sufficient, for ip to be m-times continuously differentiable with the bounds

, (1.25)

where p(k) := k A 2, see Theorem 1.39. We are studying smooth continuous negative definite
functions xp : R n —» R th a t satisfy (1.25) for £ € Rn . This implies that ip also fulfils

|9“ (1 +  <K«))I < q D| (1 + W ?))1̂  (1.26)

for a  G Nq, C|a | > 0. This motivates the following definition for general m  G R.

D efin ition  1.75. Let p(k) = k A 2. We define the class Am as the class of continuous negative
definite functions ip : R n —» R for which

ia»(i+m r ,2\« (i +
holds for all multi-indices a  G Nq.

For m  =  2 the set A := A2 was defined by Hoh in [42, 43], see also [46]. The following result is 
proved in [46], Chapter 2.4.

Lem m a 1.76. Assume that the Levy measure is associated with ip : Rn —> R satisfies M j  < 00 for
2 ^  j  ^  m  and m  € R, with M j given in (1.24). Then ip G Am .

In this setting we can prove the following result.

P ro p o s it io n  1.77. Let p{k) =  k/\2 and define the class Am as in Definition 1.75. Then Am C W n 
for  R.

Proof. We need to check th a t a continuous negative definite function ip : Rn —>■ R in the class Am, 
m  € R, satisfies conditions (i) and (ii) of Definition 1.74. By the definition of p (|a |) we have

m  — 2 m — p(\a\) m  _
— —  < — 2 ^  7 ’ m € R - (L27>

Now, a continuous negative definite function ip G Am satisfies

|a a (i +  v»(0 )m/2l < cn  (1 + ^ (0 ) m"p2|Q|) ^  C|tt| (1 +  v>(0 r /2 ,
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by definition and (1.27), i.e. condition (i) is fulfilled for w(-) = (1 + V'O))”^2•

To show that (ii) holds we use the Peetre-type inequality for general powers s € K, see Lemma
1.20 (v), i.e.

which gives together with the polynomial boundedness \ip(x)\ ^  (1 +  |;r|2), see Lemma 1.20 (iv),

( t t U D  <  2's'(l +  |i/>(x — y)|)|s| < (2 ( l  +  c v (l +  |a:- y | 2) ) )1*1

< (2(1 + |z — y|2) +  (1 +  | i  -  i/|2) ) W

=  2 W (l+ c * ) |s | (l +  | x - y | 2)W =: C|,| (1 +  I* -  j/|2)W

Hence, for s =  y ,  m  € R,

(1 +  xp(x))s ^  cimi/a (1 +  ip{y))s (1 +  \x -  y |2) |m|/2.

□

Proposition 1.77 ensures th a t the function ws(-) := (1 + '0(-))ŝ 2 Is an admissible weight function. 
Hence, it shows that we can consider i/’-Bessel potential spaces as weighted Lp-spaces in the “Fourier 
picture” , where the weights are coming from standard classes.
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§2 Some A spects of A nalysis on M etric 
Spaces

In this chapter we provide an overview of basic concepts and general analytic results on metric 
spaces (A, d, p), where p  is a locally finite regular Borcl measure on. X. The paragraphs included 
here can be applied to the metric spaces we consider in § 4. Topics include a covering theorem 
of Vitali type as well as Lebesgue spaces and different approaches to construct Sobolev spaces on 
general metric measure spaces. Most parts of this chapter are based on [40], where a wide range 
of results is provided in these spaces.

2.1 The V itali covering theorem

This section is based on [40], [53] and [20]. We first provide a geometric result on collections of 
balls before applying it to get a Vitali-type covering for metric measure spaces. The following 
Lemma is sometimes called the Vitali Covering Lemma and is a purely geometric result with no 
measures involved. However, it is the main component of the Vitali Covering Theorem we give 
below. We quote the version of [40], Chapter 1.

L em m a 2.1 (Vitali Covering Lemma). Let X  be an arbitrary metric space, B  =  {Bi : i € 1} 
a countable collection of balls Bi = B d{xi,r i) in (X , d ) with uniformly bounded diameter, i.e. 
p := supi€ /diam(Bj) < oo. Then there exists a countable subcollection Q =  {Bj  : j  G J} , where 
J  C I, of balls in B which is disjoint and

(J B d{xi, r{) C  (J B d{ x j , 5 r j ) . 
iei jeJ

For the Vitali Covering Theorem, we need the following definition.

D efin itio n  2.2 (Vitali covering). Let A  C  X  be covered by a family of balls T  — {Bi : i G I}. 
Then the family T  is said to be a Vitali covering if for every x  G A  there exist balls of arbitrarily 
small radii in T  th a t contain x, i.e.

inf{r > 0 : B (x ,r )  G F }  — 0.

Using Defintion 2.2 and Lemma 2.1 we can now formulate the Vitali Covering Theorem for a dou
bling metric measure space (X ,d ,p ) .  This version can be found in [40].

41
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T h e o re m  2.3 (Vitali Covering Theorem). Let A C X  be a subset in a doubling metric measure 
space (X ,d ,p )  and let T  =  {B ( x i , r i ) \ i €. I , Xi € X }  be a Vitali covering of A. Then there exists 
a countable subset J  C I  such that the family Q =  { B (x j , r j )  : j  G J, Xj G X }  consists of disjoint 
balls and covers p-almost all of A, i.e.

v ( A \ U  B(xJ'ri)) = °-
jeJ

Proof. Assume first tha t p(A)  < oo. Let U be an open set tha t covers A  and define the family

T y  := {B (x i ,r i)  : i G /, x { G A, B Ti C U)

of those balls that are contained in U only. Then T y  is still a Vitali covering of A  C U, and the 
balls B r i  have finite radii rj < oo. By Lemma 2.1 there exists a sub-collection G u  C T y ,

G y  =  { B (x j , r j )  : j  G J, Xj G X , B r . C U}

for a subset J  C I  containing disjoint balls B (x j ,r j ) ,  Xj G X .  It follows for their measure tha t

/z( (J B ( x j } r j ) )  =  Y ^ M ( B ( x j , r j ) )  < oo. 
j€J j£J

Using the doubling property of p, we arrive at

'Y ^ p { B (x j ,hrj)) ^  Cd ^ p (B (x j , r j ) )  < oo . (2.1)
jeJ  jeJ

This implies tha t for a given 6 > 0 we can find a finite index set M  C J  such that

p {B (x j ,r j ) )  < 6. (2.2)
jeJ\M

Thus, if we can show that

p ( A \  U B (x rn,rmf) ^  p (B (x j ,5 r j) )  (2.3)
m£M j£J\M

the Theorem will be shown by applying (2.1) and (2.2).

Now, for any finite set M  C J  it holds that

A \  (J 5 (x m,rm) C (J B ( x j , 5 r j )
m£M jeJ\M

holds for disjoint and closed balls B Vm. Indeed, as we have a Vitali covering of A, a point x  G 
A \  UmeM B (x m ,r m) is contained in an open ball B (x j , r j ) ,  j  G J ,  which is part of G u  and which
does not intersect the closed and finite union UmeM B (x m irm), he. there exists j  G J  such th a t

x  G B ( x j , r j )  and B ( x j , r j ) f 1 U P { x m , I'm) —  0 •

meM

By Lemma 2.1, however, B ( x j , r j )  fl B ( x i , r i )  ^  0 for some i G /  and B ( x t , r i )  C B { x . j ^ r j )  by 
the doubling property of p. It follows that x  G B (x j ,5 r j )  and j  0 M , hence we arrive a t (2.3). 
Together this yields

, ( * \ U * ( * , . r , ) )  < * ( A \  U  B(xrn,rm)) ^  p (  | J  B(xj,5rj)"j
j€.J me-M jeJ\M

=  n{B{xj,5rf))  ^  Cd ^ 2  t i (B (x j ,r j) )  < S
jeJ\M j€J\M
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due to the disjointness of balls B r , j  € J ,  and the doubling property of p. As 6 can be chosen
arbitrarily small, the result follows in the case p{A) < oo.

Now, let p(A)  =  oo. Define the open sets

Dn =  B ( 0 , n ) \ B ( 0 , n -  1),  n €  N.

Then X  =  (JnsN Dn- Define a family of balls on each Dn by

F d u := { 5 (x i,r i)  \ i € I, Xi € X ,  B ri C Dn } .

Then .Fjr>ri is a Vitali covering of A  fl D n. Similar to the argum entation above there exists a
countable subset Jn C /  for each n  € N, such that

QDji '•— {B(xj,Vj') : j  G Jn , Xj G X , C Dn }-.

is a subfamily of Jro n consisting of disjoint balls B ( x j , rj), Xj G X , and we arrive at

/ u( (ADDn) \  | J  B (x j , r j ) )  < Sn
jeJn

for given 5n > 0 for every n  G N, such that 5 =  X)neN<$n . Note th a t Qcn is a family of disjoint
sets as Dn is disjoint and B{xj,V j)  C Dn for all n  G N. Hence

G := { B ( x j , r j )  : j  e  J, Xj G X }  ,

where J  := UneN is a family of disjoint balls. Using the fact th a t X  — U neN ^ri. we arrive at

=  » ( x n ( A \  U  I J  B (x i ' r3) ) )
jeJ  neNjeJn

K(u^)n(u \̂ u s(xJ»rj))))
nGN n£N j e J n

[ J  ((DrtnA)  \  ( J  B(xj , r} ) ) )
n£N j  e Jn

^2 p( ( Dn n A ) \  I J  B{xj ,rj ) sj  < S
n£N jeJn

which yields the result. □

2.2 Lebesgue spaces on m etric m easure spaces

Let (X,d,iu) be a metric measure space and 1 ^  p ^  oo. The Lebesgue spaces Lp( X ,p )  form a 
class of Banach spaces and are therefore of importance in many parts of analysis. In the following, 
let K G {R,<C} and we consider functions u : X  —» K. More precisely, we focus on measurable 
functions u  for which |u |p is integrable over their domain of definition and we denote

IMIp := ( ^  \U(X)\P < 00 • (2-4)

The set of functions u such tha t (2.4) holds forms a semi-normed space, usually denoted by 
£ p(X ,/i), with || • ||p being a semi-norm, as ||u ||p =  0 does not imply u = 0 but u =  0 up to
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a set of //-measure zero. However, if we identify two functions u and v, for which u =  v //-almost 
everywhere, then we consider in fact the quotient space

L P(X )  := CP(X,  / / ) / (ker || • ||p)

being now a normed space with || • ||p. We will denote this norm by || • ||lp .

For the case p =  oo we define the space L°°(X,  //) as the space of all measurable functions u : X  —» K
which are essentially bounded. Again, L°°(X,p.)  is an equivalence class of functions where u and 
v are identified if they are equal //-almost everywhere. The space L°°(X ,p)  becomes a normed 
space with

IM|oo :=  :=  ess sup |u(:r)| =  inf{c £ R : //({|w(a:)| > c}) =  0} .

The Lp spaces, 1 ^  p ^  oo, are all Banach spaces, L2(X, //) is a Hilbert space on which the inner 
product is defined by f x  u(x) v (x ) p{dx).

Note tha t if it and v are p-times integrable functions, then so is u + v, as this follows from the
inequality |u +  v\p ^  2p_1(|it|p +  |u|p). Recall the Minkowski inequality which is the triangle 
inequality in the space Lp(X,/z) and which ensures tha t the Lp spaces are normed vector spaces.

M inkow ski’s inequality . Let (X ,d ,p )  be a metric measure space, 1 < p ^  oo and u ,v  £ 
LP(X, //). Then also u +  v £ LP(X,  //) and for its norm we get

||w +  v\\LP ^  ||'u||lp +  ||?;||lp ■

An im portant property of Lp spaces is tha t of embeddings. For 1 ^  p < q ^  oo and a domain
Q C X  with finite measure //, the estimate

IMIlp ^  / / (n )^ - ’ ||u ||l>/ (2.5)

for u € Lq(n,  //) means th a t the space L q(H) is continuously embedded in Lp(Q), which is commonly 
denoted by L q(Q) ^  LP(Q) for q > p. Note that the estimate above is a consequence of the Holder 
inequality.

H older’s inequality. Let ( X , d , p )  be a metric measure space, 1 ^  p ^  oo, u £ Lp( X, p )  and 
v £ L q(X,  //). Then, u v  £ L l {X, p)  and

In the following we define locally integrable functions on a metric measure space.

D efin ition  and T heorem  2.4. Let (X , d, //) be a metric measure space. For a function it : X  -» R 
the following are equivalent:

(i) For each compact set K  C X , the function it|^- is integrable over K.

(ii) For every point a € X  there exists a neighbourhood V  C X  such that u\v  is integrable over

If a function u satisfies (i) or (ii) it is said to be locally integrable on X .  The set of such functions
will be denoted by L11oc(A ,//). Similarly, if |iz|p is locally integrable on U we say that u belongs to 
the space L\oc(X,  //).
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Proof, (i) => (ii): Let u \k  be integrable over the compact set K  C X ,  i.e. u \k  = u Xk  is integrable.
O

Setting V  := K , then V  C K  is open and bounded, hence Xy  is integrable and bounded. It follows 
tha t the product ( u X ^ X y  is integrable, but (u X x ) X y  =  u X y ,  so v.\y is integrable.

(ii) =>• (i): Let K  C X  be compact, then there exist finitely many open sets Vf , . . . ,  Vm such that 
K  C UJLi Vj =: V- By assumption u\V =  v . is integrable, hence u\y. is integrable for each
j  =  1, . . .  ,m.  Moreover we can write K  = U j= i(K  FI Vj) an^ ^  FI Vj C V) is a bounded subset 
for each j  =  1, . . .  , m. Therefore XxnVj is bounded and integrable and hence Xk  — X | j i s  
bounded and integrable. It follows tha t ( u X y ^ X x  =  u Xk  = u\ x  is integrable. □

Note tha t every Lp function is locally integrable whereas the converse is not true in general. Locally 
integrable functions occur frequently in distribution theory. In harmonic analysis, weak-Lp spaces 
play an essential role. We give their definition below.

Let ( X , d , p )  be a metric measure space and u an L 1 function on X.  Then note tha t for a fixed 
I > 0 we have

/ \u(x)\p(dx) ^  /  \u(x)\p(dx) ^  /  t p(dx) = t p({\u\ > t } ) ,
J X  J{\u\>t} J{\u\>t)

or equivalently /i({|u| > t}) ^  . This is an L 1 upper bound on the distribution function  of
u. Note however, for the case X  — R+ and p  the Lebesgue measure we find th a t ^  L1(R+),
whereas /i({|u| > t})  € L J(R+), since

/  p({ \u \>  t })dt  = \\u\\Li < oo .
J R +

Generally, we have for u E Lp( X , p )  and t > 0

INI LP =  /  \u{x)\p p{d,x) > f  tp p(dx)  =  tp p{{\u\ > f}) (2.6)
J X  J{\u\>t}

for all t > 0. This gives rise to the following definition.

D efin itio n  2.5. Let (X, d , p )  be a metric measure space. We call a function u to be in the
weok-Lp ( X , p) space, denoted by Lp (X, p), if there exists a constant C  > 0 such that

p ({x  E X  : \u{x)\ > t}) ^  ( ^ j

for all t > 0. For u E Lp (X, p) we define the quasi-norm

IMI/.5, := sup(f*> ({ |u | > t } ) ) 1/p .
t>o

Note tha t (2.6) implies the continuous embedding Lp( X , p )  Lp (X, p)  and for bounded subset
f i c X i t  holds due to (2.5) th a t L q(Q,p,) «->• Lp (Cl,p) for any q ^  p. Further, it is ||u|| = 0 if, and
only if, u = 0 p --almost everywhere on X , and ||Au||£,p =  |A| ||u ||l p . Moreover, instead of the usual 
triangle inequality we get

+ =  sup (tp p{\u + v\ > t ) )1/p ^  sup (tp 2p p(\u\ +  |v| > t ) ) l/p
t>0 £>0

^  2 ( sup (tp p(\u\ > t)) l^P + sup (tp p(\v\ > t ) ) 1//p)
t>o t>o

= .  2 (IMIl* +  I M I l S . )
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Thus || • | | i s  a quasi-norm. Sometimes the weak-Lp spaces are also called Marcinkiewicz spaces.

One application of the weak-L^ spaces is Hardy-Littlewood’s maximal function theorem, which can 
be formulated in the context of metric measure spaces, see Heinonen [40]. We consider a function 
/  € L 1(X ,/i) on the metric measure space (X, d, p) .  Then

( M / ) ( x ) = s u p  |  f  \ f{y)\p(dy)
r> 0  p { B a(x,r))  J B'i(z,r)

is its maximal function. The definition does not exclude M f  = oo.

T heorem  2.6 (Maximal Function Theorem). The Hardy-Littlewood maximal function M f  is of 
weak-type (1,1) on the metric measure space ( X, d , p ) ,  i.e. there exists a constant c\ > 0 such that 
for  f  € L ' ( X , h )  we have

p{{x  G X  : ( Mf ) ( x )  > t}) ^  y  [  \f(y)\ p(dy) ,
1 J x

if p ( B d(x,ar) )  ^  Cd(cr) p ( B d(x, r))  for a constant Ca(cr) depending on the metric and the factor 
a ^  1. Further, for  1 < p ^  oo we have the strong-type inequality

\ \Mf\ \LP ^  cv \\f\\L>

for f  € Lp( X, p )  and a constant cp > 0, i.e. the operator f  M f  is bounded in Lp(X, p) .

The first part of this theorem ensures th a t M  maps L 1 (X , p) into the weak-L1 space, whenever p  
is a doubling measure. The proof of this part needs the Vitali Covering Lemma 2.1.

R em ark 2.7. Note th a t M  is in fact a contraction on L°°, as for f  € L°°(X ,p )

|(M /)(x ) | ^  s u p —— rr | | / | |Loo f  I p(dy)  =  ||/ ||l° °  for all a: 6 X.
r > 0  P \ B  ( X ,  r)) J B d ( x , r )

Thus ||M /||z ,~  ^  II/Hl00 and for the operator norm we have | | M | | l ° ^  1.

2.3 Sobolev spaces in a m etric m easure space framework

We consider the metric measure space (X,  d , p) with a regular Borel measure p  and discuss different 
methods how to introduce a Sobolev space on X .  Let us first recall the definitions of Lipschitz 
and Holder continuous functions and some properties of classical Sobolev spaces.

2.3.1 Lipschitz and Holder continuous functions

Lipschitz continuity is a smoothness condition for a function stronger than continuity and can be 
defined on a general metric space. We briefly introduce the definition of Lipschitz and Holder 
continuous functions in order to use these concepts later in this paragraph.

D efin ition  2.8. Let (X, d)  be a metric space, A  C X ,  and let R be equipped with the usual 
Euclidean distance | • |.
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A. A function /  : A —¥ R is called Lipschitz continuous if there exists a constant L ^  0 such that 
for all x ,  y  E A

If ( x )  -  /(y ) | ^  Ld(x ,  y ) .

The smallest constant L, for which this inequality holds, is called the Lipschitz constant of / .  
Sometimes /  is called L-Lipschitz in such cases. If L ^  1, then /  is called a contraction.

B . The function is locally L-Lipschitz if for every x E A  there exists a neighbourhood U{x)  C A 
such that f \u  is L-Lipschitz.

C. The function /  : A  —> R is said to be Holder continuous of order q  on 4̂, 0 <  a  ^  1, if there 
exists a constant L ^  1 such th a t

If ( x )  ~ f { y )I ^  L d a ( x , y )

for all ,x, y  E A.

In particular, if /  is Holder continuous of order a  E (0,1] on (X,d) ,  then this is equivalent to 
/  being L-Lipschitz on the metric space (X,d.a ). Later, we will denote the class of Lipschitz 
continuous functions with compact support by Cq'1(X)  =  C 0,1(X ) fl Cq(X)  adopting the notation 
of Holder spaces, where C 0,1(X)  is the space of continuous functions u : X  —> R for which

( \ u ( x ) - u ( y ) \  \
SUP {  d(x y)  ■ X’V £ ^  V j  < o o .

In Example ‘2.15 below we need the following result (see e.g. [22], Chapter 5.8, Theorem 6), which 
is valid for Lipschitz maps between Euclidean spaces.

T h e o re m  2.9 (Rademacher). Consider the metric measure space (Rn , | ■ |,A^r̂ )  with Lebesgue 
measure and A  C Rn . A locally Lipschitz continuous function u : A  —> R is differentiable 
p-almost everywhere on A.

2.3.2 D efinition and properties of classical Sobolev spaces

Let ft be a domain in Rn , u E C 2(ft) and 0 E Co°(ft). Then integration by parts yields

/  (dXiu)(j)dx =  — /  udXl(j)dx for all 0 6 Co°(ft).
J n  J n

The boundary terms vanish because of supp(0) C ft compact. Generally, for u E C m(ft) and 
multi-index a E Nq

[  (D au)(()dx = ( - l ) |a l [  u D a (j)dx for all 0 € C£°(ft), (2.7)
J n  J n

where D a =  J lj= i =  relation (2.7) is well-defined for integrable D au. How
ever, it is sufficient to assume D au to be integrable on compact subsets of ft, since 0 has compact 
support. Hence, (2.7) is well-defined for u, D au E L11oc(ft). In general we have the following defi
nition.

D efin itio n  2.10 (Weak derivative). Let ft C R n be a Lebesgue measurable subset of Rn , u ,v  E 

L/oc(ft) and a  ^ NS. Then v is called weak derivative of u of order a , i.e. v =  D au , if

j  vcpdx =  (—1)1“ ! j  u D a(j)dx for all 0 E Cq°(Q).
J n  J n
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We call

W Tn{yi) := {u  G L11oc(f2) : u has weak derivative v = D au for all |a | ^  m} 

the space of m-times weakly differentiable functions.

D efin ition  2.11 (Sobolev space). Let fl C Rn be a Lebesgue measurable subset of Rn , u G Lp(fl) 
and q  G Nq . We define the Sobolev space

W m’p{n) := {u G W m {n) : Dau G Lp(ft) for all |a | ^  m}

for 1 ^  p < oo, i.e. we say th a t u belongs to the Sobolev space W Trl,p(Q) if its weak derivatives of 
order |a | ^  m  belong to Lp(f2). For p =  oo we define the Sobolev space Wm,00(f2) as the space of 
all u G L°°(Q) which have weak derivatives D au G L°°(Q) for all |a | ^  m.

R em ark 2.12. Similarly, one can define W™c’p(f2) for u , D au G Lpoc(ft). The Sobolev spaces 
W m,p(fi), 1 ^  p ^  oo, equipped with the norms

\\u\\wm.t =  (  £  i i D % r „ ) ,/'
|a|^m

||u||i/v™.°° =  max ||D a u||£,-
|a|^m

are Banach spaces, whereas W m,2(S7) with the inner product

(«,«):=  Y .  (Dau,Dav)L2(n>
|a|^m

is a Hilbert space.

A fundamental result in the theory of classical Sobolev spaces is the Sobolev embedding theorem, 
which allows us to obtain bounds on a function using bounds on its derivative, see, e.g. [1, 22]. It 
says tha t for a function u G W 1,p(Rn) and 1 ^  p < n  we have

I M I l « p / ( « - p >  ^  C(n>P) | | V u | | l » *  , ( 2 - 8 )

i.e. W 1,p(Rn) c-> L p (Rn), where p* — with n  being the space dimension. Inequality (2.8) is 
also sometimes called Gagliardo-Nirenberg-Sobolev inequality, see [22]. For the case p > n  we have 
an embedding of the Sobolev space into the space of Holder continuous functions,

|u(:r) — u(y)\
  j r n -  ^  C(n,p)  | | V u | | L p ,

\ x - y  | p

i.e. W 1,p(Rn) C 0,1-n/p(Rn). Now, (2.8) can be used to derive another im portant inequality in 
classical Sobolev spaces.

Consider a function u G C°°(B)  defined on a ball B  := C Rn . Then the Sobolev-Poincare 
inequality

C(n,p)  | |V u ||ip  (2.9)

holds, where ug is defined as the mean value of u on the ball B. i.e.
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Multiplying both sides by ( A w e  obtain

( a W ( B )  J j U ~  U B ^  d x )  ^  C ( n , p ) ( \ {n)( B ) ) ^ ^ J ^ \ V u \ r‘ d x y

= C(n,p) (A<">(B))* ( p  J  \Vu\*dx)'' .

As t j

(A<">(B))i = (r“ K„)* = 2 r ( | l )  " = diam (B) '  ,

n / 2
where = r ^n+]  ̂ is the volume of the unit ball in Rn , we arrive at

^J- |u — u B \ ^  dx'j ^  ^  C(n, p) diam (B)   ̂j -  | V u | p dx'j v

and by applying Holder’s inequality

■f \u — ub\p dx ^  C(n,p)  (diam B)p + | V u | p dx . (2-10)
Jb  Jb

Inequality (2.10) is commonly called Poincare inequality, see [40], Chapter 4, for this result on an 
arbitrary metric measure space.

The space VF1,Cl0(n) with a domain D C Rn is by Definition 2.11 the space of functions u € L°°(fl)
with weak derivatives of first order that are also essentially bounded on f2. Now, to cope with
the difficulty of not being able to define a gradient on general metric spaces a generalisation of 
the classical theory to metric spaces is needed. Problems connected with metric spaces arise in 
applications such as analysis on graphs, fractals or questions in probability theory. For a domain 
Q C Rn , the space VF1,00(fi) can be identified with the space of Lipschitz functions on D, see 
e.g. Theorem 6.12 in [ 4 0 ] .  Due to this identification a generalisation of W 1,00 to  a general metric 
measure space makes sense. In § 2.3.4 we will focus on the definition of the Hajlasz-Sobolev space, 
which gives an appropriate analogon to W 1,p(fi) on metric measure spaces for 1 ^  p < oo.

2.3.3 Sobolev spaces via upper gradients and the Poincare inequality

There are several ways to generalise the notion of a Sobolev space to the setting of a metric space. 
Some methods are based on the introduction of upper gradients in this setting (see, e.g. [40], 7.22). 
First, we need some basic terminology in connection with upper gradients. For the following con
cepts, see [40], 7.1.

D efin itio n  2.13. Let (X ,d)  be a metric space and 7 : [a, 6] -* X  a continuous map. The image 
7 ([a, b}) in X  is called a curve. Let a =  to ^  t\ ^  . . .  ^  tn = b be a partition of the interval [a, b]. 
Then the arc length of 7 is defined as

n

£(7 ) =  l(y([a, b])) := sup ^  d{y(tj),  7 ( ^ - 1) ) ,
a=£o^...^tn=6 j  j

where the supremum is taken over all possible partitions of [a, b\. Then 7 is said to be rectifiable if 
i (7) < 00. For a rectifiable curve 7 with length £(7 ) =  ^(7 ([a, b])) we can define a continuous map 
s7 : [a, ft] —> [0,^(7 )] given by s7(t) =  ([a, t])). Then there exists a unique map 7 : [0, £(7 )] —> X
such that

7 =  7 o s7 with ^(7 ([0, t])) = t .

The curve 7 is then called parametrised by arc length.
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D efin ition  2.14. Given a real-valued function u on a metric space X ,  then a measurable function 
g ^  0 is called an upper gradient of the function u if

(x) -  u(y)\ ^  f  gds  (2.11)
J -y'7

holds for each pair x, y and all rectifiable curves 7 joining x and y.

Every function has g = 00 as an upper gradient. Upper gradients are not unique, but rather a 
local concept in the sense th a t the minimal upper gradient of u is zero almost everywhere in the 
set where the function u is constant. Then we can define a Sobolev space as a space consisting of 
those functions u € LP(X )  which have an upper gradient g belonging to LP(X),  and we equip the 
space with the norm

\\u\\Wi.P = \\u\\LP +  inf HpIIlp ,

where the infimum is taken over all functions g € LP{X)  satisfying (2.11). For the following ex
ample, cf. [40], 7.25.

E x a m p le  2.15. Consider a real-valued function u € Cq’̂ X )  and define for any point x  G X

Lu(x ) := lim in f  sup . (2 .12)
r~*Q d(x,y)^r r

Then L u(x) is an upper gradient in the sense of Definition 2.14. To see this, let u : X  —> R 
be a Lipschitz continuous function on the metric space (X,d) ,  x , y  6 X  and 7 : [0, T] —» X  be a 
rectifiable curve with 7 (0) =  x,  7 (T) — y and parametrised by its arc length. Then U07 : [0, T] -* R 
is also Lipschitz continuous, hence, as [0, T] C R, by Theorem 2.9 differentiable at almost every 
point t € [0, T] and we get

H x )  -  u(y)| =  |« (7 (0 )) -« (7 (T )) |  = [ iu°l )'(»))
Jo

[ T \(uo-r)'(s))\dS = / T lim infl(u° 7)(s + r ) ) ~ (,‘ ° 7)(5))l dS 
Jo Jo  r~*° r

§  T l im in f  sup
Jo  r'->° -r(T) rd{y(^,ycn)^r

Thus, (2.12) is an upper gradient in the sense of Definition 2.14.

We note, however, th a t the technique of defining a Sobolev space using upper gradients fails if the 
underlying space does not admit rectifiable curves. This also involves the choice of the metric. The 
following example taken from [28] illustrates the phenomenon that some metrics lead to a rather 
degenerate behaviour of L u given in (2.12).

E xam ple 2.16. Let X  =  R n , d(x,y)  = \x -  y\a for 0 < a < 1, and u : Kn —> R be differentiable 
in y G X  in the classical sense. Then

L u(y) =  lim = u'(y) lim \x -  y\l ~a = 0.
|o: — y\a x - + y

In particular, if u : R n —> R is a function that is differentiable almost everywhere in W, then 
\\LU\\i,p =  0.
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For genera.] metric measure spaces with Sobolev space constructed via upper gradients we have the 
following definition of a Poincare inequality.

D efin itio n  2.17. We say tha t (X ,d ,p )  supports a weak (1, p)-Poincare inequality if there exist 
constants C > 0, a ^  1 such tha t whenever B = B(x , r )  C X  and g is an upper gradient of u in 
the sense of (2.11) on B(x ,o r) ,  then

-f \u -  uB \p p{dx) ^  C (n ,p ) r  ( - [  gp p(dx) )  . (2.13)
J B ( x , r ) J B(x ,or )

R e m a rk  2.18. The space ( X , d a ) with 0 < a  < 1 is a space which does not provide rectifiable 
paths, and therefore, is a space which does not support a Poincare inequality. More on this can 
be found in, e.g., [38, 40, 41],

As in Definition 2.17 the notion of a weak Poincare inequality is often used (cf. [38]) if both sides 
involve a ball and the radius of the ball on the right-hand side is greater than the radius of the ball 
on the left-hand side as it is the case in (2.13). In [38], Hajlasz and Koskela develop a theory of 
Sobolev spaces from inequality (2.13), which includes the study the of relationship between (2.13) 
and the construction due to P. Hajlasz [37] described below. We will come back to this in § 4.4.

2.3.4 The H ajlasz-Sobolev space

In [37] Hajlasz introduced a Lipschitz-type characterisation of a Sobolev space over a metric mea
sure space (X , d, p) with a Borel measure p  which is locally finite. Unlike the construction via 
upper gradients Hajlasz’s approach can be used without imposing additional assumptions on the 
metric measure space. In the literature it is called a universal non-local construction. In fact, 
this construction was one of the early attem pts to generalise the concept of a Sobolev space to 
the setting of a general metric measure space (X,d,p,).  For 1 ^  p < oo, Hajlasz [37] defines the 
Sobolev space M 1,P(X)  as follows.

D efin ition  2.19 (Hajlasz-Sobolev space). Let (X,d , ,p ) be a metric measure space, i ^  p < oo. 
Define the space

M l 'p(X)  := M hp(X,d,p.)

:= {u G LP( X ) : there exists an g € LP(X)  such that

|u(x) -  u(y)\ ^  d(x, y)(g{x) + g(y)) p-a.e.}.

Then M 1,P(X)  is a vector space, and it becomes a normed linear space ( M 1,P(X) ,  || ■ ||mi.p) with

IM U ’.p := IMILP +  inf HsIIlp ,
9

where the infimum is taken over the set of functions g £ L P(X) ,  g ^  0, which satisfy the defining 
equation. More precisely, u G M 1,P(X)  denotes an equivalence class of functions which may differ 
on a //-null set. The following result is taken from [40], Theorem 5.7.

T h e o re m  2.20. The space M 1,P(X)  is a Banach space for  1 ^  p < oo.
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In §4.4 we prove this result in the context of the metric measure spaces we are working with.

P rop osition  2.21. Consider the metric measure space (Rn, | • |,A^n )̂ and let B  = C Rn
be a ball in Mn with respect to the standard Euclidean metric | • |. Then we have the continuous 
embeddings W 1'P(B)  t-* M 1,P(B) and M 1,P(B) e-» W 1,P(B) for all 1 < p < oo.

In fact, the embedding M 1,p ^  W l 'p holds for general domains C Mn .

Corollary 2.22. Let B  C Rn be an open ball in the Euclidean space Rn and 1 < p < oo. Then
M l p(B) is isomorphic to W 1,P(B) and the correspondig norms are comparable, i.e. ||u ||n /i.P «
|M |mi.p in the sense that there exist constants cq, c\ > 0 such that

T h e o re m  2.23. Let {X ,d ,p )  be a metric measure space with p ( X )  < oo. Then for all u €: 
M l 'p{X),  p ^  I, we have

In the metric measure space (Rn , | • |, Â n^), where | • | is the Euclidean distance and Â n  ̂ the n- 
dimensional Lebesgue measure, the isomorphy of M 1,P( B ) and W 1,P(B) is proved in [40], Chapter 5.

on B  C  Rn .

We can show th a t a Poincare inequality is valid in the Hajlasz-Sobolev space with a general metric 
space X  as a domain.

f  |u — u x \ p p(dx)  ^  2P (diam X ) p f  gp p.(dx)
J x J x

where g ^  0 is an Lp function satisfying

|u ( b )  -  u ( y ) \  S  d ( x , y )  ( g ( x )  +  g ( y ) ) . (2.14)

Proof. We first integrate inequality (2.14) with respect to y and obtain

(2.14) r
M z ) - u * |  =  (u (x) -  u(y)) p(dy) ^  f  d(x,y ) (g(x) + g(y)) dy

X  Jx

< diam (X ) /  (g(x) + g{y))p(dy) = diam (X)  (g(x) + gx ) ,
Jx

and then we integrate with respect to x  which yields

\u(x) -  u x \ p i^{dx) ^  (diamAT)p (g(x) +  g x ) p p{dx)
(2.14)

□
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Theorem 2.23 is only of interest in the case where diam(A’) is finite. Alternatively, the theorem 
can also be formulated for open balls B d(x, r) C X .  However, as we do not need p  to be a doubling 
measure, it can be formulated to hold on the whole space X  provided it is of finite measure.

Note that Corollary 2.22 only holds on a smooth and bounded domain in Mn . For general domains 
f t  C Mn , M 1,p(f2) is a smaller space than W 1,p(f2), i.e. M 1,P(Q) C VF1,p(f}), which already follows 
from the definition. The Hajlasz-Sobolev space is only determined up to a set of measure zero, 
whereas no similar result holds for the classical Sobolev space. But it is also clear from Theorem 
2.23, since not all domains n c R n with finite measure support a Poincare inequality. See Remark 
5.17 in [40] for an example of such a domain.
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§3 Transition function estim ation

Pseudodifferential operators are linked to certain stochastic processes, which can be characterised 
completely by these operators or, more precisely, by their symbols. In this section we establish this 
connection first for symmetric Markov processes before we move to the subclass of (symmetric) 
Levy processes of jum p-type which are closely related to  (real-valued) continuous negative definite 
functions. Finding upper and lower bounds for the transition densities of specific Levy processes 
has been of central interest in the past years. Several authors have studied relationships between 
decay estim ates for norms of semigroup operators and some Sobolev- and Nash-type inequalities. 
In the case of symmetric Markov semigroups these inequalities can be formulated using the Dirich- 
let form. Among the authors who have contributed to this field are Davies [17, 18], Varopoulos 
[60, 61] and Varopoulos, Saloff-Coste and Coulhon [62].

3.1 Introduction  and basic definitions

First, recall th a t a stochastic process (Xt)t^o  is a family of random variables which are all acting on 
the same probability space (fl, A ,P ), where P is a probability measure on (D, A).  Unless otherwise 
stated we consider the measure space (R71, ® ^ )  as a state space of the process. Let ( X t )t^o be a 
given process. Then for any bounded Borel measurable function u defined on the state space Rn 
we can define an operator

Ttu ( x ) = E x [u{Xt )\ (3.1)

for each t ^  0, where the right-hand side denotes the expectation of u(Xt)  given tha t the process 
starts in x  e  R n . In particular, setting u = XA for a Borel set A € we find

TtXA(x) = Ex [XA( X t)] = Px(A t € A) =: pt (x, A ) . (3.2)

This function denotes the probability of X t hitting the set A  at time £, provided it starts in x  at 
time t =  0.

D efin itio n  3.1 (Transition function). Let {Xt)t^o be a stochastic process starting  in x  a t time 
t =  0, and A be a Borel set. Then pt (x ,A)  as defined in (3.2) is called the transition function of 
( X t ) t ^  o-

Below we need the following concepts.

D efin itio n  3.2. A . Let (fl,A ), D C Rn , be a measurable space. For any fixed t ^  0 we call pt a 
Markovian kernel if x  pt{x, A) is measurable for all A G A  and if A pt(x, A) is a probability 
measure, i.e. pt (x,Vl) =  1 for all x  € D. We call pt a sub-Markovian kernel if x  i-> pt {x,A)  is

5 7
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measurable for all A  G A  and A  i—>■ Pt{x, A) is a sub-probability measure, i.e. pt (x, t t )  ^  1.

B . A stochastic process ( X t )t^o is a Markov process on C Rn if its transition function satisfies 
the Chapman-Kolmogorov equations

P s + t ( x ,  A)  =  /  ps(y, A) pt (x, d y ) .
J n

For general u € Bb(Rn ;R) the identity (3.1) becomes

Ttu(x)  =  E x [u(Xt )} =  f  u{y)Fx {Xt e dy) = f  u (y )p t ( x ,dy ) , (3.3)
JR "  ' JRn

and if pt satisfies the Chapman-Kolmogorov equations then (Tt)t^o is a semigroup of linear oper
ators on Bft(En ;R). If the restriction of the semigroup onto C00(En;R) gives a Feller semigroup 
(T/°°))t^o th en the Markov process associated with : Coo(Rn ;R) —» Coo(Rn ;R) is called a
Feller process. A  subclass of these processes is formed by the Levy processes which we define below. 
In the following we will deal with transition functions of specific Levy processes.

D e fin itio n  3.3 (Levy process). A Levy process is a stochastic process ( X t)t^o which has indepen
dent and stationary increments, i.e. the increments Xt  — X s and Xt> — X s> are independent random 
variables provided the time intervals [s, t] and [s', t '] are disjoint, and the distribution of any incre
ment X t -  X s only depends on the length \t -  s| of the interval, thus X t -  A , is independent from 
any X u , u < s. The third requirement is the stochastic continuity liint_>s+P (|A t — A s | > e) = 0 
for all £ > 0.

Every Levy process ( X t )t^o with sta te  space R n is completely determined by its characteristic 
function which is related to the continuous negative definite function tp by

E *[ei(* t -*K ] =  e- t W )  ? t ^ 0

The function rp is sometimes also called the characteristic exponent, and the function tp is called 
the symbol of the process following the notion from the generator of the associated semigroup.

D efin itio n  3.4 (Diffusion process). A continuous time Markov process with continuous sample 
paths is called a diffusion process.

The symbol of a diffusion process is in general a continuous negative definite function which has 
a Levy-Khinchin representation without integral part. We will briefly discuss estimates for the 
transition function of diffusions on general metric measure spaces in § 3.3. In § 3.5 we will consider 
symmetric Levy processes (Xt) t^o  which have no diffusion part. The corresponding symbol tp of 
the process is then a real-valued continuous negative definite function of the form (1.8), and we 
will further restrict ourselves to those tp with tp{0) =  0.

S tarting with a Levy process ( X t )t^o a convolution semigroup of sub-probability measures (pt)t^o 
on Rn is given by the distribution of the random variables X t — Xo with respect to Px provided 
the process started in x  a t time t = 0 with initial distribution FxXq = £x , i.e. p t = FxXt_ Xo. Since 
a Levy process has independent and stationary increments this distribution is the same whatever 
the starting point x. Thus the semigroup (pt)t^o is the same for all x. As {pt)t>o is a convolution 
semigroup of sub-probability measures on Rn the resulting Levy process is always a Feller process. 
In the case of pt being probability measures we arrive at a Markov process due to the extendability 
from Coo(Kn ;l^) to Bb(Rn ;R) as discussed above.
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R em ark 3.5. Let us make a remark about the actual construction of certain processes starting 
with (3.2). If (Tt ) t ^o is a Feller semigroup then we can construct pt by (3.2) and apply the theorem 
of A.N. Kolmogorov (see e.g. [44], Theorem A .l) to obtain a Feller process. However, using this 
approach with a sub-Markovian semigroup (Tt)t^o of operators T) : Lp(Rn ;M) —> Lp(Rn ;R) we 
face the problem that p* can only be defined according to (3.2) for almost every point i e R n . To 
be more precise, taking a representative of x  pt(x, A) then for every fixed t ^  0 and every fixed 
Borel set A we obtain a different exceptional set of points. Therefore, it is not possible to say tha t 
pt ( x , A ) constructed by (3.2) gives a family of sub-Markovian kernels. Hence it is not possible to 
construct the process pointwise as in the Feller case.

However, a fundamental idea of Fukushima [27] was to introduce a refined notion of exceptional 
points which made it possible to overcome this problem. We have seen in § 1.5 tha t in the case 
of symmetric L2-sub-Markovian semigroups {Tt )t^o we may use the translation invariant Dirichlet 
form (£, D(£)) to study the generator Au  =  —̂ ( D ) u  and hence also the process (Xt) t^o  associated 
to it. Fukushima introduced the concept of a capacity of an open set A C Rn which enabled him 
to associate to any (not necessarily symmetric) Dirichlet form a certain Markov process. Roughly, 
the idea is as follows.

D efin ition  3.6 (Capacity). Let £ be a Dirichlet form defined on D(£) C L2(Rn;R) equipped with 
the graph norm £<? ■= II ■ lie- For a Borel set A  C Mn its capacity is defined as

cap(A) := in f{£ c(u ,u ) : u € D(£) and u ^  1 on A}  . (3-4)

For an arbitrary set C  we set

cap(C) =  inf{cap(A) : C  C A and A open} .

The capacity cap(C) of an arbitrary set, C  has then the property th a t A^ ( C )  ^  cap(C). Hence, 
whenever C  has capacity 0 it also holds Â ( C )  = 0. This justifies to say tha t sets of capacity zero 
are refined sets of Lebesgue measure zero. The capacity has the further property th a t cap(C) ^  
cap(D) whenever C C D  and satisfies the subadditivity property cap(|JjeN Cj) ^  caP(Cj)-

D efin ition  3.7. In this setting, we call a set N  an exceptional set if cap(Af) =  0 and say th a t a 
function u : Rn —> R defined on R n \  N  is quasi-continuous if for every e > 0 there exists an open 
subset £ c R n such th a t cap(A’) < e and u is continuous on E c. It is called quasi-continuous in the 
restricted sense if u is continuous on (Rn U{ d } ) \ E ,  where Rn U{<9} is the one-point, compactification 
of lRn . If there exists a function v which is quasi-continuous in the restricted sense, then v is called 
a quasi-continuous modification of u.

From Theorem 3.7 in [44] we know that such a quasi-continuous modification v exists for each 
u 6 D(£). Fukushima’s result was the observation that when defining the transition function pt 
associated to a symmetric sub-Markovian semigroup on L2(Rn ;R ), which is associated itself with 
a symmetric Dirichlet form £ via quasi-continuous modifications of u € D(£), then it is possible 
to construct a Markov process. Some results on Markov processes and their construction with the 
help of quasi-continuous versions of the associated sub-Markovian semigroups (Tt)t^o can also be 
found in [52].

Now we turn to an essential issue arising both in Analysis and Probability Theory, namely the 
problem of estim ating heat kernels or transition density functions, respectively. Seminal contribu
tions to the field of finding upper and lower bounds for heat kernels have been made by J. Nash [54]
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and D.G. Aronson [2], both in the context of elliptic and parabolic partial differential equations.

Let A  be a second-order elliptic differential operator on Rn , then we can associate a diffusion pro
cess (X t ) t^o with it, of which A  is the infinitesimal generator. The fundamental solution for the 
associated diffusion equation is then the transition function of the process (Xt)t^o- For example, 
let A  =  A be the Laplace operator in Rn . The associated diffusion process ( X t)t^o Is the Brownian 
motion, and the fundamental solution to the classical heat equation corresponding to A = A is the 
GauB kernel

P t ( x , y )  = ( i n t ) - / *  exp ( -  ^  ^  )  , x , y e R n , t > 0 .  (3.5)

More precisely, if v G C(,(Rn ;R), i.e. bounded and continuous on Rn , then

u(x, t )  = /  pt ( x ,y ) v ( y ) d y  
J Rn

solves the heat equation (dt -  A )u =  0 with initial condition u(0,x)  =  v(x). This is a parabolic 
equation, and together with the initial condition, this problem is sometimes called the Cauchy 
problem for the diffusion equation. In this analytic context pt is often called the heat kernel 
referring to the associated heat semigroup generated by the Laplace operator A = A.

Now, upper and lower bounds for pt{x, y) serve to understand the behaviour of the kernel as t —> oo 
and d( x , y) = \x — y\ —> oo. We observe that for distances \x — y\ ^  \ fci  for t > 0 and some constant 
c > 0 the equation (3.5) reads as

Pt(x, y) ^  (47Tt)~n/2 e- t /4 , t > 0 , (3.6)

i.e. the decay of pt is of order £-n/2. Hence, the exponential term becomes relevant for larger 
distances \x — y\ > \fct.  Note th a t an upper bound of the form (3.6) is especially satisfied if x  =  y. 
For this reason an estim ate of the form

Pt ( x , y )  ^  C t ~ n/2

is often called on-diagonal estimate. In §3.2 we will focus on the derivation of on-diagonal esti
mates for the kernels of selfadjoint operators forming a symmetric L2-sub-Markovian semigroup. 
These operators arise as generators of symmetric Markov processes.

Before we do this, we will turn to Lp-sub-Markovian semigroups of operators Tt having the rep
resentation (3.3) and ask under which conditions the kernels pt (x ,dy)  have a density pt ( x ,y )d y  
with respect to the Lebesgue measure. The answer is given by the Dunford-Pettis criterion, which 
we quote from [44], Theorem 6.2. In the following, for an operator A : Lp(Rn ;M) —> Z/9(Rn;R), 
1 ^  Pi Q ^  oo, we write

M IIlp -l*  := inf{c : ||Ati||Li ^  c |M |lp  for all u € Lp(Rn ;R)}

for its operator norm.

T heorem  3.8 (Dunford-Pettis). Let {Tt)t^o be a strongly continuous contraction semigroup on 
Lp(Rn ;R ), 1 ^  p < oo, with Tt : Lp(Rn ;R) —> L°°(Rn ;R) bounded for each t > 0. Then, for  
i  +  A =  1, there exist kernels kt : Rn x Rn —> R, k t (-,y) G L°°(Rn ;R ), kt(x,-)  € L9(Rn ;R) such 
that the operators Tt can be represented with the help of these kernels having density with respect 
to the Lebesgue measure, i.e.

T tu(x)  =  [  u(y) k t (x,y)  dy a . e . f o r u & L p{Rn ;R)
J  Rn

(3 .7 )
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Further, the kernel satisfies

ks+t(x,y)  = /  ks( x , z ) k t ( z , y ) d z ,  s , t  > 0 , 
J R™

and for the operator norm of T t we have

V?
\\Tt \\Lp-L°° = e s s s u p x e R " (^  Ik t (x,y)\q dy}

The converse also holds true, i.e. i f T t has a representation (3.7) then it is bounded from Lp(Rn ;R) 
to L°°(Rn ;R).

In the particular case p — 2 and (Tt)t^o being a symmetric sub-Markovian semigroup on L2(Rn ; R) 
which satisfies the condition of Theorem 3.8, we get kt(x, y) ^  0 and k t (x , y) =  kt(y, x).  An essen
tial aim is to obtain estimates for kernels kt in cases where we have a representation (3.7). In the 
case of symmetric L2-sub-Markovian semigroups, such estimates have been well-studied. In this 
Hilbert space setting it turns out th a t the estimates have a close connection to symmetric Dirichlet 
forms. In the following paragraph we will briefly present the essential ideas on how to obtain these 
estimates based on the monographs by Davies [18] and Varopoulos et al. [62]. An overview of these 
results can also be found in the paper by Carlen et al. [10].

3.2 E stim ates for sym m etric Markov processes

In this paragraph we will focus on symmetric sub-Markovian semigroups (Tt)t^o of operators acting 
on the Hilbert space L2(Rn ; R). We will assume that they satisfy the assumptions of Theorem 3.8, 
i.e. they can be represented as

Ttu(x)  =  /  u ( y ) k t (x , y )dy  
J Rn

almost everywhere for u G L2(Rn ;R). The fist result in this section is taken from Davies [18] 
and formulated adequately for our setting L2(Rn ;R). It relates upper bounds for the norms of 
symmetric operators to the existence and boundedness of the kernel functions.

L em m a 3.9 ([18], Lemma 2.1.2). I f  (Tt)t^o is a symmetric semigroup of bounded operators from 
L2(Rn ;R) to L°°(Rn ;R) for all t > 0, then its operators have a kernel representation with kernel 
ht(x, y) for all t > 0 satisfying

0  ^  k t (x, y) ^  | |T i/2 || a-e-

Conversely, if  (Tt)t.^o admits a kernel representation with 0 ^  k t (x ,y)  ^  at a.e. for some constant
a.t < oo, then (T))t^o is a semigroup of bounded operators from L2(Rn ;R) to L°°(Rn ;R) for  all 
t > 0 with operator norm

I I I I L2- L°° ^  at ■

In the following we will study estim ates for the norms ||T(||£,P_Lq for symmetric sub-Markovian 
semigroups (Tt ) t ^o- F°r this we will need the notion of an equicontinuous family  of linear operators.

D efin itio n  3.10 (Equicontinuity). Let X ,  Y  be Banach spaces and £  be a family of linear operators 
mapping from X  to Y.  Then C is said to be equicontinuous if, and only if, supTe£ | |T | |x - y  < oo, 
i.e. the family C is uniformly bounded in the operator norm.
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D e fin itio n  3.11 (Bounded analytic semigroup). Let X  be a Banach space. A semigroup (Tt)t^o 
of operators is called bounded analytic on X  if

\\ATt \ \ x - x  ^  j  for all i > 0, 

where —A  is the generator of (Tt)t^o-

Definition 3.11 is in fact (see [62], p. 13) an equivalent formulation of Tt admitting an equicontin
uous extension to a sector £# := {z e  C : arg(z) < 9} with 9 € (0, | )  for all t > 0. W ith the help
of Plancherel’s theorem one can show that symmetric L2-sub-Markovian semigroups of operators 
are bounded analytic. W ithout proof we quote the following two theorems from the monograph 
by Varopoulos, Saloff-Coste and Coulhon [62].

T h e o re m  3.12 ([62], Theorem II.3.1). Suppose that (Tt)t^o a semigroup whose operators Tt 
are equicontinuous on both L 1(Mn ;IR) and L°°(Rn;R ). We assume there are 1 < p < q ^  oo and 
a constant a  > 0 such that ||u||^<7 ^  C \\Aâ u\\i,v is satisfied for u € L9(Rn ;R) and, moreover, Tt 
is bounded analytic on Lp(Rn ;R). Then

r a Li_LOO ^  c r ,,/2

for all t > 0, where v is determined by v  := a ( ^  -  ^) 1.

In [62], the number 2 <  v < oo is called the dimension of the semigroup (Tt)t^o-

T h e o re m  3.13 ([62], Theorem II.3.2). Suppose that Tt : L 1(lRn ;R) -> L1(Rn ;R) are equicontinu
ous and v  > 0. Assume there exist C > 0 such that ||n ||^ t4//u ^  CR e(A u ,u )  | |u | |^  with generator 
A o f T t . Then

R l U . - t *  < K t ' " ' *  f o r t >  0.

I f  moreover Tt are also equicontinuous on L°°(Rn;R) then

H ^IIl1-!,00 ^  K  t~ ' /2 for t > 0.

In the case of a symmetric L2-sub-Markovian semigroups its generator A  is self-adjoint and the 
condition in Theorem 3.12 for p =  2 and q > 2 reads as

IM|l« ^  C  \ \Ao/ 2u \\L2

with a  =  -  | ) .  In particular,

IMIl« ^  c  ||A1/2u ||L2 =  C y/E{u, u) (3.8)

if v  =  > 2. According to Remark II.3.3 in [62] we also have the converse of Theorem
3.13 for symmetric L2-sub-Markovian semigroups, i.e. the norm estimates for T< imply that Tt is
equicontinuous on both L 1 and L°° and

^  C R e{A u ,u )  IMI^r ^  C ( A ^ 2u, A ^ 2u) | |u | |^  ^  C £(u,u)  | | . (3.9)

In view of Theorem 3.12 we then find that (3.8) and (3.9) must be equivalent. This equivalence is 
shown in [10]. These results may be summarised in the following theorem (cf. Theorems 6.3 and
6.4 in [44]).
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T heorem  3.14. Let (T))t^o be a symmetric sub-Markovian semigroup on L2(Rn ;R) with corre
sponding regular Dirichlet form  (£, D(£)). Then the following estimates are equivalent.

IMIi'i ^  C £(u >u ) for all u G D(£), q > 2, v  = > 2 (Sobolev-type inequality)

^  C £ (u ,u )  \\u\\f( for all u € D(£) v  > 0 (Nash-type inequality)

||T) || ^  C t~"!2 for all t > 0 and v  > 0

||7 t||Lp_L, ^  for all t > 0, 1 ^  p < q ^  oo, v  > 0 .

We note tha t the last estimate holds due to Theorem 1.45, i.e. the extendability of a symmetric 
L2-sub-Markovian semigroup to an analytic sub-Markovian semigroup on Lp(Rn ;R). For the fol
lowing example see [44], Chapter 6.

E xam ple 3.15. In this example we will now apply Theorem 3.14 to the pseudodifferential operator 
4̂(2) = />(D) given by

- 1p(D)u(x) = (27r)_n/2 [  elx< 0(£) u(£) d£ .
J R"

For —0(D ) to be the generator of a symmetric L2-sub-Markovian semigroup we must have that 
R(A — A =  R(A +  0 (D )) is dense in L2(Rn ;R) by the Hille-Yosida Theorem. Moreover, if 
-■0(D) generates the semigroup ( T ^ ) t ^o then —(A 4- 0 (D )) generates the semigroup (St)t^o '■ = 

Indeed, since the strongly continuous contraction semigroup (T1/ 2̂ )^ 2 consists of 
operators of the form T1/ 2̂  =  eM<2) = with bounded linear operator - 0 ( D ) ,  we have

—  e - t ( X + i p ( D ) )  _  e ~ x t e - txi>(D)  _  e - X t j > ( 2 )

for t ^  0. Hence, if ||*S't||x,p_£,<i ^  C  for some constant C > 0 then

Iirf’llw-I.. = l|eA‘St|k.-i.. <CeA‘ .

Now we may apply Theorem 3.14. As (T, ),^o is a symmetric sub-Markovian semigroup on
L2(Rn ;R) generated by the bounded linear operator —0(D ), it extends -  by Theorem 1.45 -  to an 
analytic sub-Markovian semigroup ( T ^ ) t^o on Lp(Rn;R). Therefore, an application of Theorem
3.14 gives

WT^Wlv- l 'i ^

for all f > 0 and all 1 ^  p < q ^  oo. In particular, setting p = 2 and q = oo we obtain

r t(2)||L2_L~ <CcAtr* .

But by Theorem 3.8 the operator norm of T is given by

II^(2)||l2-l«> =  esssupxeRn ( ^  \kt (x, y)\2 d.y'j ^ C e XLt~%.  (3.10)

Now, by the definition of kt via the Chapman-Kolmogorov equation, the Cauchy-Schwarz inequality
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and the symmetry of any ks , s > 0,

k t ( x , y ) =  /  kt/2(x, z) kt/2(z, y) dz
J R"

=  k t ( x , x ) 1/2 k t ( y , y )1/2,

and hence,

ess supI J/gRn k t (x, y) ^  esssupi  yeR„ k\/2( x , x) k\/2{y, y)

^  ess supxgRn k\/2(x, x)  ess supyeRn k' /2 (y,y)

= ess supxgRn k t (x , x)

< ess supx,y£Rn kt ( x , y ) .

T h i s  g iv e s  t h e  e q u a l i t y  e s s s u p x y e R Ti k t (x,y)  = e s s s u p x eR n k t (x,x)  a n d  h e n c e  t h e  e s t im a t e  (3.10) 
is  in  f a c t  a n  o n - d i a g o n a l  e s t i m a t e  fo r  t h e  k e r n e l  kt(x,y).

In [17], Davies has constructed off-diagonal estimates for kernels related to elliptic operators of 
second order. In [10] his approach has been generalised to work for symmetric Markov processes 
which are not necessarily generated by a differential operator.

3.3 Rem arks on heat kernel estim ates on m etric m easure 
spaces

From the probabilistic point of view it has become of interest in the past few years to estimate the 
transition density of a process in more general contexts, such as on Riemannian manifolds (M, g) 
w ith Riemannian metric g, or on general metric measure spaces (X,  d, g,), where g. is a Radon 
measure on (X , d). In this setting we mention the work by Sturm [58] who constructed a diffusion 
process on X  for quasi-every starting point using the techniques of local Dirichlet forms tha t can 
be associated with a diffusion process. In the setting of (Riemannian) manifolds contributions 
have been made by Grigor’yan [29], Li and Yau [51] and Davies [17]. Works of Grigor’yan et al. 
[30, 31, 32, 33, 35, 36] deal with heat kernel estimates for diffusions on general metric measure 
spaces satisfying a certain volume growth condition.

On general metric measure spaces the idea is roughly as follows. Motivated by the classical GauB 
kernel, the aim is to get an estim ate of the form

< ^  C l (  d2(X’V ) \  / Q 1 1 \
Pt{x’v) “  M i w i ) )  exp { - ~ o T )  ’ (3 n )

for diffusion processes on ( X ,d ,g ) ,  where B d(x,r)  denotes an open ball with respect to the metric 
d(x,y)  of radius r > 0 centred at the point x  € X .  Here, ~  stands for the existence of an
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upper and lower bound with in general different constants. Note th a t in the metric measure space 
(Mn , | • |, A ^ )  the estim ate (3.11) reads as

Pt(x,y)  re Ci t ~n/2 exp ^ ^ (3.12)

and the constants with which we get equality in (3.12) can be given explicitly as C\ — (47r)-Tl/2 
and C 2  = 4, see (3.5).

In a series of papers [3, 30, 31, 32, 36], Grigor’yan et al. discuss heat kernel estimates of self-similar 
type, as they appear in e.g. fractals. They study bounds of the form

pt (x, y) sb r n/fi $  (3.13)

with parameter a  and 0,  and a function $  : R+ —> M+ on general metric measure spaces (X ,d ,p ) .  
Let pt (x,y)  be a heat kernel on a metric measure space ( X , d , p )  which satisfies (3.13) for p- 
almost all x , y  E X .  Then in Theorem 6.7 of [31] it is shown th a t the following scenarios occur 
under certain assumptions on the metric measure space. In the case of diffusions, corresponding 
to a local operator generating the process, the function and the param eter a , 0  satisfy the 
exponential estimate

3>(s) «  ci exp ( -  C2 s ^ 7) , 2 ^  (3 ^  a + 1,

whereas is of the polynomial nature

$(s) «  (l +  s ) - (Q+^ ,  0 < / ? < a + l ,

in the non-local case. The following examples can also be found in [30].

E x am p le  3.16 (Local case). For a  =  n, /3 =  2 and $ (s) =  exp(—s2) the estim ate (3.13) becomes 
the Gaussian estimate

Pt(x,y)  »  C t ~ n/2 exp ^

for a diffusion process on the metric measure space (X ,d ,p ) .

E x am p le  3.17 (Non-local case). Let A = A 1/2 be the fractional Laplace operator in the metric 
measure space (Rn , | • |, A ^ ) .  The associated process is a Cauchy process, which belongs to the 
family of Levy processes. The solution of the corresponding evolution equation (dt — A)u  =  
(dt — A i/2)u =  0 is the heat kernel

, . C  /  C t
Vt(X iV) -  t n y  +  t 2 )  -  ( t 2 + |x _ y \ 2 y n +l)/2

with the constant C — T (Ii| :A)7r ^ , which is called the Poisson kernel and is the transition
density of the Cauchy process. Hence, if a  =  n  and 0 = 1, the function <3>(s) = (1 +  s)~^a+^  in
(3.13) leads to the Poisson heat kernel in the metric measure space (Rn , | • |, A ^ ) .

The parameter a  and 0  given in the heat kernel estimate (3.13) do not only determine the actual 
estimate, but also reveal properties of the underlying metric measure space. While a  turns out to 
be an exponent related to the volume growth of balls in (X ,d ,p ) ,  the param eter 0  characterises 
properties of certain function spaces on (X ,d , p) .  More precisely, Grigor’yan et al. [34] introduced 
a family of Besov spaces W a,2(X, d, p) on the metric measure space by

W a'2{X ,d ,p )  :=  [ u  € L2(X)  : sup f  I  \u(y) -  u{x)\2 p(dy) p(dx) < 0 0 ].
<• <r>0 f  J x  J b ?( x ) j
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Concerning the parameter a  we have the following result, which is taken from [31], Theorem 2.10.

T h e o re m  3.18. Let (X , d, p ) be a metric measure space, x , y  € X  and pt{x, y) a heat kernel on X .
Let a,/3 > 0 and $1,3*2 : [0, oo) —> [0,oo) be monotone decreasing functions such that $ 1(5) > 0
for some s > 0 and $2 satisfies the integrability condition

pO O

/  sQ-1 $ 2(5) ds < 00 .
J o

A . I f  for p-almost all x , y  £ X  and all t > 0

pt (x, y) ^  t~°/p $1

then there exists a constant C such that

p ( B d{ x , r ) ) ^ C r a

for all x  £ X  and r > 0.

B . I f  Jx p t (x, y) p(dy) =  1 for p-almost all x  £ X ,  and

for p-almost all x , y  £ X  and all t > 0, then there exists a constant C such that

C ~ x ra ^  p ( B d(x, r))  ^  C r * .

As it is noted in [30], the functions $ (s) =  exp(s2) and 3>(s) =  (1 +  s )- (n+1) satisfy the conditions 
on $2 in Theorem 3.18.

In recent years, an increasing interest has taken place in finding estimates for transition densities 
of Levy processes of jum p-type using geometric properties of the underlying metric measure space 
(X, d, p) such as the volume of metric balls. Before we study one of these proposed estimates 
in §3.5 we first reveal an interesting link between the metric of the space and the process under 
consideration.

3.4 Em beddings o f m etric spaces into H ilbert space

In this paragraph we note a result concerned with the embedding of certain metric spaces (X , d) 
into a Hilbert space (H, {•, •)//). It turns out tha t negative definite functions play a significant role 
in this context. The connection of these functions to isometric and uniform embeddings into a 
Hilbert space originates in the work of Schoenberg [55, 56]. However, we take the results from the 
monograph [8] by Benyamini and Lindenstrauss. First, we recall the following definitions.

D e fin itio n  3.19. Let (X \ , d \ )  and be two metric spaces.

A . An isometric embedding f  : (X i , d i )  c-> is an injective map from X \  into X 2  which
preserves the distance, i.e. d2 ( f ( x ) , f ( y ) )  = d\{x,y) .

B. A uniform embedding h : ( X \ , d i )  <-4 ( X 2 ,d 2 ) is a bijective mapping such that h and h -1 are 
uniformly continuous on their domain of definitions, i.e. h is a uniform homeomorphism between 
A i and A 2.
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D efin itio n  3.20. An Herinitian kernel A' on a metric space (X ,d)  is said to be positive definite if
Y ^ i j = l x j )  ^  ^ for all x \ , . . . ,  x n € X  and all scalars Ai , . . . ,  An 6 C.

Note that the positive definiteness of K  means that the m atrix ( K ( x i , X j ) ) i j - is positive 
Hermitian. Therefore, K  is diagonalisable and all subdeterm inants are nonnegative. For positive 
definite kernels K\ ,  K 2  : X  —> C we arrive at K  K\  K 2 being again positive definite, since

n n n

(x^, X j ) Aj Xj ^  0,
1,7 =  1 *>7 =  1 *,7 =  1

where Â  =  y/X~k- Further, if A' is a positive definite kernel then so is its complex conjugate K  and 
its real part Re(A').

Let U C C be an open set such th a t for some p >  0 the disk D(0,p)  := {z  6 C : \z\ ^ p} is 
contained in U. Let /  be analytic in U, hence it has a representation as a convergent power series 
f ( z ) =  Y^<kLoakzk f°r 2 e  D(Q*p)- Assume further that ak ^  0 and th a t K  : X  x  X  —» C is a
positive definite kernel with R(A") C D(0,p).  Then f ( K )  is also positive definite since

n n 00

^  ] f  { K  { x i ,  X j ) )  X i  X j  =  ^   ̂ y ] a k K  { x l , X j ) X i X j

i , j=1 *,7=1 k.= 0
00 n

=  ^ 2  K ( x i , X j ) k XiXj  ^  0.
fc=0 *,7 =  1

Since ak ^  0 by assumption and the series is uniformly convergent on the compact set D(0,p)  
and the set of positive definite kernels is closed under uniform convergence on compact sets. This 
result holds in particular for f ( z )  =  ez as it is an entire function, i.e. analytic 011 the whole com
plex plane. In the special case X  =  IRn , where the kernel is induced by a function in a way that 
K ( x ,y )  = g(x — y), we arrive at Definition 1.13 of a positive definite function. The above listed 
properties carry over to positive definite functions. The following proposition provides a relation 
of positive definite kernels K  to mappings into a Hilbert space. Its proof is given in [8].

P ro p o s itio n  3.21. A kernel K ( x , y )  on X  x X  such that K ( x , y )  = K ( y , x )  is positive definite 
if, and only if, there is a Hilbert space H and a mapping T  : X  —¥ H such that K ( x , y )  = 
(T (x) ,T (y ) ) h , where (-, ) h is the inner product on H.

In particular, assume K  : X  x X  —> R symmetric, i.e. K ( x , y )  =  K ( y , x ) ,  with K ( x , x )  =  1 for all 
x  € X ,  and K ( x , y )  is induced by g(x -  y). Then Proposition 3.21 yields the following result.

C o ro lla ry  3.22. Let g be a real-valued positive definite function with g(0) =  1. Then it holds

(i) |0(z)| < a (°)»

(ii) |g(x) -  g(y) |2 ^  2(1 -  g(x -  y)),

(in) 1 -  g(nx)  ^  n 2( 1 -  g(x))

for all x, y 6 X  and n  € N.

The proof of this result can be found in [8]. This corollary collects some properties of positive defi
nite functions we introduced already in § 1.2. It turns out tha t real-valued positive definite kernels
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K  (induced by functions g) with the properties discussed in Corollary 3.22 play a fundamental role 
when studying uniform embeddings of metric spaces into a Hilbert space. There are conditions on 
K  given in [8], Chapter 8.2, for this to be the case.

Closely related to the notion above are negative definite kernels N  on general metric spaces (X , d). 
They are defined as follows.

D efin itio n  3.23. An Hermitian kernel A ^ona metric space (X, d) is called (conditionally) negative 
definite if Y n j =l x j)  ^  0 for all x \ , . . ., x n G X  and all scalars Ai , . . . ,  An G C that
satisfy A, =  0.

It follows immediately from Definitions 3.20 and 3.23 th a t 1 — K ( x , y ) is negative definite when
ever K ( x , y )  is a positive definite one. As in the positive definite case a function ip on X  =  Rn 
is negative definite if the kernel it induces on Rn by N(x ,  y) = ip(x — y) is negative definite. For 
real-valued negative definite kernels on X  we have the following relation to mappings into a Hilbert 
space.

P ro p o s it io n  3.24. Let N  : X  x X  -» R be a real-valued kernel with the property N ( x , x )  =  0 
for all x  G X .  Then N  is negative definite if, and only if, there exists a Hilbert space H  and an 
injective mapping T  : X  —> H  such that N {x ,y )  =  ||T(x)  -  T(y)\\2H holds for all x, y € X .

The proof of Proposition 3.24 is given in [8]. Transferring this result into the context of a met
ric space (Rn ,d), Proposition 3.24 gives the necessary and sufficient conditions for (Rn ,d) to be 
isoinetrically embeddable into a Hilbert space •)#), namely th a t d2(x,y)  =  ip(x — y) is a
real-valued negative definite function with ip(x — y) =  0 if, and only if, x — y. By the properties of 
continuous negative definite functions ip : Rn -> R, see § 1.2, we can deduce that ip1̂2 indeed gives 
a metric, as it is non-negative, symmetric and satisfies the triangle inequality by Lemma 1.20 (i).

In [13] Chen and Kumagai introduced a heat kernel estimate for symmetric jum p processes on 
a class of metric measure spaces. The following paragraph is concerned with the performance of 
their estim ate in more detail. Motivated by Proposition 3.24 we will study the proposed upper 
bound for two examples of Levy processes with state space Rn employing ip1/2 as a metric, where 
ip : Rn -* R is a continuous negative definite function.

3.5 C om putation  o f a heat kernel estim ate for a sym m etric  
Levy process

In § 3.3 we have given a brief overview about transition function estimation of diffusion processes 
on general metric measure spaces. In recent years research has been extended towards heat kernel 
estimates of symmetric jum p processes. We will focus on an approach by Chen and Kumagai [13], 
who introduced the two-sided heat kernel estimate

pt {x,y)  ~  ci A fl( B d{y,d{x,y)))<p(c2 d(x,y))

on metric measure spaces (X , d , fi) for symmetric jum p processes which correspond to fractional-like 
Laplacian operators, valid for any x, y G X .  They considered cases where the jum p intensities J  in 
the associated Dirichlet forms are comparable to radially symmetric functions. In this paragraph 
it is our aim to visualise the performance of the estimate (3.14) in the metric measure space

(3.14)
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(Rn, ^'Z2, A ^ )  in two explicit cases. To obtain (3.14) the authors impose the condition of uniform 
volume doubling in the metric measure space under consideration. This means th a t the balls 
B d(y,r)  with respect to the metric d in the space satisfy a volume doubling property which only 
depends on their radius r  > 0 and not on the points y G X  at which the balls are centred. We will 
show in §4 that the spaces (Rn , i/)1/2, A ^ )  fulfil this condition.

We start with deriving the form of the transition functions we will be working with below. Consider 
again the semigroup (Tt)t^o of operators given in (1.11), i.e.

Ttu(x) = / J L t *  u(x) = u{x -  y) p t (dy)
J R ”

with the convolution semigroup (pt)t^o- In Example 1.43 we remarked that on S(Rn ;R) the 
operators Tt can be written in the form of a pseudodifferential operator involving a continuous 
negative definite function emerging from Fourier transforming the measure i.e. /!*(£) = 
(2Tr)~n/2e~t^ ^ ) . Using the definition of the Fourier transform of u we get

Ttu(x) = (2n)~,l/2 [  e ^ e - ^ u ( £ K
J R n

=  (27r)-n /  [  e - l{y- x H e - t^ ) d i u { y ) d y
J R "  J R »

= (27r)-n /  [  d t u ( y ) d y
J R "  J R "

=  /  Pt(x -  y) u{y) dy = /  u(x -  y) p t (y) d y ,
j r«

hence pt is of the form

P t ( x - y )  = T  {fxi ) { x - y )  = T { p t ) { y - x ) .

If we assume that p t € Lx(Rn ;R) fl Coo(Rn ;R) then by the Lemma of Riemann-Lebesgue pt € 
L1(Rn ;R ) n C 00(Rn ;R) and

Pt(x - y )  = (27r)-n [  ei{x- y)'Z d£ . (3.15)
J  R»

We consider symmetric Levy processes starting at a point y  G Rn which have no diffusion part, 
i.e. the respective continuous negative definite functions t/> : l^n —> R are of the form

H O  =  f  ( 1 - c o s  ( y '€ ) ) v {d y )
JR"\{0}

with their Levy measure u. We will study two cases in which the Levy process Ot =  y i
has a density (3.15) which is well-defined, i.e. is such th a t 6 L 1(Rn ;R). The transition
functions we consider are th a t of the a-symmetric stable and the relativistic symmetric stable 
processes, which have the real-valued continuous negative definite functions

lM O  =  lf |a“ . 0 <  q <  1, (3.16)

and
iM O  =  (|£|2 +  m 2)1/2 -  m , m >  0, (3.17)

as symbols, respectively. Note th a t both functions are radially symmetric and subordinate to the 
map £ t-> |£|2 with respect to certain Bernstein functions, hence, by Theorem 1.37, their Levy- 
Khinchin representations take the form
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where the rm(-), i — 1,2, are the Laplace transforms of the respective Levy measure. In each case 
we determine the corresponding non-local Dirichlet form, which reads, as

£(u, u) =  i  j f  (u(x + y) -  u(x))2 m,i(\y\2) dy dx
1 */Rn \{0} ^R n \{0}

=  /  /  (u(x) - u ( y ) ) 2 J i ( x , y ) d y d x .
J R« J R"

Here, Ji are the symmetric kernels Ji (x ,y )  =   ̂rrii(\x — y\2) for i =  1,2. For detailed calculations 
of the kernels Ji associated to (3.16) and (3.17) for general a  £ (0,1) and m  > 0 see Appendix B.

We are now able to compute an upper bound for each Ji and to visualise an estimate for each 
heat kernel Pt,i{x,y), i = 1,2, both given in [13], corresponding to the symbols (3.16) and (3.17). 
Following the approach by Chen and Kumagai we determine strictly increasing functions (pi : M+ -» 
R+, i =  1, 2, satisfying 0 ,(0) =  0 and 0, ( 1) =  1 using the equality

J i (x ,y)  = ------------------T-,------—------------ t7------------  (3.18)
A(n)(B^(j/, ip /2(x -  y))) <pi{ip/2{x -  y))

(cf. the two-sided estim ate'for the symmetric jump kernel in [13], p. 280). In each case the constant 
ci in (3.18) can be chosen such th a t

0,(0,1/2(Z — y)) = -------------------rj—-------------------  (3.19)
A(n)(BV'(2/ , 0 / 2(x -  y)) Ji (x,y)

satisfies the above conditions. The upper heat kernel estimates in the metric measure spaces 
(Rn , ip1/ 2, X ^ )  then read as

)V  ̂ A(n) ( 5 ^ ( y , i>\/2{x -  y))) 0 ,(0 l1/2(x -  y ) ) )

i =  1, 2, where 0 , : R+ —> R 4. are the strictly increasing functions from above and determined by 
(3.19), and B ^ ^ z ^ r )  denotes the ball of radius r > 0 with respect to the metric 0 ^ 2 centred at 
the point 2.

In the following we assume that y =  0 which is possible due to the translation invariance of 0 1/2 
as we will show in § 4. This corresponds to the respective process starting in 0.

3.5.1 The estim ate for th e sym m etric a-stable process

The process corresponding to (3.16) is a symmetric stable process of order 2a on R n, 0 < a  < 1, 
and pt can be given in concrete form if a  =  1. In this case we have

7r(\x — y  | 2 +  t 2 ) n 2

W ithout loss of generality we set y =  0. The kernel J\{x) J\{x,Q) for the symmetric stable
process of order 1 is then given by

. / .(*)= ^  12 n n/* r { \ )  |a:]n+1 ’ 

and we use this to determine

0 i(0 l/2(z)) =
Ci Ci

A H (B ^ (O ,0 l/2(x))) J i(x ) * iM -1
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F igu re  3.1. The Cauchy transition density and F ig u re  3.2. The upper bound by Chen and
how it evolves for 0.5 ^  t ^  2. Kumagai [13] for t > 0.

F igu re  3.3. The upper estimate of the Cauchy F ig u re  3.4. Cross-section of the estimate at
transition for 0 < t ^  1. time t —  1.

with Cj,«] > 0 . The constant C \  can be chosen such that 0 i( l )  =  1. Then we can rewrite (3.20)
as

Pt i (x) := pt i (.r, 0) ^ C\ (  ——---------------- ; A -———- j . (3.21)

The calculations leading to estimate (3.21) are provided in Appendix B .l.

We use M athematica as a tool to carry out the computations necessary to visualise the upper
transition function estimates. Figure 3.1 shows how the density of the symmetric stable process of
order 1 evolves for t > 0, whereas Figure 3.2 shows the upper estim ate

1 t J\  (x )
A (^)(B vi(O ,0f1(f))) ci

ci > 0 .

The smallest constant C i ^  1 for which (3.21) holds pointwise for all x  and t > 0 can be calculated 
as Ci =  | .  For small values of t on the left and a cross-section for larger t on the right-hand side, 
Figures 3.3 and 3.4 reveal the quality of the estimate (3.21). We can see th a t for both large L and 
x  the estimate approximates the actual density very well. The same holds for very small values of
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F ig u re  3.5: The transition function of the rela- F igure  3.6: The upper bound for this density as
tivistic symmetric stable process for proposed by Chen and Kumagai [13]
0.5 < t < 2. for t > 0.

t and for x  near the origin. However for moderate values of t the round shape of the curve is not 
modelled properly by the upper bound.

3.5.2 T he est im ate  for the relativistic sym m etric stable process

The Levy process which corresponds to the continuous negative definite function (3.17) is a rela
tivistic symmetric stable process on Rn . It has the density

P u (x ,y )  =  (2 tt)- t‘/2 [  ei{x~y) * emt e - t{W2+rn'2)l,iJ R»

=  2(27r emL t (|z -  y\2 + K  «+i (m y /b ' -  y |2 + t2) ■

Here. K T( z ) is the modified Bessel function of second kind and order r  > We set y = 0 again 
which corresponds to the starting point 0 of the process. Then, for m =  Figure 3.5 shows 
Pt,2 (■) for variable time t, viewed as a function of the spatial variable x.  The symmetric kernel 
J 2 (x) '■= ^ 2 ( ^ , 0 ) in the corresponding Dirichlet form is given by

, , 1 _«±I _n nil /<n±l(m |z |)
’h ( x )  =   r r  2 2 n  2 m  2   .

2 T ( i )  | ; , | ^

Then we obtain the function f a  '■ K_|_ —> R+ as

« 2  h '|n Kn±i (rn |./:|

with positive constants C2 , /C2 > where C2  can be chosen such that f a ( l )  = 1. Note that f a  is not
>+ fa ( fa /2(x)) = 0. I

1 t J2(x)

defined in x  =  0, but we have limI _>o+ fa(rp2 2(x)) = 0. Figure 3.6 shows the upper bound

The constant C 2  ^  1 such that the estimate

pt,2(*) := vt,2(^,0) ^ c 2 Q (nrhD;;,7̂ T -i

C'2 >  0

t J 2(x)



§3 Transition function estimation 73

3 0

Figure 3.7: The upper estimate of the transition F ig u re  3.8: Cross-section of the estimate at time
function of the relativistic symmet- t = 1.
ric stable process for 0 < t ^  1.

holds pointwise for all x  and t > 0 can be determined to be C2 =  1.03203. Figures 3.7 and 3.8 show 
the estimate for small values of t and a cross-section at time t =  1, respectively. Again, we can see 
that the estimate approximates the curve very well for large t. and x , but it does deviate essentially 
from the actual density for moderate values of t near the origin. Hence the characteristic round 
shape of 2(') is not modelled by the upper bound.

All in all, we set' that incorporating geometric devices such as the volume of balls with respect to 
certain metrics are indeed appropriate to get estimates. However, it seems essential to gain some 
more understanding of the geometry of the underlying metric measure space to be able to obtain 
somewhat refined estimates modelling the actual shape of the transition function. Therefore, in § 1 
we will study spaces equipped with as a metric and discuss some of their geometrical aspects 
such as the convexity as well as volume doubling properties of balls B ^ ( 0 , p ) ,  p > 0, in the setting 
(Rn , i/d/2, A ^ ) .  The overall aim is to provide a basis on the way to understand the behaviour of 
Levy and Levy-type processes in geometric terms. The key to this goal seems to be Schoenberg’s 
result, Proposition 3.24. In view of this, it is an interesting question to what extent we can draw 
upon the theory of (possibly infinite dimensional) Hilbert spaces to gain a better understanding of 
Levy processes on a metric measure space.
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§4 M etric measure spaces (Rn, i p 1'2, /z)

In this chapter we will study properties of metric measure spaces (Rn , '01/2, p),  where (Rn ,i/'1/2) is 
a metric space, the function ip is continuous negative definite, and /z a locally finite regular Borel 
measure. This work should provide the basis for studying transition functions of certain Levy and 
Levy-type processes by focussing on geometric aspects occuring in the associated metric measure 
spaces. As we have seen, § 3.4 and § 3.5 serve as a motivation to  study these metric measure spaces, 
where it turns out that it is exactly a continuous negative definite function th a t gives the relevant 
metric to study the transition functions of a Levy process in geometric terms. The following para
graphs now focus on some geometric aspects such as the volume doubling property, which turns 
out to be a helpful tool in the study and computation of heat kernel estimates, the convexity of 
metric balls and relations between metric measure spaces when switching to more complicated 
continuous negative definite functions as metrics or when moving from the Lebesguc measure to 
more general regular Borel measures. We finish this chapter by noting th a t it is possible to adopt 
the construction of a Sobolev space introduced by Hajlasz, see § 2.3.4, to our setting.

4.1 Som e properties of the m etric m easure spaces (Mn, t/^2, f i )

In this paragraph we state the basic setting first before we focus on properties such as the complete
ness of the metric space, the volume doubling of balls in (M.n ,rp^2, X ^ ) ,  the study of the shape 
of certain metric balls in (Mn ,'0 1//a) and on relations between doubling metric measure spaces 
(Rn , i/j1/2, jz) when varying the metric or the measure /z, which we assume to be a locally finite 
regular Borel measure.

Let ip : Rn —> R be a real-valued continuous negative definite function which vanishes only at the 
origin. By this assumption, together with the symmetry of ip and the triangle inequality for ipl/2, 
see Lemma 1.20, we find th a t do : Rn x Rn —>• R, do{x, y) ip^2(x — y) satisfies the conditions of 
a metric and hence (Rn , ip1/2) is a metric space. The metric is translation invariant as for z 6 Rn 
we get do(x +  z , y  + z) = ipl / 2{(x + z) — (y + 2)) =  do(x, y), bu t not homogeneous in general.

D efin itio n  4.1. For radii p > 0 we will denote balls in this metric by B ^ (y ,p )  when centred at a 
point y € Rn , i.e.

B^(y ,p)  ■= {x  G Rn : ip1/2{x -  y) < p) =  {x  G Rn : d0( x , y ) < p}

for p > 0, y € Rn .

75
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Prom the translation invariance of tp1/2 it follows

£^(2/» P) =  8 "  : ip1/2{x - y )  < p} = {x  G Rn : d0{x -  y, 0) < p}

= {x + y G Rn : do(x, 0) < p} = y +  {x e  Mn : d0(x, 0) <  p}

= y  + B^(0 ,  p ) .

We consider the measurable space (Rn , ®(Rn , cfo)) consisting of the state space Rn and the Borel- 
a-algebra !B(Mn , do) on which we may define a locally finite regular Borel measure po '■ ®(Kn , do) —> 
[0, oo]. We will mainly work with the n-dimensional Lebesgue measure which has the additional 
property of being translation invariant. This yields

A p)) =  A<">Q/ + B * (0 , p)) =  A<">(B*(0, p ) ) ,

hence the Lebesgue volume of the metric ball remains the same no m atter where we locate the 
origin of the coordinate system. Therefore, from now on we shall always consider balls with respect 
to the metric ip1/2 to be centred at the origin in Rn unless stated otherwise.

4.1.1 C om pleteness of the metric space (E71,^ 1/2)

Before we study the fundamental property of completeness of the metric space (En , ^ 1//2) we re
mind of the concepts of convergence and Cauchy sequences and of some fundamental properties 
and criteria for convergence in a general metric space (X,do).

D efin ition  4.2. A . We call a sequence (x'/JfceN of vectors in Mn convergent to a limit x  € Mn, i.e. 
lim *^,^ Xk =  x  or Xk —» x  as k —> oo, if for all £ > 0 there exists an N  € N such that for all A; ^  N  
we get do(xk,x) < e.

B . A sequence {xk)keN is called a Cauchy sequence if for every e > 0 there exists an N  €. N such 
th a t do(xk,xm) < e for all k , m ^  N.

The following theorem is valid in complete metric spaces only. In particular, it holds in the Eu
clidean setting (Rn , | ■ |).

T heorem  4.3 (Cauchy Convergence Criterion). In the metric space (Rn, | • |) a sequence (xk)ken,  
Xk € K, is convergent if, and only if, it is a Cauchy sequence.

Note th a t a convergent sequence in any metric space (X , do) is always bounded.

T heorem  4.4  (Bolzano-Weierstrass). Every bounded sequence (xk)ken of infinitely many real 
numbers contains at least one convergent subsequence.

The following proposition guarantees the completeness of the metric space (Wn,ip1̂2) under certain 
assumptions.

P rop o sitio n  4.5. Assume that there exists a constant M  > 0 such that for all £ € Mn with 
|£| ^  M  we have ip^2{f,) ^  c |£ |. Then the metric space (M.n , ip^2) is complete.



§ 4 Metric measure spaces (Rn , ip1/2, p) 77

Proof. We have to verify that every Cauchy sequence in (Rn ,i/>1//2) converges to a limit in the same 
space. Let (£,k)ken be a Cauchy sequence in (W1, ^ 1/2). Then for all eo > 0 there exists N  = N(eo) 
such that

~  £m) < so for all k, m  ^  AT.

Set e := then by assumption

|£fc ~ £m| < — = £ for all k , m , ^ N .  c

Therefore, (ik)ken is also a Cauchy sequence in (Rn , | • |). By Theorem 4.3 (£)fceN is convergent in 
(Rn, | • |) to a limit £ £ Rn . Since ip : Rn -* R is continuous it follows th a t H indoo ip1/2^  — 0  =  0, 
hence ^  —> £ in (R71, ^ 1/2). □

4.1.2 The volum e doubling property in (Rn, -01/2, A ^)

In this paragraph we study the property of the metric measure spaces (Rn , ip1/ 2, A ^ )  of open balls 
satisfying a certain growth condition. The growth constants are of use in the computations of the 
upper heat kernel estimate by Chen and Kumagai [13], see §3.5 and Appendix B.

P roposition  4.6. Let (Rn , ip1/2, A ^ ) be a metric measure space and l e t 0 < r <  R  <  oo. Assume 
there exist functions cr : R + \  {0} —» R + \  {0} and c r  : R+ \  {0} -» R + \  {0} only depending on r 
and R, respectively, such that ip /2{x) </?.=> < 1 and <  ̂ ^  ^ 2{x ) < r ■ Then
we obtain the volume growth estimate

A(n)(£^(0,/?.)) ^ c { r , R - n ) X inHB^{Q,r))  (4.1)

in the metric measure space (Rn , ip1/2, Â n^).

Proof. Fix two radii 0 < r < R. < oo of balls B ^  around zero with respect to ip1/2 and assume the 
mapping c r  is such that ip'/2(x) < R  implies ^ 1//2( ^ )  < 1- As R. fixed, we have

1 if b +(0,1)/ x  \  _  J  1 if ^  &  
|  0 otherwise

i

0 otherwise.

Therefore

IR"
and by the change of variable £ := df, = c \ d x ,

A(n)(B^(0,7?.)) ^  Cr A(n)(i? ^ (0 ,1)).

Similarly, by assumption we can find a mapping cr : R+ \  {0} -4 R + \  {0} such th a t ip'/2( f r )  < 1 
implies i///2(x) < r. Then again

1 i f ^ e B ^ O ,  1)

0 otherwise

1 i f ^ 1/’ ( s - ) < 1
0 otherwise
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m  = s ' , 0 < 7 < 1 m  = i o g ( i ^ ) , 7 > 6 > 0
f(s)  = log(l + a), f(s)  = y/s + m 2 — m , m  ^  0
f(s)  = 1 -  e~ls , 7 > 0 /M  =  7p . 7 > 0
m  = . 7 > 0 /(») =  ^ -  ^ 7 . 7 > 0
f{s) = y/s  log(l + y/s) , /(«) = V5 ( 1- e - ^ ) .

Table 4.1. List of (complete) Bernstein functions used for doubling constant computations.

which gives

A<n> ( ^ ( 0 , r ) )  =  [  XB* { x ) d x >  [  XB+ ( - ) d x  = c ? \ W { B ' l,{0, \ ) ) .
J R"  r  J Rn  1 VCr /

Hence, (4.1) follows with c{r ,R\n)  := )n . □

In Appendix A we provide computations of the volume growth constant c(r, R; n) in spaces where 
the metric is given by the composition ( /  o ip)1/2 of a continuous negative definite function with 
a (complete) Bernstein function /  : R+ -> R+ from Table 4.1. Moreover, not only s ■-> / ( s ) ,  but 
also s (-> g(s) := f a (s), s  (->■ h(s ) := f ( s a ) and s  t-> k(s ) := f 1/a(sa) for 0 < |cv| < 1 are (complete) 
Bernstein functions and hence g o ip, h o ip and k o ip are again continuous and negative defi
nite. We show in Appendix A that (4.1) holds for metric measure spaces (Mn, ( /  o ip)1/2, A(n)), 
(Rn , (h o ip)1/2, A(n)) and (Rn ,(k  o ip)1/2, \ ^ )  using the continuous negative definite functions 
■0(0 = l£|2 and 0(£>r/) =  K |° + \Tlf> f°r (£>r/) 6 RUl x Rrt2, n = n \  + n 2 and 0 < a, (3 < 2.

E xam ples  4.7. A. The study of the balls B/°^(0 ,p)  of some radius p with respect to the metric 
( /  ° 0 ) 1//2(O =  l£|Q> 0 <  a  < 1, in the space (Rn , ( /  o ip)1/2, \ ^ )  yields a doubling constant

A(n) ( 5 ^ ( 0 , l ? ) ) =  '  \ ^ ( B foi,(0,r))

for any choice of radii 0 < r  <  R  < oo, see Example A.I.

B . For balls in the metric space obtained using the continuous negative definite function

/ ( I f I 2) =  V\£\2 +  m 2 - m ,  m >  0,

we get the volume doubling constant

A <">(B '°»(0 ,f l))=  / A < " ) ( B ^ ( 0 , r ) ) ,

for any choice of finite radii, such tha t 0 <  r  < R  < oo, see Example A.23.

The functions £ i-y |£|a , 0 < a < 1, and £ ■-> \ / |£ |2 + m 2 -  m, m  > 0, are the symbols of the 
symmetric a-stable process and of the relativistic symmetric stable process, respectively, which 
play a role in § 3.5 together with the corresponding doubling constants computed in Examples 4.7.

Exam ples  4.8 (Local doubling). A. If we equip the space (Rn, ( /  o ip)1/2, X ^ )  with the metric 
emerging from / ( |£ |2) =  1 — exp(—7 |£ |2), 7 > 0, we find

X ^ ( B ^ ( 0 , R ) )  =  '  A(n)( £ ^ ( 0 , r ) ) ,  (4.2)
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a =  0.5, 0  = 1.5, c(r,R) = 8.026 a  =  1, 0  =  1.5, c(r, R) = 3.287 a — 0 — 1.5, c(r, R) = 2.441

Figure 4.1. Metric balls with respect to (£,77) = (|£|Q + |t7 |/3)1/̂  of radii r  = 1.2 and R =  1.5 
and various values for a  and 0. The exact volume growth constant c(r, R)  := c(r, /?; 3) is 
computed numerically in each case.

a — 0 = 0.5, c(r, R) = 14.552 a  = 0.5, 0 — 1, c(r, R) = 9.313a = 0 = 1 ,  c(r, R) = 3.815

see Example A.8 . Tins gives an example of a local volume doubling property as we are restricted 
to choose r  and R  such that 0 < r  < R < 1. As this example shows we get local volume doubling 
if the inverse function / - 1  of the Bernstein function under consideration has a restricted domain
of definition. Due to the fact that

B/0*(o ,P) = {/6 R " : /(|{ |2) < { / e r : |£l 2 < r V ) }

{f  e R " :  I ( / - l  (^2)) 1/2 | < ' } '

whenever p2 € R (/), we can express the identity (4.2) as

a<»>(b/°*(o , « ) ) =  0 A<" )(B/oV,( ° ' r ))

with the inverse function f ~ 1(s) = —7 _ 1  log(l — s),  which is only defined for radii r  and R  such
that r 2, R 2 6  R (/).

B. A similar result holds for the Bernstein function f ( s )  = log 7 7 ^) for 7  > 6 > 0, where we 
get the restriction 0 < r < R  < log ^ on the radii, as well as for the Bernstein function f ( s )  — 
for 7  > 0 , for which we have the restriction 0  < r  < R  < 1 for the volume growth property to 
make sense, see Examples A.20 and A.29 in Appendix A, respectively.

R em ark  4.9. From Examples 4.7 and 4.8 we observe tha t the mappings cr and cr introduced 
in Proposition 4.6 can in fact be determined explicitly as f ~ 1( R 2) 1/ 2 and / _ 1  (Z?2)1/2, respectively,
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whenever we consider metrics arising from ip{ff) =  / ( |£ |2) with a (complete) Bernstein function / .  
However, in some cases /  has an inverse th a t cannot be given in a closed form, see e.g. Examples
A. 16 and A.37. There, we make use of explicitly invertible Bernstein functions g and h which fulfil

f 0 <  g(s) ^  / ( s )  ^  h{s) for 0 < s ^  s0 ,

\  s(0) =  /(0 )  =  /i(0) =  0.

This implies tha t the volume doubling holds only locally, i.e. for radii 0 < r < R < yfso-

In the remainder of this paragraph, we focus again on the metric balls with respect to ipl/2(£,,r)) =  
(l£l“ +  IV\0Y/2, where ip : R ni x Rn2 —y R, m  +  ri2  — n,  and visualise balls for different choices of 
a,/3 G (0,2]. The volume growth property in (Rn , ip1/2, Â n )̂ reads as

/  D\ 2(^ L + ̂ 1)
A <n>(£^(0,i*)) =  A(n)(£ ^ (0 ,r ) ) ,  (4.4)

for 0 < r < R  < oo, see Example A.2 in Appendix A for the detailed calculation. In Figure 4.1 the 
effect of the volume doubling is shown for r  =  1.2 and R  =  1.5. Studying the shape of the balls 
the question emerges which metrics ( /  otp)1/2 lead to convex balls. For ip1/2{£,,rf) =  (|£ |Q +  \v \^)^2 
this is obviously the case for 1 ^  q,/5 ^  2. For general metrics this topic is addressed in the next 
paragraph.

4.1.3 On the convexity of m etric balls in (IR71,^ 1/2)

In this paragraph we study the aspect of convexity of balls in the metric spaces (Rn , ip1/2). We 
first focus on conditions under which convexity is preserved when the metric is changed. The first 
result in this paragraph deals with metrics arising from the composition of a function ip with a 
Bernstein function / .  A direct consequence can be drawn from this for radially symmetric contin
uous negative definite functions. Furthermore, we investigate the convexity issue for balls in the 
metric ip^2(£,r]) =  (|£ |Q 4- \rj\^)^2 for various values a,/5 € (0,2].

P ro p o s itio n  4.10. Let ip1/2 be a metric such that B^(0,p)  is a convex set for some p > 0. Let  
f  : R + —> R be a Bernstein function, and R  > 0 be such that R? =  f ( p 2). Then B ^ oxlJ(0,R) is 
also convex. Conversely, i f i f o i p ) 1/2 is a metric with B^°^(0 ,R)  convex, and ip1/2 is a metric then 
B^(0,p)  is convex, where p =  ( ( f ~ 1{R2) ) ^ 2-

Proof. Let ip1/2 be a metric such th a t B^(0 ,p)  is convex, p > 0. Taking a Bernstein function 
/  : R + -» R, which has the property of being increasing, concave with /(0 )  =  0, we know th a t /  1 
exists and is itself an increasing function. Hence ( /  o ip)1/2 is again a metric and the balls with 
respect to this read as

B'°*(0, R) = [S S R“ : ( /  o V0*/J©  < R] =  {€ 6 R" : i>’/2(() < ( / “ ' («2))'/2> = B*(0.p) , (4.5)

where p = ( ( f ~ 1(R 2))1/2. Thus, if B^(0 ,p)  is convex and p and R  are related via R 2 =  f ( p 2) then 
(4.5) holds and B^°^(0, R) is also convex. Due to the equality (4.5) of the sets the converse also 
holds true. More precisely, if 5 ^ ( 0 ,  R)  is convex with respect to ( /  o ip)1/2, where /  is Bernstein 
and ip1/2 a metric itself then B^{Q,p) is convex with p = ( ( f ~ 1{R2))1/2- □

An immediate consequence of Proposition 4.10 for ip(£) = |£|2 is the following result.
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C o ro lla ry  4.11. The balls with respect to the metric arising from the radially symmetric function 
( /  0 "0)(0 =  / ( |£ |2) with a Bernstein function f  are convex.

Proof. This follows immediately from Proposition 4.10, since balls J3ll(0,p), p > 0, with respect 
to the Euclidean metric are convex. □

Focussing again on the balls with respect to the metric arising from the function ip : Rni x R "2 —> R, 
= l e r  + n i +  n 2 =  n, we observe th a t they are convex for 1 ^  a , (3 ^  2. For a  or /? 

taking values in the interval (0,1) we have the following result.

P ro p o s itio n  4.12. Let B^(0 ,p)  be a ball of positive radius p with respect to ip : Rni x Rn2 —> R,
V'i/2(£^) = (isia + \v\py /2-
A. / /  0 < a  < 1 or 0 < j3 < 1 then

conv (B^(Q, p)) C £?^(0, Caj  p) , • (4.6)

where conv (B ) denotes the convex hull of a set B  and Ca =  2 * .

B. If  1 ^  a, (3 ^  2 then B^(0, p) is itself a convex set.

Proof. A . We have to show that for two points (x, ?/),(£, r?) £ 0, p) C Rni x R " 2 the straight line
joining them in Rn* x R n2 lies in B ^ { 0, Ca%p p). Hence, we assume ip^2(x, y) < p and ip'/2({,, rj) < p 
and show that

ip'/2(tx + (1 -  Of. ty +  (1 -  t)r]) < Caip p for 0 < t < 1.

First, let 0 < a, ft < 1. Then by the triangle inequality for | • |“ and | ■ |^,

+  (1 -  t) ({,);)) =  (|4x +  (1 -  t){ |°  +  |ty +  (1 -  t)rj|'5) l/J

( f i l l -  +  t % \ f  +  (1 -  +  (1 -  ■

Since t < 1 it follows

(x,y)  + (1 -  t)« , ’.)) i  ( r 1”<»’'3>(|x|“ + |y|«) + (1 _()-»(<».«(|?|« + |,|fl))V»

< (imin{Q’/3} +  (1 -  ^)min{^^}),/2 p .

For p := min{a,/3} < 1 we use th a t a,p + bP < 21-p(a + b)p for a, b > 0, which implies

</>1/2(t (x ,y )  +  (1 -  0  (f,»7)) <  ( r in{a^> +  (1 -  0 min{Ql/3}) VV

< (21_rninfQ’̂ }(i +  (1 -  0 ) min{a,/3}) 1/2p -  Ca^ p .

Now assume without loss of generality tha t 0 < a  < 1 and 1 ^  ft < 2. Otherwise we may 
interchange the roles of a  and /3. Then

ipl /2{ t { x , y )  + (i -  o (c.7?)) = i \ t x  +  (i - Ofr + \i v  + o - ô î )1/2
^  (ia i x r  +  (i -  o a ifia + i ? \ y f + 2i-/3 (i -  o ^ m V 2

^  2 ^  (ta |x |a +  (1 -  0 Q|f |a +  +  (1 -  t ) % f ) 1/2

< 2 ^  ( r in^ > ( | x | a + \ y f )  +  (1 -  t )min^ ( \ Z \ a + 17/|^))1/2

1 -0 1 -minfo.ff)
< 2 2 2 2 p ^  Ca,0 p
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2

0

-a

-a o a

F ig u re  4.2. The convex hull of the ball of radius r = 1.2 with respect to ip1̂2 and a = 0 = 0.5 lying
, . 1 - t n i nf a . p)
within the ball of radius R = 2 2 r. On the right-hand side a two-dimensional
cross-section.

by a similar argument as above and since 2  2 ' ^  l.

B . Let. 1 ^  a,/3  ^  2. Then we have

-Ip 1/2( t ( x , y )  + ( 1  -  t) (£, r/))

( 2 1" a f a | .x|a  +  2 1 _ a ( l  - « ) a k r  +  2 1 _ / 3 </3| y | ^  +  2 1“ ^ ( l  -  ■

Since 21_Q ^  1 and 21"^ ^  1 for 1 ^  a.,/3 ^  2,

(x, y) + (1 -  i)  (? , V)) < {ta \x 1“ +  f's M 's +  (1 -  t ) “ l « r  +  (1 -  ()"|r)l'J) 1/2

analogous to part A and since Ca .p ^  1 for 1 ^  a,/3  ^  2 . It follows that conv (5^(0 , p)) =  B ^(0,p), 
i.e. f l* ( 0 ,p) is convex. □

Figure 4.2 illustrates the result of Proposition 4.12.A in the case a  =  f3 = Obviously, 
Ca j3 =  2 ^  (i is not the optimal constant satisfying (4.6) for every value of a  and (3. In
general, one can observe that Ca ^  approaches optimality the closer a  and /3 are to 1.

On the basis of the results in Proposition 4.12 we can now give explicit volume growth constants 
for the metric measure spaces (R71, 1/ / /2, A(n)) with = (|£ |a + which ensure tha t
the equality (4.4) is satisfied for 0 < r  < R  < 0 0  and imply that the convex hull conv (5^(0 , r)) of 
the smaller balls are contained in the larger balls 5 ^(0 , R).

C o ro lla ry  4.13. Let (R71, ip1/2, A ^ )  be the m etric measure space with ipt^2{^,r]) = (|£|Q +  \v\0 ) ^ 2> 
f  6 Rn i , p G Rn2, and n \ +  n 2  =  n. Let 0  < a  < 1 or 0 < /? < 1. I f  we choose r, R  with 
0 < r  < R  < 0 0  such that j  = CQ<p = 2 * in  (4.4) then the convex hull of the ball B^(0, r)
is contained in D ^{0, R ).
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4.2 R elations betw een m etric m easure spaces

In this paragraph we examine relations between metric measure spaces which satisfy the volume 
doubling property. More precisely, we assume that (Rn , do, po) is a volume doubling space with a 
metric do : R n x R n —> R. From now on, we assume B ^  = B ( R n ,do), i.e. th a t the cr-algebra of 
Borel sets with respect to do is the same as B^n\  so do and | ■ | induce the same topology on R n . 
The metric space is equipped with a locally finite regular Borel measure po on 23(Rn , do). We want 
to investigate, on the one hand, the relation of a locally finite regular Borel measure p  to po such 
that the doubling property also holds in (R n ,do , p ). On the other hand, we study how a metric 
d : Rn x Rn —> R  is related to do for (Rn , d, po) to preserve volume doubling.

Let us start with fixing a volume doubling metric measure space (Rn ,do, po) and focus on the 
question how we can associate a metric d, : Rn x R n -> R  with do such th a t (Rn ,d, po) also satis
fies the volume growth condition. It turns out tha t the following two concepts play an essential role.

D efin itio n  4 .14 (Homeomorphism). Let X, Y  be two topological spaces. A function g : X  Y  
is called a homeomorphism if it is bijective, continuous and the inverse g ~l is continuous. The 
function g is said to be an open mapping in this case, i.e. it maps open sets of X  to open sets of 
Y . If such a g exists X  and Y  are called homeomorphic or topologically equivalent.

D efin itio n  4.15 (Equivalence of metrics). Let d\ and d2 be two metrics on the same set X.  We 
call them topologically equivalent if they induce the same topology on X ,  i.e. a subset U C X  is 
open with respect to d\ if, and only if, it is open with respect to d2.

R e m a rk  4.16. If there exist constants m , M  > 0  such that

M  d\ (x, y) d2 (x, y) ^  m  d\ (x, y) (4.7)

for all x, y 6 X  then d\ and d2 are topological equivalent. Hence, (4.7) gives a sufficient condition 
for the equivalence of the two metrics. The converse only holds in normed spaces.

In this setting we can state the following result.

P ro p o s itio n  4.17. Let (Rn , do, po) be a volum.e doubling metric measure space with a locally finite 
regular Borel measure po on the measurable space (Rn , 'B(Rn , do)) that satisfies po <£. \ ( nf  Assume  
that the density g = is locally bounded and bounded away from zero. Let d be another metric 
on R n which satisfies

M  do{x,y) ^  d(x,y)  < m d 0{x,y)  (4.8)

for some m , M >  0 and all x , y  € Rn , and Cd0 (m, r), Cd0 (M, R) : R + \  {0} —> R + \  {0} such that

d(x, 0) < R =$> do ( — , o) < 1 and do ( — t > o') < 1 => d(x,Q) < r . 
\ c do{M ,R )  1 \ c do(m, r) )

Then (Rn ,d,po) is a metric measure space that also satisfies the volume growth condition.

Proof. By assumption, (R n, d ) is a metric space which is topologically equivalent to (Rn ,do) due 
to d and do satisfying (4.8) for some m , M  > 0 and x , y  6 Rn . Further, there exist R  > 0 and a 
mapping R, k-> Cd0(M, R) such tha t

B d(0, /?.) =  {x  <E Rn : d(x, 0) < R.} C {x  <E Rn : M  d0{x, 0) < /?.}
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Note that for M  and R  fixed, we have

-cdo(M, R) ) -

=  <

1 i f 5 ^ R )

1 l f  rf° ( c j 0 ( M , K ) )  <  1

_ 0 lf d°{ c t0(ll,R))  ^

Since /xo <§C and A(n) is a cr-finite measure, /xo has a density g =  with respect to the
Lebesgue measure. As /xo is locally finite, we can compute

p o ( B d ( 0 , R ) )  =  /  XBd{0!R)(x) p 0(dx) =  /  Xfl«i(0i/I)(x )y ( i)  da:
./r" J r"

< L ^ B ^ ( ^ j k R ) ) s { x ) d x '

The density g is assumed to be locally bounded, therefore gR := max{^(a:) : x  e  B d° ( 0,1)} < oo 
for any R  > 0. Then

Ho(Bd(0, R))  <  / p ^ . M ( C4(M|B ) ) a ( ^

*  9RL XBd° ^ { c d/ M , R ) ) dX

By the change of variable £ := —

Ho(Bd(0,R))  <  ̂ o (o.i) { CdQ( M , R ) ] dx

= g R c X ( M , R ) X ^ ( B d«(0, l ) ) .

On the other hand, by assumption there exists r  with 0 < r  < R.  and a mapping r  i-> Cd0(m ,r) 
such that

B d ( 0 , r )  — {a: € Rn : d(x,0) < r} D {a: € Rn : m do(:r)0) < r }

d < x  e ! " : d 0(  * , , 0)  < 1  .\ c rfo(m ,r) ) J

Then, as before,

p 0 ( B d ( 0 , r ) )  = XB d {0 ) ( x ) g { x ) d x ^  X5 *0( o , i ) (— ^ -----r ) p(x) dxJ  R" 7r™ \ c d o { m , r ) J

and gr := min{^(a;) : x  € £?d° (0 ,1)} >  0 as g is assumed be bounded away from zero. It follows 
that

p 0 ( B d ( 0 , r ) )  ^  g r  [  XSdo(01)( — ^ — - ) dx
Jr» v ' V C d o t^ r) /

=  c5,(m ,r)  A (0, 1))

by a change of variable. Together, the above estimates give the volume growth

M B d ( 0 , R ) )  <  25 ( S s i W V ^ B ^ r ) )
9 r  \ C d 0 ( r )
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and (Rn ,d, p o )  is a volume doubling space, where the doubling constant depends on the metric 
do.  □

Although it is not applicable to the metrics i f2!2 we are considering, this result has an obvious 
implication in cases where d  : R n x R n —» R is induced by a norm on Rn .

C o ro lla ry  4.18. Let (Rn , | • \,po) be a volume doubling metric measure space which satisfies the 
assumptions on Proposition 4-17. Let d be any metric on Rn induced by a norm on Rn and assume 
the existence of mappings c t , c r  : R+ \  {0} —> R + \  {0} such that d(x, 0) < R  => |^ - |  < 1 and 
\ f- \ < 1 => d(x, 0) < r. Then (Rn ,d, po) is also a volume doubling metric measure space.

Proof. Let d be any metric on Rn which is induced by a norm. As on Rn all norms are equivalent 
we can find m, M  > 0 such that

M \ x  -  y\ ^  d (x , y) ^  m \x -  y\ 

for all x , y  € Rn . Then the result follows from Proposition 4.17. □

Our aim is to apply Proposition 4.17 to metrics arising from continuous negative definite functions 
if : Rn —► R. If we fix the standard Euclidean metric do =  I ■ | as reference metric and assume 
that po is such that (Rn , | • \,po) satisfies the volume growth property, the question arises which 
metrics d =  i f1/2 with a continuous negative definite if are actually topologically equivalent to do? 
An obvious result is the following.

P ro p o s itio n  4.19. Consider the metric space (Rn, | • |) and a radially symmetric continuous 
negative definite function if(£,) =  / ( |£ |2)- Then the balls R) of radius R  > 0 with respect to
if)1/ 2 a r e  h o m e o m o r p h i c  t o  t h e  u n i t  ball B ^ ( 0 ,1) w i t h  r e s p e c t  t o  the standard Euclidean metric.

Proof. Note tha t we can write

0, R) =  {x E Rn : |x |2 < f - ' i R 2)} =  j x  € Rn : < 1f - i (R2y/>

as every Bernstein function has a continuous inverse defined on R. Hence, the homeomorphism 
g : R + \  {0} R + \  {0} describing the deformation is given by g(R)  =  j ~ r ^ 2 y / 2 - □

Let us now consider a continuous negative definite function if : Rm x Rn2 —v R, n\ + n 2 =  n, 
of the form if{£,,p) = 'ifiif,) + '02( 7̂)- As before, we may ask under which conditions we obtain a 
metric (ifi(£) + ^ { p ) ) ^ 2 °n Rn which is topologically equivalent to  the standard Euclidean metric 
do =  I • I on Rn .

C o ro lla ry  4.20. Consider the metric space (Rn , | • |) and a continuous negative definite function 
if : Rni x R n2 —» R, n i + n 2 =  n, i f(£,p)  =  0 i (^) +  02 (̂ ?) • If  we can find functions c(ifi, p),c(i f2, p) ■ 
R+ \  {0} -> R+ \  {0} depending on the ifi, i =  1,2, such that for radii 0 <  r, R  <  00 we have

B ^ (0 ,R )  C € Rni x Rn2 :

B^(0,  r) D |(^,77) <E Rni x R712 :

£
c(i f i ,R)

+ P
c(if2,R)

< 1

z P
c(if i ,r) c{*f2,r)

< 1

and the mappings p ^  and p c^ 2<p) are homeomorphisms, then the balls with respect to
1f l^2{i ,p)  are topologically equivalent to the unit ball in the standard Euclidean metric.
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Corollary 4.20 is clearly valid for a continuous negative definite function ip(£,,rj) = t/q(£) +  "02(77) = 
/ i( l£ |2) +  /̂ 2( Î 712)» where f \  and f i  are complete Bernstein functions.

E x am p le  4 .21. Considering ipi^rj) =  |£|Q +  \r)\& with £ € Rn i, r) G Rnz, 0 < a,/?  ^  2, we know 
from Example A.2 tha t c(ipi,p) =  p2/“ and c{ip2 ,p) =  p2̂ ,  which fulfil the conditions of Corollary 
4.20. Hence, the metric balls with respect to ip1/2 on Rn are topologically equivalent to the unit 
ball with respect to | • | on Rn .

Assuming tha t (Rn ,do, po) is a doubling metric measure space we now turn to the question how a 
measure p has to be related to po in order to obtain a doubling space (Rn , do,p). As volume dou
bling is a property of the measure with which we equip the metric space, it is clear that changing 
the measure might result in a different behaviour in this respect. A rather obvious result in this 
setting is the following.

P ro p o s itio n  4 .22 . Let  (Rn , do, po) be a volume doubling metric measure space with a-finite mea
sure po on (Rn , 25(Rn , do)). Let p  be a locally finite regular Borel measure on Rn with p po. 
Assume that g =  is locally bounded and bounded away from zero. Then (Rn,doi/-0 satisfies the 
volume doubling property.

Proof. Since (Kn ,do)Po) satisfies the volume growth condition, there exists C  ^  1 such tha t for 
all 0 < r  ^  R  < oo

Po(Bdo(0, R)) ^  C p o ( B d°(0t r ) ) .

Let p  be a locally finite Borel measure on Rn with p  <  po. By assumption po is cr-finite, hence 
g =  exists. Moreover, we can find R  > 0 such th a t g is locally bounded in B do(0, /?), i.e. we 
find gn := max{p(x) : x  G B d°(0, R)} < oo. It follows that

p ( B do(0, R)) s$ gR f  X <i0(x) po(dx) = gR po(Bd°(Q, R ) ) .
J  r« R

Now, fix some r with 0 < r  ^  R. Then g is also locally bounded in B d°(0,r) C B d°(Q,R.) and 
bounded away from zero by assumption. Hence gr := inin{p(x) : x  € B d°(0, r)} > 0, and we get

p ( B do(0,r))  ^  gr f  XB,t0(x) po(dx) =  p 0(B d°(0, r ) ) .
J  Rn r

Therefore

0, R)) H gR fio(Bd°(0, R)) < gR C /io(B*>(0.r)) <  C ^  » ( B d°(0, r ) ) .
9r

giving the result with a doubling constant C ^  ^  1. □

E x am p le  4.23. Let ipi : Rn —» R be the negative definite functions Vd(0 =  \/l£ l2 + k2 — k, k > 0

and ip2(0 — |£|- Figure 4.3 shows the behaviour of ------  for the values k = 1,3,5. Both 1p\
and ip2  are radially symmetric functions to which Theorem 1.37 applies. For k =  1, the associated 
Levy measure is

i/i(dy) =  mi( \y\2)dy  = 2 " ^  Kn±i (|y|) d y ,
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V\*\2+k2- k forF igure 4.3: Graph of the ratio
k =  1,3,5.

F igure 4.4: Graph of the ratio of the corre
sponding densities for the
space dimensions n = 1, 3,10.

see, e.g., the calculations in Appendix B.2, and the corresponding Levy measure to \p2 is given by 

u2{dy) = m 2(\y\2)dy  = i \ y \ ~ n~l T ( “ y ” )  dV ■

Then

^ 2(|y |2) 2V r ( s ± ± )

see Figure 4.4.

Let M  > 0 be a fixed constant and define the set

: =  €

then for y € SIm  we obviously have

An±i ;; 2

2^ r ( = ± i )
> M )  c  Rn .

Kn±±{\y\) | y f 2

2—  r ( a ± i )

Let do : x Rn -> R be a metric that is topologically equivalent to the Euclidean metric | ■ |.
So we assume the existence of functions Cd0{R), Cd0{r) : M+ \  {0} —> K+ \  {0} such th a t for fixed 
r, R > 0

B d°{0,R.) C £ M(0,cdo(/?)) c  nM

and

n „ D B ,i»(01r)3Bl l(0 ,Qll(r)).

Setting )i(dy) := " ‘{jyjij dy this yields

/ i(B * (0,f l))  =  f  * > ( y )
J R" R

* I**

Kn±±(\y\)\y \ n 2 r

2V r ( ^ )  dy *  L x<°(v)dy

dy = el(B )A <")(B l 1(0,1))
CdJft)

30
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Figure 4.5. Sketch of the location of the balls used in the proof of Corollary 4.24.

On the other hand,

f  K n ± i  ( | y | )  r
p ( B  °(0, r)) =  /  XBa0(y) - ^  -_ / n+1. dy ^  M  / XBy ( y ) d y

*/Rn ^ 2  \ 2 / v Rn

^  M f  V ' C r ^ V * '  =  m c ^ m a W ( b " ( o , i ) ) ,
J R "  1 \ c d 0 \ r ) /

which gives the local doubling

cn fi?)
M (sd°(0. fi)) < d B ^ i o . r ) )

do  '  /

which holds for balls contained in Qm C Rn .

4.3 T he m etric m easure spaces (Rn, i p V 2 , \ W )  as hom ogeneous 
spaces

In § 1, Definition 1.12, we introduced the notion of a space of homogeneous type as a topological 
space X  equipped with a (quasi-)metric d such tha t the balls with respect to d form a basis of 
open neighbourhoods of x  G X  and tha t the homogeneity condition

there exists N  > 0 such tha t for all x  G X  and all r  > 0 the ball B d(x , r) contains ,
at most N  points x \ , . . . ,  with distance d(xi, X j )  > |  for i ^  j

is satisfied, see also the monograph [15].

The following corollary shows tha t the metric measure spaces (Rn , t/)1/2, A(n)) with continuous neg
ative definite functions ip are homogeneous in the sense of Coifman and Weiss. According to [15], 
the homogeneity condition is satisfied if the metric space is equipped with a regular Borel mea
sure satisfying the doubling property. This is satisfied in particular for the metric measure space
(Rn , ip1/2, A(n)) with a continuous negative definite function ip : Rn -► R. For the sake of com
pleteness we will provide the proof of the result in our setting. The general result for quasi-metric 
spaces is given in [15], p. 67.
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C o ro lla ry  4,24. The volume doubling metric measure spaces (Rn , -01/2, A ^ )  satisfy the condition 
(HC) and are therefore spaces of homogeneous type.

Proof. Consider the metric measure spaces (Rn , ip1/2, A ^ )  with volume growth condition

A(n)(B *(0 ,rt)) ^ c { r , R - n ) \ {n\ B ^ ( Q , r ) )

for balls of radii 0 < r < R  < oo with respect to i f1/2. Using this we are now in a position to 
verify the homogeneity condition (HC). For some TV 6 N let x i , . . . ,  xyv be the points in B ^ (x , r ) ,  
x  € Rn , r  > 0, such th a t i f l/2(xi — Xj ) > \  for i ^  j. Then the balls of radius j  around x i , . . . ,  xyv 
are disjoint, i.e.

iv
f )  £>*(**, J) =  0 .
k=1

To see this, assume we found a point y € B^{xk,  ^ ) D B ^ ( x j ,  | ) ,  then due to the triangle inequality 
we would get

-tp1/2{xi -  Xj) ^  ip'/2(xi - y )  + i f1/2(y -  Xj) ^  7-  +  ^  ^

in contradiction to the assumption i f1/2(xi — Xj) > Hence the balls are disjoint.

Let y G B^(xk ,  | )  for a k G { 1 , . . . ,  TV} and x  the centre point of the ball B ^(x ,  r). Then again by
the triangle inequality

■01/2(.x -  y) ^  i f 1/2{x -  xk)  + 4>1/2(xk ~ y )  < r + \  = ^J •

This implies the inclusion B ^ ( x ,  £) C B^(x ,  $f) for all k = 1 , . . .  , N  and hence

U  B * ( x k , i ) c B * ( x , % ) .
k—1

As the balls B ^( x ,  | )  are disjoint, and is finitely additive, it follows 

N N
A <">((J B * ( x t , $ ) )  A(n> (B * (x ,& )) . (4.9)

fc=l k—1

Since y G B^(xk ,  \  ) C B ^(x ,  ^p) for all k — 1 , . . . ,  N  it holds

ip1/2(xk -  y) ^  ipl/2(vk ~ x) + i f 1/2(x -  y) < ( r  + y )  = y  ,

and it follows th a t the ball B ^ ( x ,  ^p) is itself contained in B^{xk ,  ^p). All in all, for any k  G
{1 , . . .  , N }  we get the inclusions

B * { x k, \ ) c B * ( x , ^ ) c B * ( x k , ^ )

which lead to

? ) )  «  Aw ( B * ( n , ? ) )  <  c(r:») =))

due to the doubling property. Because of (4.9) we obtain

M ( B * ( z t , $)) s: A f e ) )  <  c ( r , n ) \ ^ ( B * ( x k , J ) )
Jfc=l

and therefore the number N  of points Xk, k =  1 , . . . ,  N,  is bounded by N  ^  c{r\n).  □
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E x a m p le  4.25. If we consider the metric measure space (Rn , | • |2a,A^n )̂ with a  < 1. Then 
x  — y) := \x — y\a gives a metric. We have shown in Appendix A, Example A .l, that for radii

R\  and R 2  with 0 < R\  < R 2  < 0 0  the doubling property

A(n)(B*(0,fl2)) = (jf'j '
holds. Setting R 2  =  ^  and R\  =  ^ we obtain the volume doubling constant ( 7̂ ) ”^“ = 9n/Q. By
the argument in the proof of Corollary 4.24, N  ^  9n//Q.

4.4 R em arks to  the H ajlasz-Sobolev space over (En, A^)

In §2.3.4 we introduced the Sobolev space A/1,p due to Hajlasz based on a Lipschitz-type charac
terisation, which was constructed to meet the constraints of a metric measure space a priori not 
being equipped with a differential structure. We can adapt this construction to (Rn , -01/2, Â n )̂ and 
define a Sobolev space 011 this metric measure space analogously to the set-up in §2.3.4.

D efin itio n  4.26. We define the Hajlasz-Sobolev space M 1'p(Rn ,ip1/2, X ^ )  of all p-integrable 
functions u G Lp(Rn) such that there exists g G Lp(RTl) that satisfies the inequality

|u(x)  -  u(y)| ^  il>1/a(x -  y) (g{x) +  g(y)) (4.10)

for all x, y G Rn \  N,  where N  is a Lebesgue null set.

Theorem 2.20 can be transferred to the case d (x ,y ) =  “0 1/2(x  — y) giving that M 1,p(Rn) := 
M 1,p(Rn , -01/2, Â n )̂ is a Banach space for 1 ^  p < 00.

C o ro lla ry  4 .27 . The space (M 1,p, || • Hm1-?) a Banach space for  1 ^  p < 00, where

\\u\\Mi,P := \\u\\lp + inf \\g\\LP 
9

and the infimum is taken over the set of functions g G Lp(Rn) with g ^  0 satisfying (4.10).

Proof. We adapt the proof given in [37] to the case d(x,y)  =  xp1̂ 2(x — y). Let (un)n£N be a 
Cauchy sequence in A /1,p(Rn). Since un are in Lp(Rn) by definition of M 1,p(Rn) and Lp(Rn) is a 
complete normed linear space, it follows that un —¥ u in Lp for some u € Lp(Rn). Let (unk)ken be 
a subsequence of (un )ne^ such tha t

||wnic+1 — unJ|jv/i,P < 2~k and unk—> u a.e. as k —> 00 .

By definition of M 1,p(Rn) there exists a function gn G Lp(Rn) such that

l(unfc+1 -  Unk)(x)  -  (unk+i -  unk)(y) | ^  ip'1*{x  -  y) (gk {x) +  gk(y)

and Hfl'fcllLP <  2-fc. Note tha t

OO OO OO

||£m|L!S£ w|i-’,<£ 2“'‘ = 2-k=0 k=0 k—0
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It follows tha t for all j  > k
/ OO OO \

\ ( un] -  u n k ) { x )  -  { u nj  -  u n , ) { y ) \  ^  *P1/2{x  -  y ) {  ^  g i { x )  +  9 i { y ) )
i —k i —k

j —too I  a.e.

/ oo OO v
\ { u - u n k ) ( x )  -  ( u - u n k ) ( y ) \  ^  0 1/2( x  -  y )( £  g ^ x )  +  £  9 i ( v ) ) -

\ , —k i — U /i =k  i =k

Further, we have
OO

^ I l S i l l i f  < 2 2 “ " =  21_n.
i = n

Therefore, u G M 1,p(Mn) and un —> u in M 1,p. □

Assume that (Wl )ip^‘2, X ^ )  is a metric measure space satisfying the volume growth condition. Let
B f  := B ^ ( x , r )  be the ball of radius r > 0 centred at x  G Rn with respect to the metric i /^ 2-
Define the average value of a function u on B f  by

:= -f u d \ ^  =  - 7—, - -----— f u(y )dy .
3' Jb ? \ M { B * ( x , r ) )  J B?{x) Kyj

Then we can adapt Theorem 7 (ii) in [39] to our case. Note th a t we do not need the volume 
doubling property for this result.

C o ro lla ry  4.28. Let  (Mn , 0 1/2, A ^ )  andr  > 0. Assume that for u G M 1,p( B f ) ,  B f  := B ^ ( x , r )  C 
Rn, there exists a constant C(n) > 0 such that

|u(x) -  u (y)| ^  C(n) ip'/2(x -  y) (g(x) + g{y)) a.e. (4.11)

for any two points x , y  G B f . Then

-f \u -  u B^ \ d X ^  ^  C ( n ) r -f g d X ^  .
J b? r Jb?

Proof. We first integrate inequality (4.11) with respect to y and obtain

f  <4-n ) f  1/\ u { x ) - u B*\ =  f  \u{x) -  u{y)\dy  ^  C(n) f  ip /2(x -  y) (g(x) + g(y)) dy
Jb ? Jb ?

^  C ( n ) r f  (g{x) + g{y)) dy =  C ( n ) r ( g ( x )  + gB+),
J b?

and then we integrate with respect to x , which yields

/ \u(x) — u B^ \ d x  ^  C ( n ) r  ( / g(x) dx + /  gBv d x ) ^  2 C{n) r / g (x )dx
J  B? r '  J B? J  B? r ' J  B?

and therefore -f \u -  u R*\ d X ^  ^  C{n) r -f gdX^nK 
Jb? r Jb?

□

Since g G LP(B),  we can apply the Holder inequality and obtain the following result for a metric 
measure space equipped with a doubling measure. For this result see [23, 38].
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C o ro lla ry  4.29. Let (Rn ,i/>1/2, Â n )̂ be a doubling metric measure space, u € M 1,p(Rn , ip1/2, X^nl). 
Let 0 < r < R be such that X ^  (B ^  (x,r))  ^  A:(r, /?.;n) A n̂\ B ^ { x ,  R )). Then there exists a constant 
C { r , R \ n ) > 0 and a nonnegative function g € Lp(Rn), 1 < p < oo, satisfying inequality (4.11) 
a.e. such that the following (1, p)-Poincare-type inequality holds:

-f In — u Rn, I d A ^  ^  C(r, R\ n) r ( -f gp dX^^)
J b f  r v b *  j

Vp

Proof. From Corollary 4.28 and by the Holder inequality for ^ ^ = 1, we get

-[ \u — UBr \ d X ^  ^  C(n)r-f g d X ^  ^  C{n)rk{r,R\n)-l g d X ^
J  B f  J b f  J b f

=  C ( r , R ' , n ) r  t  (n)

J b - J

-  C(r' R ' n> ' (  I  V  i \ (nif / '
J  Bf,  J  Bf,A W{B%)

)

C(r , R\ n) r

XJ b )

Vp
gp dXKTl! ]

Vp

C ( r , R i n ) r \ W ( B % ) lt*( [  gp dX^n 
W s*

C ( r , R \ n ) r  (^j-^gp dX{n)Y  .

□

Next, we show that under certain assumptions the Poincare inequality implies that u and g satisfy 
an equality similar to (4.11). This result is adapted from [38], Theorem 3.2, to our case.

P ro p o s it io n  4.30. Let (W1, ^ 2, X ^ )  satisfy the volume growth property. Assume u € •klocO^") 
and g ^  0 measurable such that there exist r, R. > 0 and a constant C(r, R ; n) > 0 such that

■f \ u - u B f \ d X ^ ^ C ( r , R ; n ) r  gp dA<n))
Vp

for p > 0. Then

|u(x) -  u{y)| s$ C{r,R\n)i}) l/2{x -  y) [(M 2pgp(x))1/p +  (M 2pgp{y))1/p] 

for almost every x , y  € Rn , where

{Mpf ) ( x )  = sup -f \ f{y)\dy
0 < r < R < p J  B r

is the Hardy-Littlewood maximal function restricted to the ball B^{x ,p)  C Rn. 

Proof. We consider the balls B ^ ( x , r j )  C Rn with

tjj^2(x — y)
r ? := ------—: > 0 as j  —>• oo .3 23

i
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Note that r ; _i > rj for j  ^  0 and ro = ^ ^ 2{ x  -  y) .  Let x,  y  be Lebesgue points, i.e.

u ( x )  = lim + u ( s ) d s ,  u ( y )  =  lim f  u ( s ) d s ,
3- * ° °  J b t  (x) i - > ° °  J b t  (v )

where
- I  u ( s )  d s  =  ------------- ;--------- [  u ( s )  d s  .
J b ? ( x ) X ^ H B t i x ) )  J b *( x )i{x) \ ( n)(B;’{x)) J b *(X)

Let p  > 0 and Rj  be such tha t 0 < rj < Rj < p.  For a measurable function h define the 
Hardy-Littlewood maximal function

(.Mph ){x )=  sup f  \h(y)\dy
o< R j < p J b + (x)

restricted to a ball B ^(x ,p)  C Mn . Then we obtain

OO OO p

Iu { x )  -  u B +o I ^  \UB t  , "  UB*  I <  S  /  v, lU (S) "  U B t  I d s
3=1 J 1 J j = 3

by the volume growth condition and further

Vp

u { x ) - u B * J  ^  Y ^ C ( rj , rj - i ' ,n )  r ; _i g p { z ) d z j

< r J~M  SUP T  9P{ z ) d z \
~  \ 0 < r , < p J b * J

=  ^ C ,( r j , r 7-_1; n ) r J-_1 (M pgp(x))' /p
3-1

by the definition of the restricted Hardy-Littlewood maximal function. Set 

C { p \ n )  : =  sup{(7(rj, r j_ i ;n )  : r7- < r j -1 < /?} ,

then
OO

N z )  -  ^Bt0{x)\ ^  <?(p;n ) (Mpgp{x)y/p = C{p■,n)'^|J1/2{ x - y ) { M pgp{x))1/J,
j=o

Analogously, we get

\u (y) ~ u B?0(y)\ ^  C { p \ n ) ^ /2{ x - y ) { M pgp{y))yv .

Moreover we have
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by the triangle inequality and the volume doubling property. By application of Corollary 4.29 and 
the Hardy-Littlewood maximal function we get with constant C  := 4c(ro) and tq = ip^2(x — y)

I« b * w - “ b*(,)I <  2c(ro)L ,
2 r 0  \ X )

^  C  ip1/2(x - y ) (  - f  9 p{s) ds )
\AV*> )

Vp

^  C ip 1/2( x -  y) (M2pgp(x) )1/p,

where M p is defined as above. Combining the inequalities above we get

\ u { x ) - u ( y ) \  ^  \u{x) -  u B^ [x)\ + \uB^ {x)- u B^ {y}\ + \u{y) -  u B^ {y)\

^  C(p;n) 4>1/2(x -  y) (M pgp(x) )1/p + C'ipl/2{x -  y) (M 2pgp(x))1/p 

+ C ( p \n ) ij)'/2{x -  y) (M pgp(y))1/v 

^  C{p\n) ^ /2{x -  y) ( (M2pgp(x) )1/p + (M2pgp {y))l/p) .
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A Some doubling constant com putations

In this appendix we will provide some examples of metric measure spaces (Mn , A ^ )  for
continuous negative definite functions £ V*(£) and the computation of the doubling constants
of the Lebesgue measure in those spaces. In particular, we will study the spaces (Rn , ( /  o
^ ) ]/2,A(n)), where /  are (complete) Bernstein functions. We consider the continuous negative
definite functions £ 1-4 |£|2 for £ G Rn and also M™ x MTl2 3 (£,77) 1-4 |£ |a + \r]\  ̂for 0 < a, ft < 2
and the following list of complete Bernstein functions /  : R+ —>■ R.

Then also s i-4 g(s) := / Q(s), s 1-4 h(s) := f ( s a ) and s (->• k(s) := / 1//a(sa ) for 0 < |a| < 1 
are complete Bernstein functions and further, (£,77) 1-4 (g o tA)(£,77), (£,77) *-4 (h o V )̂(£,v) and 
(£it/) ^  (^°'0)(C>T/) are again continuous negative definite. Balls of a radius p with respect to a 
metric around 0 are denoted by B^(0,p) or B^(0) for short.

E x am p le  A .I . Let us first consider the Bernstein function f ( s )  =  sa for 0 <  a  < 1, and the 
continuous negative definite function t/>(£) := /( |£ |2) = |£|2q with which we define the distance

V>1/2(£ -  77) = |£ -  r]\a for 0 < a < 1.

Then for some positive radius R > 0 we define the balls with respect to ijj around the origin,

/ (« )  =  s7 » 0 < 7  < 1 7  > 5 >  0
f{ s )  = log(l +  s ) , 
f ( s )  = 1 -  e~y s , 
f ( s )  = l o g ( ^ )  ,

f ( s )  =  V s  +  m 2 — m ,
7  > 0 

7  > 0
J  \  J  -y 7 + s  ’

f { s ) = y / s{ l  -  e~4^ )f { s ) = ^  log(l +  Vs)

This leads to

by the change of variable £ := therefore dy = R n/ Q d£. Analogously, for a radius 0 < r  < R
and the ball B ^ ( 0, r) we get

[  < „*(() F n / a d( = 1))

A<">(B*(0,r)) = [  Xb. ( 4 = U  =,/JJn 1 \V • /

Therefore, we get the volume doubling

97
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in the metric measure space (Rn , ip, X ^ ) .

E x a m p le  A .2. Let Rn =  Rni x R n2 and tp '• —>• R be the continuous negative definite function
= l£|a + \v\P for 0 < a , (3 < 2. We consider balls of radius R  > 0 centred at the origin with 

respect to the metric ip1/ 2, i.e.

B^{Q,R)  = { ( x , y ) e R ni x f 2 : ( |x |a +  \ y f ) 1/2 < R}

for which we get

AW (B*(0 ,R) )  =

= R 2n' / « R 2n*/P f  f  XB+(S,p)dpd£ =  R 2^ ^ ) A(n) (£ ^ ( 0 ,1)),
J R”i J Rn2 1

where we have used the change of variable £ := -grp;, p := -^rw> therefore dx  = R 2ni/ a d£ and 
dy =  R 2ri2̂  dp. Analogously, for balls B ^(0 , r )  with radius 0 < r < R  around the origin,

A(n)(5 * (0 ,r))  =  r 2(^ L+I^ )A (n)( 5 v'( 0 ,1)).

Hence, we obtain the volume doubling

A<n)(fl^(0, J?)) =  + ̂ \ {n)(B^(0 , r) )

in the metric measure space (Rn , i/;1/ 2, A(n)).

E x a m p le  A .3. Let /  be the Bernstein function f ( s )  =  s7 for 0 < 7 <  1 and the continuous 
negative definite function ip : Rni x Rn2 -> R be given by ip(£,p) = |f |°  +  \p\& for 0 < a, ft < 2, 
Rn =  Rni x Rn2. Then we define the metric

( / ° 0 )Va«.»?) =  ( i f r + M 7 ,/a.

Consider balls of radius R  > 0, centred at the origin, with respect to ( /  o ip)1/2, i.e.

B fo^( 0 , R )  = {{x,y) € Rni x Rn2 : (\x\a +  \ y f y  <  R 2}

=  {(rr.ji) e  Rn‘ x r -  : l ^ - f  +  < 1} =  B * ( 0 , R ^ ) .

Using the change of variable £ :=  and p := -R^ p - we get

* » > (* /* « > .* ) )  =

=  R R l £  f  f  XB*(£,p)dp d$
J]Rni J Rn2 1

=  r H tj£ + 7 )  A(n)(B ^ (0 ,1)).

Analogously, for ball with radius 0 < r  < R  we obtain

A(n) ( S /o^ (0j r)) =  r ^ ( ^  + ̂ )  A(n)(B ^ (0 ,l) ) ,
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which implies the volume doubling

A(T°(J3/o (̂0,i?.)) = + ̂  X{n)( Bfo^(0, r) ) .

E x am p le  A .4. Let /  be the Bernstein function f ( s )  = log(l +  s) and ip : Rn —» R the continuous
negative definite function ip{£) =  |£|2 with which we define the metric

( /  ° ip)1/2(v) =  (log(l +  |^|2) )1/2-

Note that for balls of positive radius R,

B f0^{0, R)  = {x  e  Rn : log(l + \x\2) < R 2}

=  { x « Rn:  i (e^  _  D . / . r  < ! }  =  b * ( ° ’ ^  ^

Setting £ := (p?r ^ yi75 we get

A(n)(S /o^(0 /?)) =  I
,R2 _  1)1/2 da:

-  (e R2 -  I p 2 [  XB*{Z)d£ = (eR2 -  l ) n/aA(n)(£ * (0 ,l) )  
J R" 1

and similarly, for any ball with radius 0 < r < R. we obtain

A(n)(B /° ^ (0 )r )) =  (e7"2 -  l ) 7‘/2A(n)( ^ ( 0 , l ) ) ,

which implies

A(n)( 5 /O*(0, /?.)) =
-  1 

er2 -  1

” / 2

E x am p le  A .5. Let /  be the Bernstein function f ( s ) =  log(l 4- s) and ip : Rni x Rna —> R 
be the continuous negative definite function (£ ,77) •-> ip(£,ri) =  |£ |a +  |?7|^, 0 < a , (3 < 2 on 
Rn =  Rni x R712, with which we define the metric

( /  0 ^ ) Va( f , *?) =  ( log(l  +  |£|a +  |r7|^ ))1/2.

We consider balls of radius R  > 0 with respect to ( /  o ,i.e.

B ^ { 0 , R )  = { (x,y)  <ERni x R n2 :\og(l  + \x\a + \ y \ 13) < R 2}

= |  (x, y ) g Rni x Rn2

=  5 ^ (0 , (eR2 -  l ) 1̂ 2).

(eR2 _  Yy/o + < 1

Then using the change of variable f  := êHi * xy /a, and rj := we obtain

\ (n)(Bfo^(Q,R)) = f  f  XB*
JRnl JRn2 1

dy dx(eR2 -  I ) ' / - '  (enI -  l) '/»

=  ( e ft2 -  l ) ^ ( e ft3 -  1)̂ 0 f  [  XBt (i,rith,dS
J  Rn l ./Rn2

=  (e -̂2 -  + A(n)(B v,(0 ,1)).
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Analogously, for any ball of radius 0 < r < R  we get

A(")(£/®^(0 | r)) = (er2 -  + ̂  A<n> (5 ^ (0 ,1)),

and therefore the volume doubling to be

■e*2 - l
er -  1

X
Oc

+ y
(eR2 — 1 ) “ ^ (eR2 — 1 ) ^

< 1

E x a m p le  A .6 . Let h be the Bernstein function h(s) := / ( s 7) =  log(l +  s7), 0 < 7 < 1 and 
ip : Rni x Rn2 -> R be the continuous negative definite function given by ip(£,r}) = |£|Q + l ^ ,  
0 <  a , (} < 2, Rni x R na =  Rn , with which we define the metric

( h  o =  (log(l + (|?|» +  w o n ) ,/a •

Consider the ball of radius R  > 0 around the origin

B h0^{0, R) = {(x, y) G Rni x Rn2 : log(l +  (|£ |tt + \q\*)7) < R 2}

=  j(x,7/) € Rni x Rna

=  5 ^ (0 , (eR2 -  1):1/27).

Using the change of variable £ := and 77 := -̂ 2j ^yr;^- we obtain

A(„)(iJW(0i/j)) = f  r  » , (  .5 .
J r"! jr ti2 \ ( e — I ) " 7 (e — 1)^t

=  (e«a -  l ) - ( e" a -  1) ^  [  [  i ) d V d t
J  R U1 * /R n 2 1

= (efl2 -  1) ^  + ̂  A ^ ( 5 ^ ( 0 , l ) ) .

Analogously, for B ^ ( 0, r) w ith f? >  r  >  0 we get

A(n>(£w (0l r)) =  (er2 -  1 ) ^  + ̂  A(n)(B ^ (0 ,1)),

which gives the doubling constant

> 2 -  1

dy dx

A ( n ) ( £ W ( 0? R ) )  =

er -  1
aH ( b W ( 0j r )).

E x a m p le  A .7. Let k(s) :=  / 1//7(s7) with /  as in Example A.5, 0 <  |7 | <  1, be the Bernstein 
function k(s)  =  (log(l +  s7))1//7 and ip : Rni x R ”2 —> R be the continuous negative definite function 
given by ^ (£ ,77) =  |£ |a +  0 < a, P < 2, RUl x R U2 = Rn . W ith respect to the metric

(fc o v ) ,/2(e,v) =  ((i°g(i +  (i?i“ +  M /’n ) ‘A) ‘/a

we consider the ball of radius R  > 0 centred at the origin

B ko*(0, R) = {(x, y) G Rni x Rn2 : (log(l +  (|e |Q +  \n\*V)Yh < R 2}

P 'i
= | ( x ,y )  G Rni x Rna :

=  B ^ ( 0 , ( e R^  -  1)1/27).

(e/?27 _  1 y h +
(eR2y -  1 )V^

< 1
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We use the change of variable £ := ai'd rj ■= (e„ ^  j ^ i / ^  we get

= {eR2y -  1)^ (eR2y -  1)^ f  f  XB*{£,rj)dr)dZ,
JRni J RTl2 1

= ( e ^  -  1) ^  + ̂  A(n)(B^(0,l)).

Analogously, for a ball with radius 0 < r < R  we get

A(n)(B W ( 0 r )) =  (er2" _  ! ) £  + £  A(n)(B ^ (0 ,1 )) .

This implies
/  ^2-, _  \ +

A<")(B*“* ( 0 , f i ) ) =  I e- - _  ■ J V">(B*°*(0,r)).

E x a m p le  A .8 . Let /  be the Bernstein function f ( s )  =  1 — e -7S, 7 > 0, and ip : Rn -» M be the 
continuous negative definite function i/>(£) =  |£ |2, £ € Mn . W ith the help of f  o ip we define the 
metric

</°V’)I/2(e) = ( T>0 ,
and consider the balls B^°^ (0, R.) of radius R. with respect to this metric such tha t 0 < R  < 1, i.e.

Dfo^{0, R) = {x  € r  : 1 -  e- 71̂ 2 < R 2}

=  { x € R n : U  iog(i - f t ^ ) v » f  <:} = BV'(

Then we get

A « ( B ' - ( 0 . * ) )  =  j T XB.  ( ( ,  l o g ( 1 % 2 ) ) V a )  ^  -  d

=  (A l o g ( l - f l 2))"/JA<">(B*(0,l)), 

and analogously for radii r  with 0 < r < R  < 1

\ W ( B f ^ ( 0 , r ) )  =  ( I  log(l - r 2))"/2A(n) ( ^ ( 0, l ) ) .

This implies the volume doubling

\ W ( B W ( 0 , R ) ) =  ( ]° g ^ ~ R2J )  '  A<n>(fl^(0,r))
\  log(l -  H)  J

in the metric measure space (Rn , ( /  o ip)1/2, A ^ )  provided th a t the radii of the balls are such tha t 
0 < r  <  R  < 1.

E x a m p le  A .9. Let /  be the Bernstein function f ( s )  =  1 — e~7,s for 7 > 0 and ip : R ni x 
be the continuous negative definite function ip((;,r}) = |£|Q' +  |r;|^, 0 < a, ft < 2. We define the 
metric

( /  0 t/01/2(£>77) =  ( l  ~ e -7(|Sl“+lT'l'3))
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and consider the balls of radius R  satisfying 0 < R  < 1,

0, R) = {(x, y) G Mni x T : !  -  e-^(l^r+ |y  |^) < ^2 j.

=  { (x, y) € E ni x E n2 : +
(± log(l -  R 2) ) ^  ( i  log(l -  r 2) ) ^

< 1

dy dx

=  B * ( 0 , ( i l o g ( l - f l 2 ) ) ‘/») .

Then we get by a change of variable

=  log(l -  Z?2) ) ^ ( ^  log(l -  Z?2) ) -̂  [  [  XB<,{£,r))drid£
J  R " 1  Z R n 2 1

= ( i l o g ( l - f i 2) ) ^ +^ , \ « ( B ’'’(0,l)),

and similarly for a radius r  with 0 < r < 1,

A (")(fl/o^(0 ,r)) =  ( i  log(l - r 2))^ L + Î  A<n> (£ ^ (0 ,1)).

Therefore, we obtain the doubling constant

A (n )(B H (0 )i? ) ) = ( M L ^ l V  * A ^ ( B ^ ( 0 , r ) )
\  log(l -  rz ) J

for radii 0 < r  <  R  < 1.

E x a m p le  A .10. Consider the Bernstein function h(s ) defined by h(s) := f ( s 6) =  1 — e~ys* for 
7 > 0 and 0 < <5 < 1. Further , let -0 : E Ul x E n'2 -» E  be the continuous negative definite function 

=  |£ |a +  \v\0 0 < a ,/?  < 2. We define the metric

and study the balls B ho^(0, R.) of radius R , where 0 < R  < 1, centred at the origin,

B hoip(0,R)  =  {(x,y) G E ni x E n2 : l - e - 7(|x|n+l3/|/3)a <  Z?2}

y(x, y) G E ni x E n2 :
(h M l  -  R 2))l/n

+
log( 1 -  R 2))1/?6

< 1

=  ^ ( 0 , ( 1  lo g ( l-Z ? 2))Vw).

Then we obtain for the Lebesgue measure of these balls tha t

A < » > ( B ' » * ( 0 , K ) )  =  f  f  X g J - j
JR"i Jmn2 1 \ { -

dy dx
7 l o g f l - ^ ^ V - ’ t i l o g f l - R 2))1̂

= ( i  l°g(l -  -R2) ) ^ ( i  log(l -  R 2))~& [  [  XBf(i ,n)drid£,
J R " l  J R " 2  1

=  ( i  iog ( i - z ? 2) ) ^ + i*  a <">(b * ( o, i ) ) .
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Analogously, we get for a ball of radius 0 < r  < 1 th a t

A(n)( £ w (0, r)) =  log(l -  r 2) ) ^  + ̂  A 1)). 

Therefore, we obtain the doubling constant

= f 1- ^ — * > V '  ^  A(n)( S w (0 ,r)) 
\  log( 1 -  r £) J

for radii th a t satisfy 0 < r < R. < 1.

E x am p le  A .11. We consider the Bernstein function k(s) := / ^ ( s 5) =  (1 -  e~ls  )1'/i for 7 > 0 
and 0 < |<5| < 1 and let 0  : Rni x Rn2 —> R be the continuous negative definite function given by 
'’/'(Ci7?) =: |C|Q +  M^i 0 < a , /? < 2, with which we define the metric

(k o 0 )1/2(£, 77) =  ^1 — e +l77l<s) j
!/2 s

Then we consider the ball £ feô (0, R) of radius R  with 0 < R  < 1 with respect to this metric 
centred at the origin, i.e.

B ko%p{ 0,R)  = { ( i , ! / ) e r i xlRn2 : ( l - e - 7{|3:|n+l!/|fl)7 /" < i ? 2}

(2 , y) 6 Rni x R71'2 :
(A log(l -  R 26) y / aS 

=  B * ( 0 , a  \og(l + R 2i))'f“ ) .

+
( i  log( 1 -  R 2&)y/»*

< 1

Then we obtain

— \ dy dx
log(l -  ■ ( I  i0g ( i _ ^ ) ) i f e

=  log(l -  R 2S) ) ^ ( ±  log(l -  R 2S))% f  [
j R“i yR’>2 1

=  (A log(l -  /?2<s) ) ^  + ̂  X ^ ( B ^ { 0, 1)).

Analogously, we get for a ball of radius r with 0 < r  <  R < 1

A ( n ) ( j g W ( 0 > r ) )  =  ( I  l o g ( !  _  r 2 . 5 ) ) ^  +  9 f  A (n )(£ ji />(0 , >

which implies the volume doubling

\ ( n) (B ko^(0,R.)) =  ^  A(n)( S feô (0 ,r ) )
\  log(l -  r 2<5) y 

provided the radii of the balls are such that 0 < r < R  < 1.

E x am p le  A .12. Let /  be the Bernstein function f ( s )  = log for 7 > 0 and the continuous 
negative definite function 0  : Rn —> R be defined by 0(£) =  |£|2. Then we define the metric

( /  ° 0 ) 1/2(C) =  (log  7 . 7 > 0 ,
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and consider the balls B^°^ (0, R ) of radius R > 0 with respect to this metric, i.e.

B foxp(0,R)  =  j z  G Rn : log

Setting £ := y e 1*2 — 7 we get

A(n)(£?^°^(0, R)) = [  XB 
J  R" 1

log
7

—  <

X
(yeR2 —7 )1/2

X >

< i |  = - r r ‘ )

' ) d x = ( ' , e *  - I ) " / * 0. 1)) ,
'R" 1 \ h e R2 -  7) ’A

and similarly for radii 0 < r < R

A(n)( 5 H (0 ,r)) = (7erZ -  7)"/2 A(n)(B ^ (0 ,1)), 

which implies the doubling constant

A<»)(B/»*(0, fl)) = 0, r))

for any positive radii 0 < r < R.

E x a m p le  A .13. Considering the Bernstein function f ( s )  =  lo g 1^ ,  7 > 0, and (£,77) >->• ip(£,r)) 
l£|a +  |?7|^, where 0 < a , (3 < 2 and 0  : Kni * ®ln2 —► R, n i +  7i2 =  n, we define the metric

l« r  +  M 's +  7 '  ,/s
( /  ° V’) ‘/2(€. >7) =  flog

Then the balls B ^° ^ (0, i?) of radius R  > 0 with respect to this metric are given by

, M q +  M /3+ 7B fo%p(0, R) = {(x, y) € Mni x Rn2 : 

=  | ( z , y )  € Mni x IRn2 :

< R 2}

X a
y+(7 eR2 — 7 ) '/“ (7 eR2 — y ) l/p

< 1

=  B^(0 ,  (yeR2 — 7 )1/2) .

and we obtain by setting £ :=  and 77 := ,

A<">(B'°*(0,fl)) = ( (7eR»_7)V~'(7e«»W_ 7)V» 1 d y d x

R2 - y ) ~ ^ { y e R2 -y )~ v  f  f  XB*(Z,ri)dridt
J Rnl 7 r ii2 1

=  ( 7 e

=  (7 eR2 - 7) ^  + Î  A(n)(B ^(0 ,l)) . 

Analogously, for a ball £?^°^(0,r )  with radius 0 < r < R  we get

A(n)(B /o ^ (o ,r )) =  (7 er2 _ 7 ) ^ + ^  A<n)(S ^ (0 ,l) )  

from which we conclude th a t the volume doubling

A(n)(£ /o*(0,/2)) =

holds for any positive radii 0 < r  < R.

er2 -  1
X^n\ B fox(,{0,r))
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E x a m p le  A .14. Consider the Bernstein function h(s) := f ( s 6) = log 5 for 7 > 0 and 0 < S < 1 
and the continuous negative definite function ip : Rni x Rn2 —
|£|a + 0 < a, ft < 2. Then define the metric

(h o  V 0 l / a (« ,  v) =  ( l o g  ( k l °  +  ^  } +  7

and the balls of radius R > 0 with respect to this metric,

£  w  (0, R) = |  (x, y) G R n  1 x Rn2 : log ^ 1 °  +  1 ^ )*  + ^  < r 2 J

which is given by ip(£,r]) = 

h

( 7  eR2 — 7 ) 1/ q“5
+

dy dx

= |  {x, y) G Rni x

= B*(0,(7eKJ- 7 ) ,/!‘).

With a change of variable we obtain

A<»>(B W ( 0,R )) -

=  { i e R2 -  7 )S i(7 e* 2 -  7 ) ^  f  [  X B* (£, 77) dr) d£
JR"l 7 r t>2 1

=  (7 e ft2 — 7 ) ^  + ̂  A(n^(B^(0, 1) ) .

Analogously, we get for balls B h‘°^(Q,r) with radius 0 < r  < R

\ ( n ) ( B h . o V,(0  r ) )  =  ( 7 e r-2 +  X ^ i B ^ i O A ) )

and therefore the doubling constant

7$ + T&

< 1

er -  1

which holds for balls of any positive radii with 0 < r < R.

A(n)(£ W ,(0,r ) )

f  j \
E x am p le  A .15. Consider the Bernstein function k(s) := f ^ s(ss ) = flog s ^  J for 7 > 0) 
0 < |<5| < 1 and let ip : Rni x Rna —>• R be the continuous negative definite function defined by 
V’(C) V) — |£|a +  for 0 < a, ft < 2. Then we define the metric by

(*ovo,/j(e>7) = f i ogl ^!— ;

and consider the balls Bk°^{0, R) of radius R >  0 given by

(|{|“ + M / j ) 4 + 7 ' v'Bk°*{0, R) = {(.1 , y) 6  R"' x Rns : (log ) < * }

= | ( x , y ) € R n i x 

=  B ^ (  0 , ( 7 eft“  — 7 )1/2,5)

( 7  eR2 — 7 ) 1/ 0
+

( 7  eR2A — ry)l/0S <  1
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Then, by a change of variable,

A(n)(S W ( 0)/?)) = [  [  XBJ -
J R n i  J R n 2 1 \  I

dydx
(7 eR2S — 7 ) l/ u,s ’ (7 eR26 — 7 ) '/p*

= (ire*2* ~  l ) ^ { i e RiS -  7 ) ^  [  [  XBf(S,v)drid£
J R rl 1 J R n 2

= (7 ew“  - 7 ) ^  + ̂  A(n)(£^(0 ,l)).

Analogously, for balls Bkô (0,r) with radius 0 < r < R around the origin we obtain 

A(n)(5 W ( 0 ,r)) = ( 7 er2i - 7 ) ^  + ?* A(n)(B^(0,1)), 

which leads to the doubling constant

' r25 _  , \  &  +
A(»)(Bfcô (0 ,i2)) = ( ^ 3 3  7- ) A(n)(5 fcô (0,r))r-ZO 1er -  1

th a t holds for any R  > r >  0.

E x a m p le  A .16. Let /  be the Bernstein function f ( s )  = yfs log(l +  s/s) and ip : 
continuous negative definite function ip(£) =  |£ |2 which gives the metric

Note tha t for s > 0

be the

f ( s )  =  s/s log(l + \/s) > log ( l  +  0  =; /ioW(3), 

where s ■-» f \ov,{s) is again a Bernstein function, and thus (/iow 0 gives a metric. Then

1 2 . \  V2
(/low o tp)1/2(x) = ^log ( l  +  < R

implies

(2eR2 -  2)1/2

Thus, we consider open balls of radius R  > 0, i.e.

< 1 .

B fo^{0, R)  =  {x  e  Mn : |x| log(l +  |x|) < R 2}

C {x € Mn : log ( l  +  < i?2} =  B flow0̂ {0, R)

I:
= < x  e (2eR2 -  2)1/2

< l |  =  B * ( 0, (2eR2 -  2)1/2)

Setting £ :=  (2e«s we get

xin)( B forp{0,R)) = J ^ X B;o*(x)dx ^  JRnXB f ^ 2 e R2 -  2)1/2 dx

=  (2eR 2 - 2 ) n/2 [  XB+{£)d£ =  (2e*2 - 2 ) ft/ a A(n)(B ^ (0 ,l) ) . 
/r«  1
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On the other hand note th a t for 0 < s < 1

f ( s )  = \ /s  log(l +  y/s) < log(l +  s) = / Up (s ) ,

where s t—y / up(s) is again a Bernstein function and thus ( / up o ip)1/2 gives another metric. Now 
choose r  such that 0 < r < R  and ( /  o ip)l/2(x) < ( /up o ip)l/2(x) < r 2, then we have

Bf°^ (0 , r )  =  {x 6 Rn : |x| log(l + |x|) < r 2}

Z> | x  G Rn : log(l + j.x|2) < r 2 j  = B f ^ ( Q , r )

= < x  6
(e7"2 - l ) 1/2

< l |  =  5 ^ (0 ,

dx

By a change of variable

r »  =  / R„ v ( ( e ^ - ! )■ / ,

=  (er 2 - l y / 2 [  XB*(0<% =  (er3 -  l ) ”/a A ^ ( ^ ( 0 , l ) ) .
VlR"- 1

W ith the results above we get the estimates

A(n)(£ /°^(0) fl)) ^  (2eRi -  2)n/2 A(n)( f l* (0 ,1)),

A(n)(jB/°^ (0, r )) ^  (e^  _  1)^/2 A(«)(fltf(0i 1))i for ^  =  |£|2 < j

It follows that
eH -  1

n / 2

X(n)( B fo^(0,B.)) ^  y J  A(n)(B H (0 .0 )

provided that ^ ( 0  < 1.

Example A .17. Let /  be the Bernstein function f ( s )  = ^/s log(l \/s),  ip : R ni x Rn2 —>■ R be 
the continuous negative definite function ip(t,,r]) = |£|a + |rj\P, 0 < a , /? < 2 and thus the metric 
given by

(/ o « Va(f. v) = [a«r + \vf)Vi m i + (i«r + MV1)]1/1.
For s > 0 we have / ( s )  > f\ow(s) with / iow(s) as in Example A. 16. Using ( /iow ° ip)1/2 as a metric
we consider the balls of radius B > 0

B ' ° * ( 0, R) =  {(x,y) 6 R n' x R»» : ( |f l°  + \v f ) ' ^  log(l +  (|£ |“ + |I)|'S) ’/I < « 2}

C {(x, y)  6 R " ‘ x R ” a : log ( l  + tTl“ +  M . )  < f l2} = B 1 ft)

=  < (x, y) € R ni x (2e«2 -  2)V° +
(2e*2 -  2)

<  1

= £?^(0, (2efi2 — 2)1/2) .

By the change of variable £ := (2efta ' 2)i/tt and T] := (2e/ta* 2)i//8 we get

A ( n ) ( B W ( 0 ) j R ) )  ^  f  f  x BJ
J  R "1  >/Rn 2 1 \

dy dx
(2eR2 -  2)V“ ’ (2eft2 -  2)1/̂ 9.

=  (2es ’ —2)"'/"(2eR2—2 ) " ^  f  [  Xs * « , , , )  dq
JRni »/Rn2 1

=  (2e/?2 — 2)Î ' + ̂ 1 A(n)(B ^ (0 ,1)).
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On the other hand we have f ( s ) < f up(s) for 0 < s < 1 with s / up(s) given in Example A. 16. 
Then we choose a radius r  with 0 < r < R  such that

f l '° * (0 ,r )  =  { ( x , y ) e R n' x I T 2 : (|£|“ +  M ^ 2 ]og(l +  ( \ ^  + \Vf ) ^ )  < r 2}

C {(x .y) e R ni x P  : log(l +  |x |Q +  ly^) < r 2} =

X a y ^ " 1
(er2 -  I ) 1/'-* + (e7"2 -  1 y/p < j

=  |( x ,y )  € Rni x Rn2 :

=  B ^ { 0,(e r2 -  1)1/2).

It follows that

A W ( B /  °*(0,r)) 2  [  f  XBt
JRni JRn2 1 (er2 -  I )1/ " ’ (er2 -  I ) 1/* 

=  (er 2 - l ) ^  + ̂ A (n)(5 ^ (0 ,l) )  

and hence for ip(£,,r]) =  |£ |a +  < 1, we get the volume doubling

dy dx

X{n\ B foxlJ(0,R))  ^  f 2

li-L +  liZ 
e«2 -  1 '  " + »
er -  1

E x a m p le  A .18. Let h be the Bernstein function h(s) := f ( s y ) =  s”1'/2 log(l +  s'1'/2), 7 < 1, and 
ip : Mni x Kn2 —> R be the continuous negative definite function v) =  |£|Q +  0 < a ,/?  <  2.
The metric is then defined by

(W n ,/JK,o) = [(!?!“ + W T2 logd + (|{|“ + M'T/1)]1 / 2

For s > 0 it holds h(s) > h\ow(s) with the Bernstein function h\ow(s) := f\ow(sy) := log(l +  ^-), 
0 <  7 < 1. We use the metric

(Alow ° I!) = ( log (l + — — $ " ■- ' ’) )  h  . 0 < 7 < 1 ,

and consider the balls of radius R  > 0 with respect to this metric, i.e.

B h0*(Q,R) = {(x,y)  €  Mni x I T 2 : (|£|a +  \ r j f y ' 2 log(l +  (|£ |a +  M ^ 2) < R 2}

C  | ( x ,  y) £ Mni x f 3 : l o g ( l +  + )  < R 2|  =  B h'™oi>{0,R)

= | ( x ,y )  G R ni x ET2 :

=  5 ^ (0 , {2eR2 -  2)1/2̂ ) .

(2eR2 -  2y/°'1
+

(2efl2 -  2)V ^
< 1}

This yields

A<">(BW(0 )fl)) <j f  I  x B,
J R n l J R n 2 1 (2eR2 - 2)1/ ^ ’ (2e*2 -  2)V^

dy dx
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On the other hand we have h(s ) < hup(s) for 0 < s < 1 with h up(s) := / up(s7) := log(l +  s7),
0 < 7 < 1. Then choose a radius r such that 0 < r < R. and

Bh°*( 0 ,r)  =  { (x, y)  € R " '  x R»» : (|£|“ +  | v f ) ^  log(l +  (|£ |° +  H ^ )  < r2}

C | ( x ,y )  e  RU| x Rn! : ]og(l + ( |z |“  +  < r 2} =  0 ,r )

V= U x , y ) e R n' x
(e7-2 -  l ) 1/ ^ +

(er2 -  1
< 1

= B ^ { 0 ,(er2 -  I ) 1/2-*).

Then by a change of variable,

=  (er2 -  1 ) ^  + ̂  A(n)( ^ ( 0 , 1))

dy dx

and therefore the doubling

eR -  1
A(n) W (o, R)) ^  j 2 - p    ) A(n) (B h0* (0, r))

for ^ (£ ,77) < 1-

E x am p le  A .19. Let k be the Bernstein function k(s) := / ^ ( s 7) =  (s’*/2 log(l +  s7/2))1̂ ,  0 < 
I7 I < 1, and ip : Rn* x R712 —> R be given by i/>(£, 77) =  |£|Q + |?7|^, 0 < a, 0 < 2. The metric is then 
defined by

( i o v ) v i (€,») =  [d«i“ +  w T /a M i  +  ( i< r  + w ' , )Va)] ,/” .

For s > 0 we have again k(s) > /ciow(s) with the Bernstein function

fciow(s) :=  /iow(-s7) • -  ( loe ( l +  y ) ) 7 > 0 <  ItI < 1 •

We use the metric

= ( to g ( i  +  f l g r .y r . ) ) 1̂ ,  0 < H <  1 ,

and consider the balls of radius R  > 0 given by

B ko^(0 ,R)  = {(x,y) 6 Rni x Rn2 : (|£ |a +  log(l + (|£ |a + \r)\0)y/2) < A27}

C {(x ,y) € R™ x R712 : log ( l  T  M L ± J l d ^  <  * * }  =  ^

=  |( x ,y )  € Rni x R

=  B^{0 , (2eR2y -  2)1/2'7).

With a change of variable this gives

\ ^ ( B k°*(0,R)) < f  [  XBJ
J Rni JRn2 1 \

X a y+(2eR2y -  2)V“7 (2eR2y -  2)1//»-» < 1}

(2e«2̂  _  2) 1/--* ’ (2eR2y -  2)V ^ 

=  (2eft2  ̂ — 2) ^  + ̂  A(n)(B ^ (0 ,1)) .

dy dx
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On the other hand we have k(s) < kup(s) for 0 < s < 1 with

fcup(s) :=  t i p i * 1 ) ■= ( l og ( l  +  .57 ) ) 1/7, 0 <  |7 | <  1.

Then choose the radius r  such th a t 0 < r < R  such that

B k° * (0 ,r)  =  { ( x , y )  € R " '  x R " ’ : (|{|“ + M 7 /2 l°g( l  +  (l«l“ +  M ' V 2) < r 21} 

C {(*, !/ )  S R ni xR">  : log (l  +  ( |x|“ +  M*’)1) C r M  =  0 , r)

P
=  { (x,  v)  €  Mni X

(er2y -  1 y/°
+

(er27 -  1 y / ^
< 1

=  B^(0, ( e 7"27 -  1 ) 1/2^ ) .

By a change of variable we obtain

A<»>(**♦(„,r }) >  U "

= (er27- l ) ^ A H ( ^ ( 0, l ) ) ,

and therefore the doubling constant

/  eR^  _  i \  ^  + ̂
A(n)(BW ( 0,i?)) ^ ( 2 —— ) A(n)(SW (0,r))

dy dx

for 7 > 0 provided th a t < !•

E xam ple A .20. Let /  be the Bernstein function f ( s )  = log for 7 > § > 0 and let
%jj : R n -> R be the continuous negative definite function ip(^) =  |£|2 with which we define the 
metric

•7 K |2 + < h l ,/2( / °  V 0 ' / 2 ( £ )  = ( 2  \ 2 £ ± 1 \  
l0g U- l£l2 + 'v/.6 |£|2 + 7 -

and the ball B^ °^ ( 0, /?) of radius i? with respect to this metric. We have to restrict ourselves to 
0 < R  < (logfr/s))1/2. Note that

( 1  k |2 +  £ \  __o . ,9 d e ' 1 -  d .
log W  w  <  r n v ?  = : * * >  ■

5 e R -<5

Thus,

B '-* (  0, « | = { l £ r :  log Q  < J?2} =  {.x € Rn : | ^ f  < l}  = B *(0.p(B) 1 /2  >

<5 |x |2 +  7 

and using the change of variable

x  dx
p(R)1/2 p{R)l/2 V i - J c

<5eR -<5
dx

we get

A < » > ( B / - * ( 0 , i D )  =  J ^ M d x  =  J ^ X B f ( ^ ) d x  

= p ( R p *  (  x B * ( s ) d t  = p(B7!A<")(B*(0,i))
dR« 1
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Analogously, for the ball with radius 0 < r  < R  we get

A(n) (5 /o*.(0j r)) = p(ry h  \in) (b * (0,1))

and hence

\ (n ) (B f ° t ( 0 , R ) )  = X{n){Bfo^{0 ,r ) ) ,

provided th a t the radii of the balls satisfy 0 < r < R  < (log^/a))1/2, where the doubling constant

p{R) _  ( t e R2 ~  3 ) (1  ~ 7} er2) _  ( 7 - ( 5 e r 2 ) ( l  -  e f i2)

p(r) (5er 2 - 8 ) (  1 -  ^  eR2) (-y -  5 eR2)(l  -  er2) '

E x am p le  A .21. Let /  be the Bernstein function f ( s )  =  log 7 > ti > 0, ijj : RUl x R n2 -7 R
be the continuous negative definite function tp(^,rj) =  |£|a +  \rj\P with which we define the metric

l£|Q + \v\p +  S
1 /2

( / o « ■ /* (£ .? )=  [ lo g Q  | ^  + w g  +  7 .

We consider the metric ball B^°^(0 ,R)  of radius R. > 0 about the origin. Then, similarly to 
Example A. 19 use the equivalence

for 0 < R  < (log | ) 1//2 to express B ^°^(0, R) as 

=  { ( * . , )  6  R » ‘ X  R *  :

Employing the change of variable

<  1

f  =  X  =  V
c ' P( R y / - '  71 ’ P(R)v>'

we obtain

dx
>p(R)'l°' p(R)'R  

= p ( R ) ' ' h  p ( R ) ' ' le f  f  Xfl»(£,r/) A/ri£
JRni J Rn2

=  p ( R ) ^ +I^  A(n)(B ^ (0 ,l) ) .

Analogously, for a ball with respect to ( /  o VÔ 2 of radius r with 0 < r < R  we get

X(n\ B f °*(0, r)) =  p ( r ) ^  + ̂  A(n)( ^ ( 0 , 1)),

which implies

A(Tl)(B H (0,f l))  =  ( ^ y )  " * A(n> ( B ^ ( 0 , r ) ) ,

where the doubling constant yyj- is as in Example A.20.
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E x a m p le  A .22 . Let h be the Bernstein function h(s) := f ( s^ )  =  log ( |  for 7 > 5 > 0 and
0 < £ < 1. Further, let ip be the continuous negative definite function as given in Example A.21, 
i.e. tpi^r)) =  |£|a 4- which we use to define the metric

(h o i p y / 2(£,ri) =
' /7  (|£|Q + |r)\P)< + 5 ' lV2
°g W  ( l ^  + H ^  4  7-

Let B h°^(0, R ) be the ball with respect to (h o ip)1/2 of radius R  with 0 < R < (log J )1/2 about 
the origin. Note tha t

*  (1 ~  + W  <  ( f r ip ? )  A =: •
Then,

=  { ( i ,» )  e  R"* x R"* : f  < 1 } =

and by a change of variable

A t » ) ( B W ( 0 , « ) )  _  l J ^ ^ , ^ - ) dydx

= p{R)ni/o‘ p (R)n2/t>i [  f  XB^(i,T])dr]d£,
JRni JRn2 1

=  p{R)% + T$ A(n)( B f ( 0 ,1)) 

and analogously, for a radius r  with 0 < r < R  we get

A(n)(5 W ( 0. r )) =  p (r ) £ ;+ i!  A(n)( ^ ( 0 ,  1)) ,

hence

with as in Example A.20.

E x a m p le  A .23. Let k  be the Bernstein function k(s) := =  ^ lo g (^  f°r 7 >
5 > 0 and 0 < |C| < 1 and ip : Rni x Kn2 -» IR be the continuous negative definite function 
■0(£»71) =  ld Q +  M • Then we define the distance

(k oipy1/2(d  T7) = 7  ( l d a  +

( l d a  +  h l /3) < +  7
w f l  i l i i l  SU df i«

72 <

and consider the balls with respect to the metric of radius R  about the origin, where we have to 
restrict ourselves to 0 <  R  < (log We have

» g s : K : ‘ ) < * c -  4 ^ ) ' " =:

and hence

B ko^( 0 ,R )  =  {(x,y)  € R ni x M712 : (k o ip)1/2(x,y)  < R}
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By a change of variable

= p ( R X ) " /"i /> ( « , [  f  x B*( t , v )dv d£
J Rni JKn2 1

=  p(R, C ) ^  + % A(n)(B l/'( 0 ,1))

and analogously, for a radius r with 0 < r < R,

A ( n ) ( B f c o ^ ( o ,  =  +  a < " > ( £ ^ ( 0 , 1 ) ) .

Hence

where

nl _j_ 2̂
A(n)(BW ( 0 ^)) = f ‘ A(n)(Bw (0,r)), 

V P(r>C) /

E x am p le  A .24. Consider the Bernstein function /( s )  =  \ /s  + m 2 — m  for m  ^  0 and the contin
uous negative definite function ijj : Rn —>■ R, i/KO =  l£|2< with which we define the metric

( /  o •0 )1/2(O =  ( V W  + m 2 -  m )1/2.

We consider the ball

B fcnp(0,R.) = { r e R n : y/\x\2 +  m 2 -  m  < R 2}

< 1 \  = B ^ { 0 , { R 4 + 2 m R 2)1/2).=  < x  €
(£ 4 +  2 m i?2)1/2 

By a change of variable we obtain the volume

V ">(B '°*(0, R))  =  ^  ( . ^ -+ -̂ . . - 2).,/a.)  dx = (fl4 +  2m fl2) ^  A<»)(B*(0.1)) •

Similarly, for balls of radius r  with 0 < r < R

A(n)(B /°^( 0 , r )) =  (r4 +  2mr2),,/aA<n)( £ * ( 0 , l ) ) ,

hence

\ M ( B l ° * ( Q , R ) )  = '  V">(B/o<,(0 ,r )) .

E x am p le  A .25. Consider the Bernstein function f ( s )  =  (s +  m 2̂ a)â  — m, 0 < a  ^  1, m  > 0, 
and the continuous negative definite function ?/> : Rn —> R, i/>(£) =  |£ |2. Define the metric

( /  ° V')1/2(0  =  ( ( k l 2 +  m 2/")“/2 -  m)
1 /2
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and consider the ball

R) = {x e  Rn : ( |x |2 +  m 2/")"/2 -  m < R 2} 

= { r e f :  |z |2 +  m 2/“ < {R2 + m )2/“}

=  < x  e
((# 2 4- m ) 2/n — ra2/" )1/2 

= 0, ( (R2 +  m )2/“ -  m 2/“ )1/2).

By a change of variable we obtain the Lebesgue volume

< 1

\ ^ ) ( B f ^ ( 0 }R)) = f  x B+(-
J  Rn M v O dx

((# 2 + m )2/“ -  m 2/0)1/

=  ( ( # 2 +  m ) 2/" -  m2/ n ) n/2 [  X (£) d£
J R» 1

=  ( (# 2 +  m )2/“ -  m 2/“)n/a A(n)( # ^ ( 0 ,1))

Similarly, for any ball with radius r, 0 < r < # ,

\ W ( B f °^(0, r )) =  (( r2 +  m )2/“ -  m 2/“)"/2 A(n) (# ^ (0, 1)) , 

which gives the general doubling constant

= ( (*  + Z $ ' - Z v ' )  ’

for balls with radii such th a t 0 < r < R.

r ) )

E x a m p le  A .26. We consider the Bernstein function f ( s )  = y/s + m 2 — m  for m  ^  0 and 
RUl x R”2 —> M, ip(£,r]) =  |£|Q +  |ry|^, 0 < q,/3 < 2, and define the metric

( /  ° i p y /2(t,ri) = +  \ri\P + m 2 - m ) 1/2.

Then it holds for the balls of radius R  > 0 with respect to this metric

# /o* (0 ,# )  =  {(z, y) € Rni x I T 2 : yj\x\« +  \y\P +  m 2 -  m  <  R 2}

=  X (# 4 +  2m # 2)1/* +
( # 4 +  2 m R 2y / p

< 1

=  # ^ ( 0, (# 4 +  2m # 2) 1/2) .

Employing a change of variable gives

X.W(Bl°*(0,R) )  = [  f  XBJ
J R n l 7 r ti2 1 ' T i ) dv dx

(# 4 +  2m # 2)1/- ’ (# 4 + 2m # 2)1/^

= ( # 4 +  2m # 2) ni/ “ ( # 4 +  2m # 2)’‘2/? /  f  XBv(£,,r]) dr} d£
JUni JR,l2 1
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Analogously,
A(n)(B /o^(o r )) =  (r4 + 2m r2) ^  + ̂  A(n)(B*(0,1) )

for 0 < r < /?., which implies

A<»>(B/»*(0,fl)) =  " + 0 , r ) ) .

E xam ple  A .27. We consider the Bernstein function h(s) / ( s 7) =  \ / s 7 +  m 2 — m  for m ^  0, 
0 <  7  < 1 , and let i/> : E ni  x R n 2  —> K  be the continuous negative definite function ?/>(£, 77) =  

|£|a + l ^ ,  0 < a,/3  < 2, with which we define the metric

\ V2

Then for the metric ball of radius R  > 0 with respect to this metric we get

B ^ ( 0, /?) =  {(x, y) € Rni x Rn2 : +  |y |^)7 +  7n 2 -  m  < R 2}

= i  x, y G R™ x M71'2 :
(R4 + 2 m R 2y / ay

=  5 ^ (0 , (R4 +  2m/?2)1/27) ,

and therefore by a change of variable

A ( n ) ( £ W ( 0 i / ? ) )  = f  [  XB*(
JRni VR7̂  1 '

+ < 1

•) dydx
{R4 +  2mR.2y / ° y ’ ( i?4 +  2 m R 2y / 0y.

=  (R4 + 2 m R 2)ni/^ { R 4 + 2 m R 2)n2/^  [  [  XB*(£,r)) d-qd£
J R n i 7 r " 2  1

= (ft4 +  2 m R 2) ^  + ̂  A(n)( ^ ( 0 , 1)).

Analogously,
A(n)(f iW (0 r.)) =  (r 4 +  2m r2) ^  + S  A(n)( f l* (0 ,1)) 

for a ball of radius r, such th a t 0 < r < ft. Hence we get the volume doubling

E xam ple  A .28. Let k be the Bernstein function k(s)  :=  f 1̂ 'l(s'r) =  (V s7 +  m 2 — m ) 1̂  for 
m  ^  0, 0 <  |7 | < 1, and ^  be the continuous negative definite function on Mni x Rn2 given by 
^(£-r?) =  |£ |a +  0 < a,/3  < 2. We define the metric

{k o ^ )1/2(£, 77) =  (^yj(|£|Q +  l ^ ) 7 +  m 2 -  rnj
V2l

and note that

B ko*(0,R)  = {(x , y) € Kni x Rn2 : yj{\x\a + |y^ ) 7 +  m 2 -  m  < f t27} 

=  i , y G  E ni x Rn2 : , ̂ +
(ft47 + 2 m R 2̂ y / ay 

= B*(0,  (ft47 +  2m ft27)1/2̂ ) ,

(ft47 +  2 m fl27) 1/^
<  1



116 A  Some doubling constant computations

By the change of variable £ := x ( R 4'y + 2m R 2y) 1/“'T and 77 := y (R 4y + 2mR?1) we obtain

.  / K„, l 2 V  ( ( ^  + ■ (J^  + 2^ )V J

=  (/?47 +  2mi?27)ni/^ ( JR47 +  2mJR27)n2/^  [  [  77) ^ 77#
J R,li JlR’l2 1

=  (i?47 +  2mi?27) ^  + ̂  A(n)( ^ ( 0 , l ) ) .

Analogously, for balls of radius r with 0 < r < R  we get

A(n)(5 W ( 0 , r.)) =  (r 47 + 2m r27) ^  + ̂  A W ^ O , 1)) 

and therefore the volume doubling

Ri’< + 2 m R 2’’ \

for 0 < r < R.

E x a m p le  A .29. Let /  be the Bernstein function f ( s ) =  for 7 > 0 and the continuous negative 
definite function ip R n R  be given by i/>(£) =  |f |2. Then we consider the metric

2  \  Va

, l£l2 +  7 ,

and the ball of radius R  with 0 < R  < 1 centred at the origin,

B f °y(0,R)  = f a : € r   < R 2}
I | x | 2 +  7  >

=  {x  £ Rn : (1 — R 2) \x\2 < 7 R 2}

-  {“ «■ -  - ( “• ( t ^ ) V')
It follows by change of variable

^ ( B ' ° * ( 0 , R ) )  =  J ^ x Bt { x { ^ ~ y ' /2) d x

=  O-D)

and analogously
2 n /

A<n> (fl'°* (0 ,r)) =  (y-3 ^ )  ^ ( £ ^ ( 0 , 1 ) )  

for a radius r  with 0 < r  < R  < 1. This implies

where the doubling constant ( y ) n ( ^  > L
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E x am p le  A .30. Consider the Bernstein function / ( s )  =  for 7 > 0 and the continuous
negative definite function ip : Rni x Rnz -> R with n\  4- n<i =  n  given by ip(£) =  |£|a +  \r)\®, where 
0 < a, ft < 2. Use these functions to define the metric

( /  0 '0 )1/2(C 7?) =  (  +  ^
1/2

and the balls B ^ ° ^ ( Q , R )  of radius 0 < R  < 1 with respect to this metric. For these we get the 
equality

B f o ^ ( 0 , R )  = U x , y )  e R ni x R n2 : —
V l v '  |x|a +  \y\P +  7 J

■ =  { (x ,y )  6 Rn> x I T 2 : (1 -  ft2) ( |x |a +  \ y f )  < 7 R 2 }

-

with (0(7 , fi) = “ ^7 . Then we get for their n-dimensional Lebesgue volume

A<">(B^(0,B)) =

= /9 (7 ,/f )^+^ A <n)(B’f(0,l))

and analogously for the balls of radius r  with 0 <  r  <  R  <  1,

\ ^ ( B fo^(0, r) )  = p(7 , r ) ^  + ̂  A(n)(J3*(0,1)) 

leading to the volume doubling

\ ( n ) ( B W ( o , R ) )  =  ( pS ? , R ) \  a + ^  x { n ) ( B ^ ( Q , r ) )
\  P \ 7, r )  J

“  ( f ) 2(" + ¥ ) ( j ^ ) ” + ^ (n,( ^ ( 0 , r ) ) .

E x am p le  A .31. Now we consider the Bernstein function h(s ) := f ( s ° ) = for 7 > 0 and 
0 < S < 1, composed with the continuous negative definite function ip : Rni x Rn2 -» R, ip(^,r]) = 
l£|Q +  \V\0, 0 < a , P < 2, which gives the metric

( *)  « .» )  ( ( |? |« +  w ^ + 7 j  •

Then it holds for the open balls of radius 0 < R  < 1 in this metric tha t 

B * * ( 0 . H )  =  { ( * , » )  6  R - x R " :

=  {(*, y) € Rni X Rn2 : (1 -  R 2 ) {\x\a +  \ y f ) 6 < 7 A2}

= B ^ ( 0 ,  p(7 , R ) 1/2*),
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where p(^ ,R)  is the same constant independent of x  and y as in Example A.30. Then it follows 
for the Lebesgue volume

= + ̂  A(n)(B ^(0, l ) )

and analogously for the balls of radius r  with 0 < r  < R  < 1,

A(n)(B W ( 0)r)) =  p (7 ,r)S* + #  A W (B*(0, 1)) .

This yields the volume doubling for the Lebesgue measure

A(")(Bho*(0 ,R )) =  l i i S V *  "  A(n)( 5 w (0 ,r))
V PVY, r )  J

„  x w {B^ ( o ,r))

in the metric measure space (Rn , (h o ip)1/2, X ^ ) .

E x am p le  A .32. Consider the Bernstein function k(s) := f ^ s(s6) =  ( - / +—) ^  for 7 > 0 and 
0 < |d>| < 1, composed with the continuous negative definite function ip : Rni x R”2 —> R, 
ip(^,r]) =  |£|Q +  \p\^ 1 where 0 < a ,/?  < 2, which gives the metric

^  o =  z _ ( K r ± t o n ! _ ) I/s
( ^  K , , )  l(K I“ +  M 'V + 7 , )  ■

Then it holds for the open balls of radius 0 < R  < 1 with respect to this metric that

=  {(s> y) € R ni x Rn'  : +  < f i2}

=  {(a;, y) € Rni x Rna : (1 -  R 2) (|:r|Q +  \y\p)5 < 7 it!2}

=  { ( * , » )  € R " ‘ x R n a : | /, (%,ji i j)1/ . , |  +  \ p { y ^ R y / , .  I <  X}

=  B * (0 ,p (y ,6 ,R ) ' / “ ),
p2 6

where p(7 ,£, R)  =  Then we get for the n-dimensional volume of the balls,

A(n)/B W ( 0iJR)) =  [  [  X „*(■■■......................... , ry„ N1> ) d y d x
K K ”  J v *i Jr«2 1 '  p(7> R)  /“ p(7> ^  -R) //3'5'

= p { 'y ,S ,R ) ^  + ̂  \ {n)( B ^ { 0 , 1))

and analogously for the balls of radius r with 0 < r  < R  < 1,

A( n ) (0) r))  =  p(7) r ) ^  + A(n) ( 0 , 1 ) ) ,

that leads to the volume doubling

\ ^ ( B korp{0,R)) = Pt \ {n)( B koip{0,r))
\  J

in the metric measure space (Rn , (k o ip)V2, A n̂)).
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E x am p le  A .33. Consider the Bernstein function f ( s )  =  ^ — = 7(7+s) , 7 > 0, and the
continuous negative definite function i/KO =  |£|2, £ £ Kn . This gives the metric

v ^ - (  Ifl2 nVi
v , (7 +  K P)

Then for the balls B^°^(0, B.) of radius 0 < B. < -^= in this metric we get

B fo^ ( 0, R) = ( x  € R n : < B 2}
I 7 ( 7 + F | 2) J

= {x  6 R n : (1 -  B 27 ) |x |2 <  72 R 2}

R2 2where ^(7 , B) = . implying by a change of variable

a<">(b ' ° 7 o, f l ) )  =  ^  x fl.  (  (7i^ )Va)  *  =  fi)"/2A<”> ( B * ( 0 , 1)) .

Analogously, for balls of radius r  such th a t 0 < r < B < ~̂ =

A(n)( £ /o^(0, r)) =  p(7) r ) n/2A(n)(B ^(0 , 1))

and therefore

A(n)(S /° ^ (0)/?)) = A(n)(B /oV'(0, r ))

=  ( 7 R ^ ) V,(B/O*(0’r))
whenever the radii satisfy 0 < r < B  <

E xam ple  A .34. We consider the Bernstein function /(.s) =  A — = 7 > 0, and the
continuous negative definite function ip : R™ x R "s —> R given by ip(£, rf) =  |£|a + Ir/R 0 < a, @ < 2. 
This gives the metric

( /  0 ^ ) 1/2(S V)  =  ( ----- ^ Q'+  ^ ^

Then for balls B^°^ (0, B) of radius 0 < B  < in this metric we get

=  {(x, y) € Mni X R n2 : (1 -  fl27 ) ( |x |Q +  |y|^) < 72 B 2}

= | ( x , y)  € Mni x r  : I — 1“ + I _ X _  f  < l j
l V l p ( 7 , / ? ) 1/ « |  lp(7 ) i?.)VH J

=  ^ ( 0 ,p ( 7 , i? . ) V2),
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where p(7 , R ) is the same as in Example A.32. By a change of variable this implies

A(")(5/o^(0 , R ) )  =  [  [  X RJ  , * t — .l . T . ) d y d x
v "  yR -iyRna fli \ p b > R y / - ' p ^ R y / ' J

= p(7)JR )^  + ̂ A ^ ( ^ ( 0 , l ) ) .

Analogously, for balls (0, r) of radius r that satisfies 0 < 71 < i? < ~̂ = we have

A(n)(BH (0,r)) =  p(7 , r ) ^ L + ̂ A (n)(B,/’(0 ,1)),

and therefore

AH(fi / °V' (o , /2)) = " * A<n> (5 ' ô (0 ,r))
\  Pw?r ) /

2( ^ - + ^ )  /  ! _ r 2 ^ \  ^- + 7
A(n) (.6 (0, r))

r  /  \  1 — R 2“y

whenever the radii satisfy 0 < r < R  <

E x am p le  A .35. Consider the Bernstein function h(s) := f ( s 5) = A -  -A-^ =  7 > 0,
0 < 6 < 1, and the continuous negative definite function xp : Rni x Rn2 —>• R  given by ^ (^ r? ) = 
l£|Q +  l7? ^  0 < oc,P < 2. This gives the metric

Ih o ,« ■ /.(, =  (  (lgl° +  M 7  AI/!c «  K ,V) ( 7(7+(|4 |01 +  H fl)4)J  •

Then for the balls B ho^{0, R)  of radius 0 < R  < ~̂ = with respect to this metric we obtain 

B ho^ ( 0 t R) = U x , y )  € I T 1 X T :  - < R 2\
v \  ' 7(7 +  (M Q +  \y\py) 1

=  {(*, y)  G R ni x Rna : (1 -  6 27 ) (M “ + \ y f  )6 < 72 # 2}

=  \ { x , y ) e R ni x R nz : I P  +  1 - y f  < 1 }
\ V I p(7 , R) /aS I lp(7 )JR )V ^| /

= f l*(0tp(7 l fl) l/” ),

where p(7 , i?) is the same constant as in Example A.33. This implies by a change of variable tha t 

A <»>(BW (0, fi)) = l J ^ X s r ( - ^ , - ^ ) d y d x

= p(7 , 6 ) ^  + ̂ A (n)( £ ^ ( 0 ,1)).

Analogously, for balls 6 ^°^(0,r )  of radius r  such that 0 < r < i ? < ^ w e  have

A(n)(B W ,(0|7.)) =  ^ ^ ) r ^  + i | A(n)^V '(0) l ) ) ,

which implies

A(n)/5 W ( 0 m ) =  Z p ^ v ^ V '  ^  \ ^ ) m ho^{0>r))
V P(7, r ) /
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E x a m p le  A .36. Consider the Bernstein function k(s) f ^ 6(ss ) =  (^  — +Ss ) ^  =  ( —pf+jrj) ^  > 
7 > 0, 0 <  |5| < 1, and the continuous negative definite function xp : R ni x Rn2 —>• R given by 

=  l£|a +  \tj\0 , 0 < a, (3 < 2. This gives the metric

a  _ l  U l / 3 \ < 5  \  'Z 2 *
( k o  * ) '* (£  „) -  (  ( |t |a  +  M  ) \
'  U < 7 + (!« !“  + M W

Then for the balls B hoiJj(0, B.) of radius 0 < B. < ( ^ S in this metric we obtain

B ko^ ( 0, B) = ( (x, y) € Rni x Rn* : (N** +  < R 2S\
v ; '  7(7 +  (|;rla + |y| ) ) i

= {(x, y) G Rni x Rn2 : (1 -  1 B 25) ( |x |Q +  \y\0 )6 < 72 B 25}

=  \ { x , y ) e  Rni x f s : I , P + l  , / ml / f < l
l  ! /jf-/, <5, R )  I p ( 7 ,  <5, R ) /» ' I

= B"’(0,p(-y,6i rty/u ),
2 p2<5

where p(7 , /?,) = 7 3 ^ 7 , implying tha t

o , * »  = l J ^ X B t ( - (^ , - {- ^ ) dydx

=  p { i t 6, R ) & + % \ l n '>{B*{0t l ) ) -

Analogously, for balls of radius r  with 0 < r  < B  < (^)

A( n ) (£ W (0, r )) =  p(7l<5i r ) ^  + ̂ A (n)(J3^(0 ,1)), 

which leads to the volume doubling

A(n)(B W ( 0)jR)) =  ^  A(n)( 5 * ^ ( 0 , r))
V P\7 ,0, r) /

/?\ 2(^ L + ̂ )  /  ! _  7 r2« \  +/  D \  /  1 _  ^ r 2<5 \  IX-T-fr
( ? )  ( 1̂ )  A t - > ( B ^ ( 0 , r ) )

for radii 0 < r < B  < (^ )IN1/24
7 ■

E x a m p le  A .37. Consider the Bernstein function / ( s )  =  (1 — e 4v^) and the continuous
negative definite function i/>(£) =  |£|2, £ € Rn . This gives the metric

Note th a t for s > 0
f(s)  = y/s(l  -  e-4^*) > 1 -  e~2s =: /iow(s) ,

where s h-> /iow(s) is again a Bernstein function and thus (/iow o ^ ) 1/2 a metric. Then for a radius 
B  th a t satisfies 0 < B  <  1,

B fo^ {0, R) = {x  G Rn : |x| (1 -  e~4 |x|) < B 2}

C {x  G Rn : 1 -  e~2|x|2 < B 2} = B ho^ { 0, R)

=  e  ^ : l a  b g d - ^ r  < -  B *<°' ( i  io* ( i -  ■
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By a change of variable we obtain the volume estimate

=  ( i l o g ( l - f l s) ) f A<">(B*(0,l)).

On the other hand, for 0 < s < 1

f ( s )  = y/s{ 1 -  e-4 ^ )  < 1 -  e~4s =: / up(s)

with the Bernstein function s / up(s) giving the metric ( / up o ip)1/2. Now choose the radius r 
with 0 < r < R  < 1 such th a t ( /  o ip)l/2(x) < ( / up o ipy/2(x) < r , then it follows

£ /o*(0, r) = {rz G Rn : |.x| (1 -  eT4 W) < r 2}

D {x  G R n : 1 -  e - 4 'x'2 < r 2} = B f ^ (0 ,r)

Then we get a lower estim ate of the Lebesgue volume

A<»>(B'°*(0,r)) =  f ^ X B , „ ( x ) d x  2  ^ X Bf ( ( , - ,Ug ( i X_ r2))l / 2 ) ^

=  (1  l o g ( l - r 2) ) T A<">(i?*(0,l)).

Hence, the two estimates give the volume doubling

\ w {Bfo*(0,R) )  ^  2n/2 ~ - I}- )  2 \ {n\ B fo^{0,r))
\  log(l -  r z) J

provided ip(£) < 1 and 0 < r < R  < 1.

E x a m p le  A .38. Consider now the Bernstein function f ( s )  =  \ / s ( l  — e-4v^) and the continuous 
negative definite function 1p : Rnr x Rn2 —> R given by ip(£,r]) =  |£|a +  \r)\P with 0 < oc,(3 < 2. 
Using this we define the metric

( /  ° V')1/2( ,̂ rj) =  (^/ |£ |Q +  W  (1 -  e_4 v/|?|a+l??l'3))  '  ■

We use the Bernstein functions / iow(s) and / up(s) from Example A.37 to determine a volume
doubling constant. We consider the balls of radius 0 < R < 1,

B fo%p{0,R) = { { x , y ) e  R ni x Rn2 : yj\£\<* +  | #  (1 -  e "4

C {{x ,y)  € R ni x Rna : 1 -  e- 2(W“+lvl'') < R 2} = B /low°^(0, R)

{ ( l ’ ! | £ P  * R n i  : l ( ^  l o g ( l - i P ) ) i / « l  + l ( i l o g ( l - f i 2 ) ) V « l  < j }

=  B * ( 0 , a i o g ( l - R 2) ) ^ ) .
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Then, by a change of variables,

=  ( 1  l o g ( l - f l 2) ) ^ +1*1 A<"»(B'l’(01l ) ) .

Similarly, using the Bernstein function / up(s), 0 < s < 1, from Example A.37 we obtain for the 
balls of radius r  with respect to ( / up o ip)1/2, such that 0 < r  < R  < 1 and ( /  o ipy/2(x) < 
( / u p ° ^ ) 1/2W  <  r,

Bw (0,r) =  {(Z, j/) G Rni x Rn2 : ^ 1 “ + N '3 (1 -  e " 4 < r 2}

D {(z,y) € R ni x r 2 : l  -  e-4 (l^r+ly^) <  r 2j  =

{ ( * , ! / ) £ » " *  x R " 3 : | (  ̂ ,og(1 _  r2))1/o | + 1 ( 1  |0g ( l - r2 ) ) i / f l  < ! }

=  B * ( 0 , ( |  log(l  -  r2))V»).

By a change of variables it follows

W ( 0 , r ) )  > / R„ , l a V ( ( i ,og(1X- r^ ' ( l , og/ - 0 ) . / , ) ^ ^  

=  ( i  l o g ( l - r 2) ) ^  + ̂ A<’*)(B*(0,l)) .

The two estimates then give the volume doubling

X ^ ( B f o ^ { 0 , R ) )  ^  2 ^  + ̂  “ * Aw (B /o^ (0 ,r) )
V log(l -  r £) J

provided that ip{£,r}) < 1 and 0 < r < R  < 1.

E x am p le  A .39. We take the Bernstein function h(s) := / ( s '5) =  V s^ (l — e~4^ )  for 0 < 5 < 1 
and the continuous negative definite function ip(i,r]) = |£|a + M ^, where 0 < a, ft < 2. We consider 
the open balls with respect to the metric

( h  o n )  =  (d€ |“ + It,!'’)4/ 2 (1 -  e"4 <I<I”+M'V/ ’ ))
*/2

and determine a volume doubling constant using the Bernstein functions h\ov/(s) := f\ov/(ss) =  
1 — e~2s and hup(s) := f Up(sS) — 1 — e-4,s which have the property h\ov/(s) < h(s) < hup(s) 
provided tha t 0 < s < 1. For a radius R  th a t satisfies 0 < R  < 1 we study

B ^ (0 ,f l )  = { 0 , 2 , ) 6 r  x R n> : ( |er  + M Y /2( l - c - 4(ICI“+W/,)' /a) < & }

C {{x,y)  € Rni x r s : l  -  e~2 d*l“+lwl/,)a < f l2} =  B h^ o1p(0,R)

{ ( x ,y )  G MUl x : | ^  ^  _  ^ 2))1/(a<5) | +  | ( i iog(i _  R2 ))i/(0 6 ) | < 2 }

= £ Vj(0,(±  l o g ( l - i ? 2))V ^).
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By a change of variables we obtain

A < » > ( B - * ( 0 , « ) )  < / R„, L  * < ( ( i  M l  ' ( i  |og( i  - * ) ) ■ / < » > *

=  Q l o g i l - R 2) ) " * ” \<n>(B*(0,l)).

Similarly, using the Bernstein function hup(s), 0 < s < 1, we obtain for the balls of radius r  with 
respect to (hup o ip)1/ 2 such that 0 < r < R  <  1 and (h o ip)1/ 2 < (hup o ip)1/ 2 < r, tha t

5 W (0, r) =  { ( x , y ) e R ni x f 2 : (|£ |a +  M ^ / 2 (1 -  e~4 > ) < r 2}

D {(x,j/) e E ni x T 2 : < r 2} =  B ^ ( 0 , r )

|( x ,y )  € Rn> x R n2 : | ^  ^  _  T.2))1/(tt(5) | + | ( l  log(l -  r 2))1/ ^ )  I K l . 

= ^ ( 0 , ( i  l o g ( l - r 2))V -).

By a change of variable it follows

A < « > ( ^ ( 0 , r)) >  1 ,  L  M l  -> ) ) > /< ■*  ' (1 ,oS(l

=  ( i l o g ( l - r 2) ) ^ + W A<")(B*(0,l)).

The two estimates above them give the volume doubling

2 “J1
X W ( B k0*(Q,R)) ^  “ * A<n>(£w (0 ,r))

\  log(l -  r l ) )

provided that ip(^,rj) < 1 and 0 < r < R  < 1.

E x a m p le  A .40. Take the Bernstein function k(s) := f 1/6{s6) =  (Vs* (1 — e /s for 0 <
|<5| < 1 and the continuous negative definite function ip(^,rj) =  |£|a +  l ^ ,  where 0 < a ,/?  < 2. We 
consider balls of radii r  and R  satisfying 0 < r  < R  < 1 with respect to the metric

(*»</>)1/2« .» )  =  ((K l“ +  M Y 72 (i - < r 4 <ifl"+M'’>"J))
!/2 6

and determine a volume doubling constant using the Bernstein functions k[ow(s) := ( l — e 2s ) / s 

and kup(s) := ( l -  e~4sS) ^  having the property that k[ow(s) < k(s) < kup(s) provided that 
0 < s < 1. For a radius R  tha t satisfies 0 < R  < 1 we study

B k0*{Q,R) =  { ( x , y ) e R ni x f 2 : (\£\a + \r}\fl)s/ 2 (1 -  e ^ W + W ^ * ' 2) < R 26}

C { (x ,y )  € Kni x r 2 : 1 — e- 2 ^x|Q+|y|/3)a < R 25} = B ^ ^ i O ,  R)

= \ ( x , y ) e R n' x R ns : I - ----------- ----- — ^ 1 %  I-------------V- ----------------< l}
t l ( i  log(l -  R 26))»* I I ( I  log(l -  R 2d))e* I J

=  B^(0 ,  log(l -  R 26))1/ 26) .
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By a change of variable we obtain

A H ( B ^ ( 0 , H ) )  <  L  V  ( ( , ,og(1 _ V ) ) ^ »  ■ ( a ,og(1 * *

= ( i ] o g ( l - ^ ) ) :;i + , i A<"l(B*(0, l ) ) .

Similarly, using the Bernstein function kup(s), 0 <  s < 1, we obtain for the balls of radius r with 
respect to (kup o ip)1/2 such tha t 0 < r < R  < 1 and (k o ip)1/2 < (kup o ip)1/2 < r, tha t

£ fcô (0 ,r)  =  {(x,y) G Mni x Rn’ : (|£|a +  \Vf ) 5/2 (1 -  e " 4 ( K r + M ^ 2) < r 26}

C { (x ,y )  G Mni x I T 2 : 1 -  e "4 (l^r+M ")4 <  r =  B k^ ( 0 , r )

= U x , y )  G Mni x R n2 : I -  - ---- — - | “ +  I------------  - f  < l}
I l ( i  l o g ( l - r 2<5) ) ^  I 1(1 iog(l _ r 2<5))/  ̂ 1 J

=  B^(Q, ( |  log(l -  r 26))1/26) .

By a change of variable it follows

A(n)(5 fco^(0>r)) ^  [  [  X R+ ( - --------- - — —— j— , — ---------- ---------- A d y d x
7r"i (4 l°g (l -  r26) ) ^  log(l -  r 25) ) ^  '

=  ( i  l o g ( l - r M) ) ;ri + 3 i A<")(B*(0, l ))-4 log(l -  r “ )J 

These two estimates finally yield the volume doubling

provided that ip{£,r]) < 1 and 0 < r < R  < 1.
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B Jum p intensities and transition  func
tion estim ates

B .l  E stim ates for the Cauchy process

Let /  be the Bernstein function f ( x )  = x a , 0 < a  < 1, with the integral representation

n  f°°
^ x ) = f (1 - e - sx) s ~ a- l ds.  r ( i  ck) ./o+

Then it follows for the continuous negative definite function £ / ( |£ |2) that

lei2"
a

F (I

F(1

, p o o

/  (1 — ^ s - a - ' d s
~ a ) J 0+

- — - [  f  (1 — e~%v̂ )(47r.s,)_n/ 2e_ 'L̂ “ d y s ~ a ~1ds ~ a ) J0+ ilR"

-— - f  (1 — e~ly'^) [  (Airs)~n/ 2e~̂ ~*r  .s-a_1 d.sd,y .-  a)  Jr» Jo+
a

r(T
_ k llusing the Fourier transform of (47rs) n/ 2e being equal to e . Therefore, ^>(£) =  / ( |£ |2) 

has the form i/>(£) =  / Rn(l -  e~iy m (\y\2) dy with

m(|y |2) =  ___ - ___  [ ° ° ( 4 n s ) - n / 2 e - h£  -  — =  a 4 a r ( f  +  Q) -----1-----
m  } T(1 -  a) JQ+ { ’ 50+1 tr"/s T(1 -  a )  |y |"+2" ’

and hence the symmetric kernel J  is given by

,2, a  4a T ( f + Q )
=  n m (\x -  y I ) =2 ' 27Tn/2r ( l  -  a) \x -  y\n+2a '

As we are especially interested in the case a  =  the kernel used for the com putations reads as

„  \ F ( f  +  i )  1
1 , W _ 2 W T ( J )  | x - y | - + i  •

In order to compute J { x , y) and the heat kernel estimate for pt(x, y) according to [13] we need the
volume of the open ball with respect to the metric ip. Note th a t due to translation invariance we
ha.ve the equality

A{n)(B^ (y , ip1/2(x -  y))) =  A(n)(5 ^ (0 , R))

when setting y =  0 and ip1/2(x) — R. Hence, the two-sided estim ate (1.8) in [13] and also the 
uniform volume doubling assumption (1.7) are satisfied in our case. More precisely, we are able to 
reduce the computation of the volume of B ^ to that of the unit ball centred at the origin in the 
Euclidean space by

A<">(B*(0,fl)) =  B “/”A<")(Bm(0,1)) =  R"'" r { WJ l p  =  1 / - 1(B2)]“/T ( | ( ] 1)

127
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with the Bernstein function f [ x )  = x a . Using this we determine the function 0 (see p. 280 in [13]) 
as

0(i/,1/2(:r — y)) =
\ ( n) (B^(y , ip l/2(x -  y ) ) ) J {x , y )

2 c iT ( f  +  l ) r ( l  -  a ) \x — y|(n+2a)/2 
a  4a +  a)  ( / -1 o ip),L/2(x -  y)

Ci \x — y\n+2a

with

K1

«1 ( / -1 ° '0)1/2(^ -  y) 

a 4 a r ( f  +  a)
2 T ( f +  l ) r ( l - a )  ‘

Note tha t with |x — p| =  ( f ~ x o ipy/2(x -  y) we can rewrite this as

0 (0 1/2 (x - y ) )  =
ci

«i \ x  -  y|2a

and solve
, c1 ( / - 1( l) ) (n+2°>^

^  ’ Kl ( /-> (1 ))" /2

with respect to ci which gives the normalising constant ci =  K\ [ / - 1 (l) ] - “ , which ensures tha t 0 
satisfies the conditions 0(0) =  0 and 0(1) =  1.

In order to visualise the estimate

Pt{ > y ) ^  ^ \ (n)(BV(x, 0 - 1 (£) ) )  A(nl(S^(x','01/ 2(xi — y ) ) )  0(,01/2(a‘— y)))   ̂ ^

with C  ^  1 as provided in [13], p. 282, we restrict ourselves to a  =  | ,  i.e. p is the transition 
function

pt (x,u) = r  ^  12 2y 7r ( |x  — y\2 + i2)(n+i)/2 ■

Using the definition of J  note that

_________________ t_________________  _  t J (x ,  y)
A(n)(B^, (y,ip1/2(x -  y)))(p('ip1/2(x -  y)) ci

hence we arrive at (B .l) having the form

Now it is possible to determine the constant C  ^  1 such tha t the inequality holds pointwise for all 
x, y € Mn and t >  0.

B.2 E stim ates for the relativistic sym m etric stable process

Let /  be the Bernstein function f ( x )  =  (x +  m 2)1/2 — m, m  > 0, with the integral representation

1 r°° a ,
f W  = ^ r r J  { l - e - s* )e ~sm s ~ U s .

\2) J0+
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Then the continuous negative definite function '02(0 in (3-17) is of the form £ ■—> / ( |£ |2) f°r which 
we can derive its integral form as

i r°°
M O  =  ^TTT /  ( l - e - K I 2) e - ™ V ^ d . ?

2 1 J 0+

1 pOO p 2
=  — -r- /  /  (1 -  e - ^ )  (4tts ) -n /2e - ^ e - sm2d y s - 3/2ds

2 r ( i )  J0+ n  ’

=  — -y- [  (1 — e~iy 0  [  (47TS)- "/2 e~ ^  e_5m s~ 3̂ 2dsdy  
2 T ( i ) J Rr.{ V o + V '

by using the inverse Fourier transform of e~s^ 2. Thus, 0 2 (0  can be expressed in the integral form 
^ 2(0  =  / Rn( 1 -  e~ly'^) m(\y\2) dy with

1 poo 2
m ( \y \ 2) =  TFTM /  (47rs)_T>/2e~ «■ e“sm2 s~3/2ds

2 i ( 2J */o+

_ i „ _ « ± i  «±i K * ± ± ( m \y\)= 7T 2 2 2 7T 2 m  2  2 „ , .------ .
M 2

This implies for the symmetric kernel

_ . . 1 .1 |2n 1 . n±i / ^ « ± l ( m |l - l / | )
=  7: m (|x  — y| ) =  „ (2tt) 2 m 2  3-------   .

z  z  | x  _  2

For the computation of the estimate for the transition function we need the volume of the ball 
B ^ (y ,0 1/,2(:r -  y)) with respect to the metric 0 1(/2 centred at the point y G Rn , with fixed radius 
0 1/2 {x — y). Again, due to translation invariance of the metric we may shift the ball to the origin 
and set 0 1//2(x) =  R. Then it follows

A<”>(B*(0, ft)) = ((fl2 + mf  -  m2)"/2 A<”>(B"(0,1)) = ( / - ‘(fl2))"'" f n f y T j  ■

where /  is the Bernstein function given above. For the doubling constant com putation, see Example 
A.24 in Appendix A. We determine the function 0 as

0 (0 1/2(x _ y)) =
C2

A(^)(B^'(y,01/2(x -  y))) J {x ,y )  

C2  \x -  y|
(B.2)

«2 ( / _1(^ (^  -  y)))1/2(x -  y) Kz±* ( m \ x  -  y |)

where «2 is given by

1  H±JL _ I L + 1  2 ± 1  7T ^  m “ 2 ^
« 2  =  -  2  2 7r 2 m

2 r(f + 1) 2^ + ' V?r(f + 1) '
At this point we choose C2 such th a t 0(1) =  1. Note that |x| =  f ~ 1(-ip(x))^2, which we use to solve

1 = 6( l \  =  C 2/~1( 1 ) ^
K ' «2 / - ' ( I ) " 72 ( m / - 1( l ) 1/2)

with respect to C2- This yields

C2 =  ( m / _1( l ) 1//2)

as the normalising constant. However, the function 0 as determined in (B.2) does not satisfy 
0(0) = 0, but limt_>0+ 0 (0  =  0.
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