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#### Abstract

Simulations have been performed of the radial transport of antiprotons in positron plasmas under ambient conditions typical of those used in antihydrogen formation experiments in Penning traps. The simulations were performed using classical trajectories of both antiprotons and surrounding positrons with randomized initial conditions. In addition, friction and fluctuation forces on the antiproton due to interaction with the positron plasma were included. This gives rise to both axial and radial diffusion of the antiprotons at a rate given by the magnetic field, the positron temperature and the plasma density, and the parameter range explored includes at least two values of each. As the antiprotons travel through the positron plasma they undergo repeated cycles of antihydrogen formation and reionization. We find that when these effects are added to the simulations the properties of the radial diffusion alter dramatically, even changing from normal to anomalous diffusion. We attribute this to the azimuthal drift of the antiprotons in the crossed magnetic (from the trap) and electric fields (from the space charge of the plasma). When the antiprotons are neutralised through antihydrogen formation this drift is temporarily interrupted, and the antiproton (carrying a positron) continues in the tangential direction. On average this motion will give an increase of the radial position of the antiproton, relative the trap axis. At low positron plasma temperatures, repeated cycles of antihydrogen formation and destruction are the dominant source of radial (cross magnetic field) transport. On time scales of a few milliseconds (depending on plasma parameters) the antiprotons will reach the edge of the cylindrical plasma, where the radial transport will cease, and thus the antiprotons will accumulate there.
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## 1. Introduction

Antihydrogen $(\overline{\mathrm{H}})$ is nowadays routinely produced in copious quantities by several experiments located at the Antiproton Decelarator at CERN [1]. Recent advances include trapping of antihydrogen atoms in magnetic traps [2-5], the creation of an antihydrogen beam [6,7], a first investigation of its internal structure [8], a rudimentary investigation of its gravitational mass [9], and high-precision measurements of its charge $[10,11]$.

Still, there is a strong desire to be able to produce antihydrogen at lower kinetic energies, which would help to increase the trapping rate, which in turn would make high-precision studies of its properties easier. Typically, out of $10,000: s$ antihydrogen produced in an experimental cycle, less than a handful get trapped. This is due to the difference in energy scale between the charges particles $(\mathrm{eV})$ and the depth of the magnetic trap ( $\sim 0.5 \mathrm{~K}$ for ground-state antihydrogen).

In almost all antihydrogen experiments to date, the charged particles are held in a Penning, or Penning-Malmberg, trap [12-14]. In these the charged particles are collected, manipulated, and mixed to form the anti-atoms. Such traps have a cylindrical geometry, and employ strong magnetic fields
(typically of tesla strength) for radial confinement of the charged species, as the field is directed along the axis of a series of electrodes, with the latter suitably electrically biassed to provide the axial confinement. In this work we shall employ coordinates such that $\hat{\mathbf{z}}$ corresponds to the direction along the axis of the trap, and $\hat{\mathbf{x}}, \hat{\mathbf{y}}$ span the plane perpendicular to the axis. Hence, including only the magnetic field from the Penning trap (i.e., omitting the fields from any magnetic trap present) it has the form $\mathbf{B}=B \hat{\mathbf{z}}$. To date, almost all antihydrogen experiments have involved mixing antiprotons $(\bar{p})$ and positrons $\left(e^{+}\right)$in a so-called nested Penning trap environment [15] in which typical $e^{+}$cloud/plasma temperatures, $T_{e}$, have been below 100 K (though this parameter was not always directly measured) and with densities in the range from $n_{e}=10^{13}$ to $10^{15} \mathrm{~m}^{-3}$. The electric field along the trap axis vanishes, but because of the self-charge of the plasma there is an electric field of the form

$$
\begin{equation*}
\mathbf{E}=\frac{n_{e} e \mathbf{r}}{2 \epsilon_{0}}=E \hat{\mathbf{r}} \tag{1}
\end{equation*}
$$

which is radial, $\mathbf{r}=r \hat{\mathbf{r}}$, in nature with $e$ the elementary charge and $\epsilon_{0}$ the permittivity of free space.
The antihydrogen atoms are formed by letting the $\bar{p}$ :s pass through a trapped plasma of positrons. The dominant formation mechanism is believed to be three-body recombination, as

$$
\begin{equation*}
\bar{p}+e^{+}+e^{+} \rightarrow \overline{\mathrm{H}}^{* *}+e^{+} \tag{2}
\end{equation*}
$$

The anti-atoms formed through reaction 2 are very weakly bound (by of the order of $k_{B} T_{e}$ where their excited nature is denoted by the double-star superscript) [16-18], and are thus strongly influenced by the electric and magnetic fields in the trap. These weakly bound antihydrogen then undergo further collisions with positrons, which may either re-ionize them,

$$
\begin{equation*}
e^{+}+\overline{\mathrm{H}}^{* *} \rightarrow \bar{p}+e^{+}+e^{+}, \tag{3}
\end{equation*}
$$

or alternatively increase their binding energy, which eventually leads to an anti-atom which is stable against re-ionization by further collisions

$$
\begin{equation*}
e^{+}+\overline{\mathrm{H}}^{* *} \rightarrow \overline{\mathrm{H}}^{*}+e^{+} . \tag{4}
\end{equation*}
$$

## 2. Simulations

A number of authors have performed simulations and theoretical analyses of various aspects of antihydrogen formation, as applied to the experimental situations [19-30], and as summarised by Robicheaux [17]. The methodology used here has previously been described in [18,30], so we give only a very brief outline.

The trajectories of all particles are calculated classically using the full equations of motion, including the interaction with magnetic and electric fields, as well as with other particles present in the simulation. Only a single antiproton is simulated at a time, and the number of positrons present is determined by defining a box which moves with the antiproton, letting positrons enter through the sides of the box at a rate determined by the positron density $n_{e}$, the positron temperature $T_{e}$, and the velocity of the antiproton. When a positron trajectory leaves the box the particle is removed from the simulation. In all simulations reported here, the antiprotons were initiated on the axis of the trap, with a velocity taken randomly from the kinetic distribution characteristic of the temperature of the plasma (i.e. it is assumed that the antiprotons have already thermalised with the positron plasma). Typically 20,000 antiproton trajectories were calculated for each set of parameters, in order to obtain sufficient statistics.

We also include a friction force due to the antiproton interaction with the positron plasma. The same interaction also gives rise to random recoils, which is expressed through a diffusive force with
zero time-average $\langle F(t)\rangle=0$, but non-zero higher-order moments, e.g. $\left\langle F(t)^{2}\right\rangle \neq 0$. The balance between these two forces keeps the antiprotons at the same temperature as the positrons. We use a form for this force taken from [31]. Throughout the simulation we keep track of the radial position $r(t)$ of the antiprotons, where $r=0$ corresponds to the axis of the trap.

## 3. Particle motion in Penning traps

### 3.1 Free particles

The force on a particle with charge $q\left(q=+e\right.$ for $e^{+}: \mathrm{s}$, and $q=-e$ for $\left.\bar{p}: \mathrm{s}\right)$ and mass $M$ within the trap is

$$
\begin{equation*}
\mathbf{F}=q(\mathbf{v} \times \mathbf{B}+\mathbf{E})=M \omega_{c}\left(v_{x} \hat{\mathbf{y}}-v_{y} \hat{\mathbf{x}}\right)+M \frac{q}{e} \frac{\omega_{\mathrm{pl}}^{2}}{2}(x \hat{\mathbf{x}}+y \hat{\mathbf{y}}) \tag{5}
\end{equation*}
$$

where $\mathbf{v}$ is the velocity of the particle, and with

$$
\begin{equation*}
\omega_{c}=-\frac{q B}{M} \tag{6}
\end{equation*}
$$

its cyclotron frequency, and

$$
\begin{equation*}
\omega_{\mathrm{pl}}=\sqrt{\frac{e^{2} n_{e}}{M \epsilon_{0}}} \tag{7}
\end{equation*}
$$

the plasma frequency. The equations of motion have two solutions,

$$
\begin{equation*}
\Omega_{ \pm}=\frac{\omega_{c}}{2}\left[1 \pm \sqrt{1+2 \frac{q}{e} \frac{\omega_{\mathrm{pl}}^{2}}{\omega_{c}^{2}}}\right] \tag{8}
\end{equation*}
$$

That is, in the plane perpendicular to the magnetic field, the motion of the particle will be the superposition of two circular motions with the frequencies above. For typical experimental parameters $\omega_{c} \gg \omega_{\mathrm{pl}}$, and the radius of the $\Omega_{+}$motion is much smaller than that of the $\Omega_{-}$motion. That means that the trajectory of the particle is to the leading order approximation a rapid circular motion with frequency $\Omega_{+} \simeq \omega_{c}$, i.e. the cyclotron motion, superposed on a much slower orbit with frequency

$$
\begin{equation*}
\Omega_{-} \simeq \frac{q}{e} \frac{\omega_{\mathrm{pl}}^{2}}{2 \omega_{c}}=-\frac{e n_{e}}{2 \epsilon_{0} B}=-\frac{E}{B} \frac{1}{r} \tag{9}
\end{equation*}
$$

around the axis of the trap. Note that to leading order $\Omega_{-}$is independent of $q$ and $M$. Hence, when the condition $\omega_{c} \gg \omega_{\mathrm{pl}}$ is satisfied, positrons and antiprotons will slowly co-rotate with the same velocity. The temperature of the particles is then defined by the energy stored in the respective cyclotron motions relative this rotating frame of reference. This rotation will, however, add to the kinetic energy of the antiprotons in the laboratory frame. Antihydrogen formed by the reaction 2 will to a very good approximation inherit its kinetic energy from the antiproton. Thus, in order to form trappable antihydrogen, this motion should be minimised. One way to do this is to reduce $\Omega_{-}$through the plasma density $n_{e}$, or by increasing $B$. However, both quantities have practical limitations. (In the case of $n_{e}$ due to the three-body formation rate, which is proportional to $n_{e}^{2}$.) Another way to reduce the speed $v_{T}=\Omega_{-} r$ of this motion is to keep the antiprotons close to the trap axis. Therefore, effects leading to radial drift of antiprotons, such as the mechanisms investigated in this article, are undesirable.

Examining the condition of validity for this approximation we find that $\omega_{c} \gg \omega_{\mathrm{pl}}$ entails that (for the antiproton mass)

$$
\begin{equation*}
\frac{B}{1 \mathrm{~T}} \gg 0.04 \sqrt{\frac{n_{e}}{10^{13} \mathrm{~m}^{-3}}}, \tag{10}
\end{equation*}
$$

meaning that for very high densities and $\sim$ Tesla magnetic fields this approximation will not hold. As an example, $n_{e}=10^{15} \mathrm{~m}^{-3}$, and $B=1 \mathrm{~T}$ gives $\omega_{\mathrm{pl}} / \omega_{c} \simeq 0.4$. Expanding equation (8) to next order we find that the relative leading correction is $-\omega_{\mathrm{pl}}^{2} /\left(2 \omega_{c}^{2}\right)$, i.e. for the numbers above $\sim-8 \%$. In contrast, for the positrons, owing to their lighter mass, the corresponding correction is negligible. Thus, in the frame of the positrons the antiprotons will be rotating with a speed $-\omega_{\mathrm{pl}}^{4} r /\left(4 \omega_{c}^{3}\right)$, where $r$ is the radial position in the trap. If this mismatch between the speeds is small enough the positrons are likely to drag the antiprotons with them, because of the interaction between the particles. However, if the mismatch is too large it is likely that the rate of antihydrogen formation is reduced. In order to avoid these rather complicated effects, we have limited our simulations to positron densities $n_{e} \leq 10^{15} \mathrm{~m}^{-3}$. However, at the largest densities investigated we find some small anomalies, which we tentatively attribute to this effect. This will be the subject of further investigation.


Fig. 1. Time evolution of the average radial position of the antiproton, including the thermal diffusion. The positron densities are $n_{e}=10^{13} \mathrm{~m}^{-3}$ (top left), $n_{e}=5 \times 10^{13} \mathrm{~m}^{-3}$ (top right), $n_{e}=10^{14} \mathrm{~m}^{-3}$ (bottom left), and $n_{e}=5 \times 10^{14} \mathrm{~m}^{-3}$ (bottom right). Symbols: $T_{e}=30 \mathrm{~K}, B=1 \mathrm{~T}$ (crosses), $T_{e}=15 \mathrm{~K}, B=1 \mathrm{~T}$ (squares), $T_{e}=30 \mathrm{~K}, B=3 \mathrm{~T}$ (circles), and $T_{e}=15 \mathrm{~K}, B=3 \mathrm{~T}$ (plusses).

In the co-rotating frame the antiprotons will collide with positrons. From each collision the trajectory of the antiproton will be randomly perturbed, leading to a radial diffusion dependent on temperature. This diffusion is strongly counteracted by the pinning of the charged particles to the magnetic field lines. We have performed a number of simulations of this "thermal diffusion", some of the results can be found in figure 1 . We find that the time evolution can be very well fitted to the form $\left\langle\left(r(t)-r(0)^{2}\right\rangle=2 D t\right.$, where $D$ is a diffusion coefficient, as is characteristic of Brownian motion. We find that the rate of diffusion grows with density, and slightly with temperature, as would be expected. The main effect, though, is that radial thermal diffusion is much less significant for larger magnetic fields. This is clearly an effect of a harder pinning of the charged particles to the magnetic field lines.

The corresponding diffusion coefficients as a function of positron density $n_{e}$ are displayed in


Fig. 2. Diffusion coefficients as a function of positron density for different positron temperatures and magnetic fields: $T_{e}=30 \mathrm{~K}, B=1 \mathrm{~T}$ (crosses), $T_{e}=15 \mathrm{~K}, B=1 \mathrm{~T}$ (squares), $T_{e}=30 \mathrm{~K}, B=3 \mathrm{~T}$ (circles), and $T_{e}=15 \mathrm{~K}, B=3 \mathrm{~T}$ (plusses).
figure 2 . We find that for all sets of parameters the density dependence is well fitted by $D \propto n_{e}^{a}$, with $a$ taking values between 0.64 and 0.69 . Finally, the diffusion coefficient over a more extended range of temperatures is plotted in figure 3, for the parameters $n_{e}=10^{15} \mathrm{~m}^{-3}$, and $B=3 \mathrm{~T}$. We find that the data points up to 30 K are well fitted by the expression $D=0.0125 T^{0.66}$.

### 3.2 Effects from antihydrogen formation

We now add the possibility of antihydrogen formation through the reaction 2 . This means that the antiprotons will cycle between their bare charged state, and a neutral state inside an antihydrogen atom. On rare occasions the antihydrogen will become deeply bound, and hence drift more or less unperturbed out from the positron plasma, where it may either be detected as it hits the surrounding electrodes, or trapped, if a magnetic trap is present and its kinetic energy small enough. While charged the antiprotons will follow the circular motions described above. However, when neutralised the antiproton will not feel the magnetic or electric forces, but will continue in a straight trajectory, with a velocity close to the antiproton velocity before formation. As described above this velocity is the combination of a thermal cyclotron motion and a rotation around the trap axis. While the former is random in direction, the latter will for a given radius $r$ in the trap, always give an added tangential component to the velocity with speed $v_{T}$.

While the antiproton is bound inside an antihydrogen it may therefore "jump" to a different trap radius. We define the jump length $\Delta r$ as the difference between the radial position when the antihydrogen is ionised and that at which it was formed. If there is only the thermal motion the distribution of such jumps will be symmetric around $\Delta r=0$, but the addition of $v_{T}$ in the tangential direction produces a bias towards $\Delta r>0$. Simulated distributions of such jumps are shown in figure


Fig. 3. Diffusion coefficients as a function of positron temperature, the density is $n_{e}=10^{15} \mathrm{~m}^{-3}$, and the magnetic field $B=3 \mathrm{~T}$. The line is a fit (see text).

4, for two different densities. It is clear that there is a bias towards $\Delta r>0$. For the lower density there is a clearly visible tail extending to large jumps in the positive direction.

It turns out that this long-range tail makes the distribution of jumps non-normalisable. In terms of the simulations that means that we cannot form an ensemble average of $r(t)$, because a few very long jumps will distort the average. We therefore introduce a cut-off radius $r_{c}=1 \mathrm{~mm}$. Any antiproton, bare or bound in antihydrogen, which passes this radius is removed from the simulation, and $\langle r(t)\rangle$ is formed only from antiprotons with $r(t)<r_{c}$. This means that $\langle r(t)\rangle$ may approach, but never pass $r_{c}$. It also means that as $t$ increases the average will be formed by fewer antiprotons, leading to increasing statistical uncertainty. Physically, $r_{c}$ can be thought of as the radius of the positron plasma.

Our final results, including both the thermal diffusion and antihydrogen formation, are summarised in figure 5 . We see that while the thermal diffusion depends strongly on the magnetic field, the antihydrogen formation mechanism is much less field-dependent and more temperature dependent (since the antihydrogen formation rate is strongly temperature dependent). At $T_{e}=15 \mathrm{~K}$ and $n_{e}=10^{15} \mathrm{~m}^{-3}$ the average radial position grows to close to $r_{c}$ for both fields, while at $T_{e}=30 \mathrm{~K}$ the average never gets close to this radius within the 2 ms duration of the simulation. For $T_{e}=30 \mathrm{~K}$, $B=3 \mathrm{~T}$ and $n_{e}=10^{13} \mathrm{~m}^{-3}$ we also see that the distribution from the full simulation follows the thermal-only distribution until it suddenly makes a jump around $t \simeq 1.8 \mathrm{~ms}$. This demonstrates how a jump from a single antiproton can strongly affect the average, when the average is small. The discontinuity in the distribution is of course not statistically significant. For all other parameters the radial drift including antihydrogen formation greatly exceeds the thermal-only drift. Another striking difference is that the drift due to antihydrogen formation is ballistic i.e. $\langle r(t)-r(0)\rangle \propto t$, whereas, as pointed out above, for thermal drift $\langle r(t)-r(0)\rangle=0$, while $\sqrt{\left\langle(r(t)-r(0))^{2}\right\rangle} \propto \sqrt{t}$.


Fig. 4. Distribution of jumps in radial position $\Delta r$ of an antiproton, when antihydrogen is formed. Temperature $T_{e}=15 \mathrm{~K}$, magnetic field $B=1 \mathrm{~T}$ and two different densities $n_{e}=10^{15} \mathrm{~m}^{-3}$ (black), and $n_{e}=10^{14} \mathrm{~m}^{-3}$ (red). The central part of the distribution is mainly due to the thermal motion stored in the cyclotron orbits of the antiprotons, which is inherited by the antihydrogen upon formation. It is thus symmetric around zero. The long tail in the positive direction is due to the extra tangential velocity arising from the $\mathbf{E} \times \mathbf{B}$ drift.

## 4. Conclusions

We have found that when antiprotons move through a positron plasma trapped in a Penning trap, they drift towards larger radii. We investigate two mechanisms for this drift, thermal diffusion, and neutralisation. Since the latter has its origin in the process of antihydrogen formation itself, it is unavoidable that it arises in any antihydrogen experiment using this kind of trap. We investigate time scales for these processes, and find that which of the two mechanisms that dominates is strongly parameter dependent. However, as the positron temperature is lowered and density is increased the antihydrogen formation mechanism rapidly grows in importance. In reference [30] we have outlined a simple analytical model to explain this dependence.

We note that experimental observations from the ATHENA experiment have been interpreted as indication of a similar antiproton drift, though arising from a somewhat different mechanism [32].
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