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Abstract

Recently there has been a transformative shift towards engaging with mobile devices
while watching television. Content creators, therefore, wish to create applications
to support these behaviours to provide more engaging multi-device TV. Currently,
their designs do not re�ect the subtle variations in viewer attention, our physiolo-
gical capabilities, or the additional mental e�ort such scenarios imply. We invest-
igate this in two primary ways: by further understanding the current issues faced
by users when dual-screening, and by designing a series of technological interven-
tions for managing cross-device attention. First, we conduct two studies to better
understand the user experience of second screening. Through a large-scale online
questionnaire and a series of interviews we document the problems faced by users
when second screening and how they compensate and mitigate for missing content
when engaging with mobile devices. We then conduct an investigation to explore
the e�ect of dual-screen visual complexity in terms of objective and subjective ex-
perience of participants when exposed to content of varying complexity across
two screens.

For our technological interventions, we �rst investigate how visual complexity
on a mobile device may be varied to account for the perceived complexity of TV
material by loading textual material at varying levels of complexity. We explore the
tradeo� of user autonomy and content creator control by contrasting the e�ects
of users adjusting the complexity themselves, and automatic adjustment around
heuristics. Then, we consider how di�erent audio-visual stimuli may be used to
direct a user’s attention between screens at key moments. Finally, we explore how
we can support users to reduce the switching costs and cognitive e�ort associated
with engaging with cross-device media mirroring unattended visual information
in the experience on an attended screen. Throughout the thesis we show that many
of our interventions are a bene�cial state of the art and form a series of guidelines
for each. The thesis concludes by o�ering an outline of our contributions and a
framework for others to extend our work.
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CHAPTER ONE

Introduction

Emerging technologies can invoke feelings of joy, exuberance and uncertainty, al-

tering many facets of our usage with existing devices as the adoption of new tech-

nologies becomes more prominent. Mobile devices with capacitive touch screens,

such as smartphones and tablets have, in a few short years, transformed the way

we interact with technology and our surroundings. They proliferate and disrupt

almost every commonplace routine, serving as an anchor to our personal digital

worlds, and a handheld portal by which we can seemingly accomplish any typ-

ical computing task, and more. Around our mobile devices sits a myriad of other

technologies which users concurrently engage with. Many of these cross-device

interactions are rich, and well supported; others are of limited success.

One highly prominent, and omnipresent example of mobile devices spreading into

an existing technology context, is the way we watch television accompanied with

mobile devices (see Figure 1). We regularly engage with second screens while

watching programmes, so much so that it has become a part of the living room

landscape, transforming the way we engage with our televisions.

The power of our handheld devices allows us to engage in televised debates through

social media, search characters we see in programmes and keep in touch with our

social networks as the events in the programme unfold. The majority of these inter-

actions are borne from users engaging with mobile devices while watching TV, and

are not designed by the content creators. In such cases, the devices work together

1



2 introduction

in isolation from each other. Of late, however, many broadcasters and application

developers wish to extend this scenario to make television content more engaging,

by creating applications which run in tandem with programmes. Such cross-device

experiences can take the form of time-synchronised tangential information [101],

or even game-like ‘play-along’ aspects (for example, guessing the price of antiques

in a programme about collectables [146]).

a b c

Figure 1: Second screening takes many forms: one may engage with social media

while watching a programme on a mobile device, as in a); read more in-depth

information on a laptop, like in b); or download a dedicated application to get

programme-related information and vote on live events, as in c).

Such cross-device experiences, however, do not take into account the nuances of

human attention, and the pronounced mental e�ort such scenarios require us to

engage with. Previous work in the academic literature suggests that there are some

clear shortfalls in how users’ attention is managed in these cross-device media con-

texts. This is a highly pertinent area of investigation, not only because the second

screen use case is so widespread, but also because this strong increase of people

interacting with devices while watching TV positions it as a potential exemplar

of multi-device interaction, and a context for pushing the frontiers of design for

multi-screen and multi-device contexts.



1.1 second screening and companion content 3

Attention for cross-device content, then, is currently undesigned – broadcasters

and application developers do not have a good understanding of cross-device at-

tention, nor do they have any tools or techniques to consider its design. Therefore,

in this thesis, we aim to understand and design attention for multi-device media, to-

wards fostering more harmonious experiences in which the content streams (TV or

personal device) are complementary. Invoked by the shortcomings of the use cases

outlined by the literature, we conduct empirical studies to understand the object-

ive and subjective impact of the dual-screen use case; then, design interventions

to allow designers to consider how they may compensate for such phenomena.

We investigate interventions, which give users varying control over their exper-

ience empirically from a qualitative and quantitative view, to explore their costs

and bene�ts, and outline design guidelines for cross-device media.

1.1 second screening and companion content

Since the middle of the 21st century, the television has become a focal point of the

modern home, often serving as a centre piece, and a shared focus for families to

gather around to unwind and re�ect on their day. Even now, in the smartest of

homes, its fundamental component (a large shared display for video consumption)

normally remains a centre-point of our living rooms, albeit in a more internet-

enabled way.

The large uptake of mobile devices in the living room has seen a large diversity of

second screen interactions, which are mixed in terms of how related they are to the

programme at hand. Rooksby et al. [122] and D’heer et al. [37], when studying how

people use their mobile devices while watching television, found that their usage

is highly complex and nuanced – sometimes totally unrelated to the programme;
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sometimes totally related; often a mixture of both. The mobile device is highly

personal and requires highly focused attention – Holz et al. [67] when studying

how users use their second devices while watching television found that the device

often acts as the primary screen, and the users tend to focus on this, switching back

to the television when it piques their attention.

Statistics show that a signi�cant proportion of television viewing is accompan-

ied by mobile device usage. In fact, this is quickly becoming one of the most

ubiquitous multi-device use cases. A recent (2015) report suggests that 87% of

US consumers engage with second screens while watching television [90]. This

statistic appears to show growth since Google’s 2012 consumer study [54], which

found this �gure to be 77%,and that this was predominantly smartphones (49%)

and laptops/PCs (34%).

Though in many cases the digital worlds are disparate and unrelated, and users

engage with material totally unrelated to the programme, much content browsing

is also related to the television. The previously mentioned Google report, for in-

stance, suggests that 22% of simultaneous use is complementary – typically with

a tablet (40%) or a smartphone (38%) [54]. Such interactions have their origins in

the early days of television – we have always liked to get involved with the events

on screen. Viewer-television interactions, such as phone-ins and letter, have now

been pushed into the digital age. They manifest as re�ections of their former selves

through digital mediums such as social media, people tweeting along with live de-

bates, for example. Now, in more recent times, this explosion of internet-equipped,

interactive, powerful devices into our living rooms has borne new exiting ways for

content creators to support these behaviours in real time.
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To extend such second screen behaviours, many popular programmes now have an

associated second screen app, which is designed to run alongside the programme,

allowing for real time feedback and interaction with a live programme. Viewer be-

haviours, such as interacting with social media while watching television are now

increasingly supported by dedicated second screen application, designed either

by the broadcaster or by an independent application developer. Such applications

allow for the extension of their second screen engagement – for instance, the Bri-

tain’s Got Talent Application allowed users to play-along with on-line events [112]

– vote o� acts, and join in polls – behaviours once enabled through social media.

Essentially, such applications lower the cost of the user searching for speci�c on-

line content by providing information or content when relevant – be it the pre-

viously mentioned viewer-programme interaction, or simply relevant trivia and

programme-related materials (c.f. in the Breaking Bad Story Sync app [101]) to

allow a user to better frame the programme.

1.2 the challenges of cross-device experiences

When a user engages with a second screen while watching television – be it driven

by a second screen application, or by individual query – there are a number of UX

(user experience) bottlenecks. The ergonomics of the use case, for instance, gen-

erally suggest that when the user is engaging with their mobile device, they are

typically gazing downwards into their laps – monitoring the audio feed of the tele-

vision. In addition, the simultaneous perception of auditory and textual informa-

tion is, due to the way we process information, highly problematic [123]. In second

screen scenarios users tend to switch attention, as opposed to dividing between

both screens. Typically, users rest the device on their lap, in their peripheral –



6 introduction

creating a visual congruence between the foci. This means they must constantly

check the mobile device for new content when focusing on the TV, and monitor

the auditory stream of the TV for points that pique their interest.

Much research of late has outlined the heightened attention required to engage

with the multiple attention streams – Basapur et al. [10] for instance, note when

trailing a companion application in a deployment that such applications very much

support ‘active TV’ – that they are quite cognitively involving and perhaps some-

thing that someone would not use to ‘unwind’. Similarly, this notion of informa-

tion overload was observed by Geerts et al. [53] who found that viewers were often

overwhelmed with the stimuli, and had to return to it later when the pace of the

main programme had slowed down (and, therefore, when the companion material

had become less relevant).

The way the users’ attention is managed is a key driver in much of the HCI research

around this �eld of late – for example, recent studies by Holmes et al. [66] and

Brown et al. [23] has looked to investigate how cross device attention is managed

by a user in a given scenario. Much of this research, which we study in more detail

in the background of this thesis (Chapter 2), suggests strong attention constraints

to this scenario, which are not yet understood or considered. In order to make

multiple displays truly complementary, we believe that it is essential to understand

how to design for the likely patterns of attention distribution between the foci of

the two (or more) screens. The focus of this thesis, then, is to better understand

the attention constraints of inter-device media, using this information to enhance

the design of cross-device attention through interventions and informed design of

second screen content.
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1.3 research context and author contribution

This PhD research was supported by BBC R&D User Experience Research Partner-

ship (UXRP) and co-supervised by a senior researcher working at the department.

As such, much of the work presented in this thesis is – though driven by literature

and the HCI community – also informed by content designers and researchers at

the BBC. A core research theme of the UXRP was to consider the “User Experience

for the New Broadcasting System”.

The work at the BBC had (prior to this PhD’s commencement) mostly focused on

understanding dual-screen attention for cross device experiences (c.f the work of

Brown et al. [23]). Here, we saw a strong opportunity to extend this work, ulti-

mately framed and facilitated in the BBC’s broader context of object-based broad-

casting (OBB) (see [6]) and multi-device interactive experiences. We were, then,

given a highly broad remit to collaborate and given access to the rich perspectives

of the BBC to drive forward academic research.

All work presented in this thesis was undertaken by the thesis author under the

guidance of two primary supervisors: ideation, creation of software prototypes,

study design, study running, data analysis and writing. Studies presented in this

thesis were conducted within the ethics framework of Swansea University Com-

puter Science Department (see Appendix F for consent forms and participants’ Bill

of Rights). All other noted work is properly cited through references. All assistance

and other publications associated with the work are noted in the front matter of

this thesis.
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1.4 structure and thesis contributions

This thesis consists of �ve main contributing chapters. In the �rst we frame the

issues relating to the second screen use case more thoroughly. Then, in the re-

maining four contributing chapters, we explore understanding and designing cross

device attention. In chapters 4 and 5 we consider how we may better understand

the ways users divide their attention between devices, towards designing more

e�ective content and systems. Then, in chapters 5, 6 and 7 we consider how one

may design user attention by intervening in the way they distribute their attention,

exploring the autonomy of cross-device focus each method a�ords them.

The contributions of this thesis include empirical investigations of current phe-

nomena, implementation and validation of novel technological interventions, new

methodological insight, and detailed design guidelines from empirical studies.

We �rst outline the research agenda of this thesis by considering the related work

in Chapter 2. We explore the initial concepts to inform the reader and situate the

work, outlining some of the current open questions. Then, we, in Chapter 3, de-

scribe and justify the methodology undertaken in this thesis, framed with the key

research questions we investigate.

In Chapter 4, we extend previous studies of attention by exploring users’ current

experiences of managing their attention across multiple screens through a large-

scale online questionnaire, then frame our �ndings, by exploring these phenom-

ena through exploratory interviews with second screeners. The �ndings in this

chapter allow us to outline the key drivers behind cross-device attention overload,

from the perspective of users’ re�ections, and therefore make some broad, general

conclusions with regards to the experiences of participants, and outline some po-
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tential guidelines from their comments. Our �ndings in particular give advice to

broadcasters and application developers on designing for particular content types

(i.e., genres), and provide a series of ‘viewer types’ around which to design their

content, as evidenced by our extensive data collection and analysis.

In Chapter 5, motivated and shaped by the knowledge gained in the previous

chapter, we conduct an extensive investigation into how changing the complex-

ity of second screen materials a�ects the objective and subjective experiences of

participants. We conduct an empirical study with participants in the presence of

varying tablet complexity. By changing second screen complexity using standard-

ised metrics, we present data to support the e�ective design of textual and graph-

ical content for cross-device media.

Further, we also explore the subjective e�ect of the interaction of multiple inform-

ation streams (i.e. the television and the tablet), and by doing so homing in on a

set of heuristics for when best to present second screen content of a given com-

plexity during a television programme. These heuristics, we suggest, can be used

to allow designers to better consider the e�ect of certain television materials, and

give some broad guidelines with regards to the appropriate textual and graphical

complexity of second screen material.

In Chapter 6 we explore how the aforementioned heuristics of complex television

can be used to control for dual-screen complexity. We explore, though the adap-

tion of complexity on a second screen, the e�cacy of ‘curating’ second screen

complexity to the television material, based around the heuristics in the previous

study. We conduct an empirical study of complexity curation by comparing this

to a randomised baseline, and a case in which the participants can adapt the com-



10 introduction

plexity themselves. By curating the complexity to our heuristics, we determine

the e�cacy of both our heuristics in general, and of the e�ect of curating materi-

als compared to allowing users to manually adapt the complexity of the material.

Then, by comparing this to the case in which the users can adapt the complexity of

the material, we shed light on the e�ect of giving the users the autonomy of their

own attention management.

In Chapter 7 we consider in more depth the control a user has of their attention,

and how we can a�ect it in a cross-device media scenario, by giving the creator of

the content a set of tools to mediate attention between devices. We conduct an em-

pirical study to determine the e�ect of embedding various stimuli in a television

programme, or in a tablet experience. We outline in this chapter how di�erent

methods of embedding stimuli in an experience, such as audio and visual noti�c-

ations, can be implemented as design levers by practitioners towards the desired

attention distribution, from an objective and a subjective perspective. We provide

guidelines for initiating quick attendance, as opposed to methods in which the

users may want to defer their attendance to the unattended screen.

In Chapter 8 we explore display commonalities – the mirroring of one content

stream (e.g., TV material or second screen content) within the other. We evalu-

ate this design space with professional broadcast practitioners, and then conduct

an empirical investigation to determine the impact of the most successful meth-

ods towards understanding their impact, and designing towards positive UX with

multi-device scenarios. Our �ndings invoke developers of cross device media to

consider using such techniques, and give them design guidelines to do so for com-

panion content, and a free browsing of the web context.
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To �nalise the thesis, in Chapter 9 we outline some general discussions of the

thesis, outline the limitations of the thesis and conclude by discussing how our

work can be extended and embellished as the technologies and knowledge in this

area grows.





CHAPTER TWO

Background

In this chapter we consider the key work in the area so that we may better situ-

ate our research, which seeks to more completely understand, and enhance the

design of, technology for cross-device television experiences. It is important to un-

derstand the origins of the second screen use case, so that we may better explore

how it came about, and what it a�ords users. We �rst consider the origins of multi-

device contexts, re�ning our scope to consider the recent emergence of second

screening. By framing our scenario, and di�erentiating it from other cross-device

and cross-screen scenarios, we then consider how mobile devices have dramatic-

ally transformed the television watching experience.

Taking a step back, we then consider the environments in which these interac-

tions take place, and the potential technological enablers behind this – looking at

the most recent developments for cross-device experiences. We then discuss what

these technologies allow in way of ‘intentional’ second screen experiences. By dis-

cussing currently available publicly distributed applications, and those developed

as research probes we then examine the existing research.

2.1 multi-display contexts

Multi-monitor computing originates from a need to increase display space to view

more information. Early multi-display systems were devised to concurrently view

detailed pieces of information. Patents from the late 1970s suggest that engineers

and scientists required more display space to view their data [15, 34], and therefore

13
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sought to increase their screen real estate by supplementing their cathode ray tube

(CRT) displays with additional CRTs by their side.

Display

Bezel

Control surfaces

Figure 2:When requiring additional screen space, an obvious solution for scientists

was to �nd ways of logically extending their current systems. Therefore, instead

of simply making higher resolution monitors, they added additional screens to

their workspace. The advantage of this is the fact that multiple instances of a

screen allows us to better partition between di�erent sets of data. Such worksta-

tions were typically bound by the limitations of the time – for example, the large

bezels between the displays. Image replicated from associated patent [34].

Much human factors work has explored the e�ect of monitoring multiple displays

in control tasks, for example, in stock trading [62], nuclear power plant control

rooms[13] and air tra�c control centres [88]. Researchers have extensively studied

how air tra�c controllers (ATCs) engage with multi-screen contexts to better man-

age their workload, towards optimal design of the display space for such a high-

concentration and time-critical task [88, 99]. Lokhande and Reynolds [88] study

the gaze of ATCs, exploring the way they switch their focus between the �ight

data manager, the tower information system and the camera monitoring the run-

way.
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This division of attention between screens and tasks is also explored extensively in

non work-focused contexts. Karsenti and Fievez consider the impact of the tablet

computer on the classroom [76]. In a study with 6000 children in the classroom

they consider the impact of the tablet computer on learning in the classroom. While

their key recommendations outline many positives of the tablets on the learning

experience, they also allude to many potential risks around the distractions such an

information-rich device introduces. Their �ndings are in accord with results from a

2013 study by Risko et al. [118], which surface the increased cost of engaging with

non-lecture related materials on a device, in terms of attention and retention of

lecture material. Such observations are akin to focusing on a mobile while driving.

Driving and engaging with a device has been shown to dramatically slow reactions,

reduce awareness and make drivers much more inclined to take risks [39].

Over time, as computing capabilities have risen, and costs have fallen, multi-display

contexts have become ubiquitous in information-rich, o�ce-work contexts. As dis-

cussed by Grudin [57], such uses of display arrangement allow us to divide our

screen real-estate with the physical bezels around the two screens separating them

in the middle,allowing us to split our work across screens in a multitude of ways.

Grudin’s study found that additional monitors are normally used for secondary

activities, and for peripheral awareness of content which is not the main focus

of the user. For instance, one of Grudin’s participants notes that instead of click-

ing a mouse to cycle through windows to view a calendar, one can simply keep a

calendar visible and instantly accessible in peripheral vision [57].

Most vitally, Grudin alludes to the way that second monitors are not generally

viewed as just ‘additional space’, but a partition to physically distribute work across
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and take advantage of our rich 3D spatial cognition capabilities; providing more

added value than a singular, larger screen would.

2.1.1 Peripheral and Ambient Displays

We may use a ‘secondary monitor’ to support more passive secondary tasks, and

a ‘primary monitor’ for focusing on the speci�c task at hand, for example. Work

looking at how we can use a secondary display to monitor a background task has

been explored extensively in the HCI literature.

Most of this work focuses around monitoring of tasks, for example through changes

in ambient lighting (as in the work of Matthews et al. [94]), and by providing peri-

pheral information to a task through simple graphical scenes on a small peripheral

display (c.f. the InfoCanvas project [102]). Some early work by Wisneski et al. [148]

also looked into how an environment may be enhanced by assimilating ambient,

information-rich displays into our environment.

Multi-display contexts have now extended from the more practical, productivity-

focused endeavours, to media and arts to provide experiences. Utilising the physical

partition between the digital worlds, and the increasing computing power and in-

teraction capabilities of mobile devices, to enhance realism, control, and to foster

a more tangible sense of space. However, though the bezels may have shrunk

in these living room entertainment contexts, the distance between them has in-

creased, creating two separate digital bubbles. Before considering this scenario

deeper, however, we take a step back to consider multi-device computing, and the

origins of multi-screen TV to evaluate the drivers behind such cross-device media

contexts.
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2.1.2 Multi-Device Computing

Related to, but distinct from multi-screen environments, are multi-device systems,

which involve computing experiences that span two or more devices. The focus

of this thesis – multi-device media – is an clear manifestation of the latter. The

ultimate goal of multi-device computing is in step with Weiser’s 1991 vision of

ubiquitous computing [144], wherein computers cease to act as single entities, but

as one:

“Prototype tabs, pads and boards are just the beginning of ubiquitous com-

puting. The real power of the concept emerges from the interaction of all

of them.” [145]

However, there is no device which allows us to do everything e�ectively – we

normally rely of the a�ordances of certain devices for given tasks. For instance,

in a �eld study of multi-device work�ows, Santosa and Wigdor [124] found that

devices’ form factors and capabilities are exploited in suitable tasks, for example

many of their study participants used their mobile to monitor emails, switching

to their mail client on their personal computer when a call to action was initi-

ated.

Such diverse usage introduces some interesting challenges around how we can

create uni�ed experiences with this multitude of devices. Dearman and Pierce’s

2008 paper “It’s on my other computer!” [35] makes evident the problems around

multi-device computing, mostly around continuity between tasks on devices, the

roles assigned to each device and sharing information between their devices. More

recently, since the explosion of capacitive touch-screen mobile devices this has be-

come an increasingly important domain of research, with Sheridan et al. [127]
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arguing that the smartphone is now indeed the ubiquitous input device. With the

increase in computing power and the dawn of cloud computing, many cross-device

use cases are now being supported. Apple, for instance, o�er Continuity1 – a ser-

vice which allows all major services on one’s devices to be integrated, for example

to be noti�ed and reply to a message on both mobile device and desktop.

Towards unifying cross-device experiences, much HCI research of late has focused

on device-agnostic, multi-device applications. Pearson et al., for instance, express

the importance of cross-device consistency in their work on collaborative read-

ing of documents [111]. Such design principles are re�ected in many popular col-

laborative document applications, such as Google Docs2, which allows users to

share and edit documents in real time. In terms of providing cross-device inter-

faces, much recent work has more focused on using web technologies to distribute

UIs across multiple screens [149], and explore methods to a�ord the user(s) the

possibility of sharing real-time dynamic media across many devices [81].

2.1.3 Origins of Multi-Screen TV

Before discussing the work on second screening, we a step back from technology

and consider the origins of the second screen case: what preceded it; the funda-

mental behaviours it supports; and, how it has, in a few short years, become one

of the most common multi-device use cases.

It could be argued that second screen use case is a byproduct of our connected, mo-

bile digital world. Our enthusiasm to interact with the digital while watching tele-

vision is an increasingly prevalent behaviour that is transforming modern media.

1 Apple’s Continuity: http://www.apple.com/uk/macos/continuity/
2 Google Docs: https://www.google.co.uk/docs/about/
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We are passive in the television experience; it requires little for us to engage with

the content, and it demands little from us. Compared to reading, for example, it re-

quires little cognitive e�ort [12]. To read we must investigate line by line, interpret

the semantic information, conceptualise its meaning, and attach this to a mental

audio-visual narrative. With television, there are therefore often lulls in attention,

the opportunity to freely interact with our mobile devices – searching related in-

formation, or engaging with information to keep ourselves stimulated.

This is not to say that the notion of multi-tasking while watching TV is a modern

concept – it most certainly is not. Before digital ubiquity, we �lled the lulls in at-

tention with other side-activities. Previous to this use case attention was divided

in other ways – as noted by Schmitt et al. in 2003 [125], who monitored 50 indi-

viduals over 10 days with cameras, �nding that television viewing was regularly

accompanied by eating, reading, or social interaction.

Before the digital age, many behaviours indicated a need to support television

with additional content. One could argue that pull-outs in magazines, or annuals

oriented around TV programmes were an early case of companion content to en-

rich the experience. Similarly, television and radio audiences have been connecting

with broadcasters since the 1970s through letters, phone-ins, and even real-time

interactive games such as The Golden Shot3. This increasing desire for two-way

interaction between audience and broadcasters has manifested in the digital, and

is closer than ever to being realised.

3 Example of The Golden Shot on YouTube: https://goo.gl/UTVOAJ
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2.1.4 Second Screening

Though there are many other cases where second screens complement another leis-

ure activity (for example, in the world of video games [25, 40]), TV is the primary

focus of the HCI community, and many ethnographic studies document just how

nuanced and far-reaching this use case is. This research has most commonly taken

the form of in-situ studies of second screeners in their homes. Before the smart-

phone, in studies such as that by Bernhaupt et al. [14], it was noted that users reg-

ularly interact with mobile devices as a foreground or background activity while

watching television. Further, Tsekleves et al. [134] saw, in a study with 27 famil-

ies, a strong desirability for the integration of secondary devices and services into

interactive television services that are specialised to speci�c online activities such

as social networks and email.

The proliferation of internet-equipped, interactive devices into our livingroom has,

to some extent, �lled the lulls in attention and our need to interact with content

providers. A 2014 report from OFCOM [107] (the UK’s communications regulator)

suggests that second screen interactions are skyrocketing universally, across all

demographics. There is vast usage of personal devices in the living room, and a

rich set of literature around the HCI for TV community is trying to catch up with

these trends and better understand this use case. D’heer et al. [37], for example,

look at how we consume media on second screens in the everyday context. Further,

Holz et al. [67] set out to understand this behaviour on a minute-by-minute level

to gather a more thorough impression of users’ motivations for device use while

watching TV. By studying the usage of seven families, they were able to infer that

the majority of second screen activities are unrelated to the programme at hand –

only switching focus to the television at key moments. In addition to this work by



2.1 multi-display contexts 21

Holz et al., Vanattenhoven and Geerts [138] further explore how people use second-

screens in front of the television in the home. They worked with 12 households to

record media usage and communication behaviour while watching TV or video.

In general, they found that the majority of the reported second-screen uses were

not related to the broadcast because viewers lost interest in the program. They

propose, to remedy this, that we may be able to use second screen applications

to seize such moments to regain viewers’ attention by providing additional social

media, programme-related material, or further recommendations [138].

Finally, Courtois et al. [31] note a divergence of use in second screeners – those

who focus only on the television; those who combine television with other media

(e.g., laptop, tablet, or print media). They note that, at least in 2012, whilst second

screening is rife for tangential browsing, the potential of second screen apps is

heavily under-utilised, �ndings also reported more recently (2015) by Holz et al. [67].

Over the literature two prominent viewing patterns become apparent: second screen

browsing which is incidental – i.e. users would be doing it regardless of the televi-

sion’s presence; and that which is a direct consequence of their television viewing,

for example, someone searching for an actor they see in a programme – frequently

termed complementary [54, 80] second screening. In this thesis, we focus predom-

inantly on the complementary contexts as these are the situations in which the

users wish to engage with both screens, and indeed the ones the academia and

industry aspire to develop new multi-device experiences for.
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2.2 the infrastructure of the multi-screen home

The notion of the fully connected home is making the vision of this exciting multi-

platform content more realisable. Given that recent reports are indicating that

internet-enabled TVs are now the norm (according to a 2015 survey, internet-enabled

TV penetration is > 50% in the US [55]), and most are connected to a home net-

work, the infrastructure is mostly in place. Therefore, recent work has looked into

how we may integrate such systems into the norm for users – working on creating

standards for content creators to ful�l. There are three key factors when consid-

ering cross-device infrastructure and systems for multi-screen experiences, which

we will now discuss.

Firstly, there is latency – to what extent the content across the devices synchron-

ises across the devices. This is a key area of concern for many multi-device ex-

periences that require temporal synchronisation. For example, with subtitles, it is

vital that the information is synchronised in the order of less than a second [121]

and for experiences with intercrossing visuals and audio even tighter synchronisa-

tion is required (c.f. the synchronised director’s commentary in [70]). Moreover,

low-latency systems are imperative for collocated devices [53], and remote shared

viewing [52]. There are many factors that a�ect inter-device synchrony, most not-

ably the quality of the internet and local network connections of the user.

Secondly there is the setup cost – the amount a user has to work to setup the

experience. This depends largely on whether they need to download specialist

apps, own certain hardware, or need some prior technical knowledge to initiate

the multi-device experience.
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Finally, there is themutability of the content to the device – what devices the content

can adapt to. These are dictated by internet connection and the method for data

distribution. A lot of content nowadays is responsive – such platforms o�er great

�exibility in terms of device capabilities and screen size.

Cross network standards, such as the BBC’s Universal Control API [9] are not yet a

norm. However, this API allows for the control of set-top boxes and similar devices

on a given network, and for all devices on a network to communicate. The BBC

envision that this will enable multi-device orchestrated experiences, and enhanced

interaction potential for viewers [83]. Such standards not only allow for interfacing

for numerous Internet-of-Things (IoT) devices but also has strong implications for

the design of custom interfaces and integrated controllers, with clear bene�ts for

accessibility.

Recent work by Vinayagamoorthy et al. [141] proposes an open communication

standard between Internet-connected TVs and companion screens, over the home

network. This work provides a standardised way to enable this synchronisation

between the TV and any personal device on the home network, which is frame-

accurate. Such work, along with work such as that by Zorrilla et al. [151], which

also looks at a method for synchronous cross-device experiences, may allow for

seamless simultaneous multi-screen video experiences, such as alternate angles of

live footag, with no perception of lag in the near future.

To achieve low setup costs, a great diversity of connection methods have emerged.

For example, audio watermarking (also known as audio �ngerprinting) has been

used by a number of applications to temporally synchronise the device and the

television (e.g. in [67]). Audio watermarking overcomes the complications of client-
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server architecture by simply embedding imperceivable high frequency (>20kHz)

audio cues in a piece of video material. These markers serve as triggers to cue

content on the device, resulting in reasonable synchrony between devices.

Audio watermarking, however, has major shortcomings – most notably inconsist-

encies between devices, poor handling of user interactions, and its proprietary

nature [36]. It has therefore not been widely adopted. Parallel to this, much work

has looked at standards for multi-stream, multi-device media synchronisation (see

[36] for more detail). Due to international standards, such as hbbTV (Hybrid Broad-

cast Broadband TV4), networked synchrony is improving vastly for collocated and

remote shared viewing. This noted, technologies which allow for frame-accurate

synchrony between a device and television are very much still at the research stage

– for example the promising open communication standard proposed by BBC Re-

search and Development [141]. As such technologies become more widely adopted

by broadcasters and developers – driven by a need to provide an experience for

their users – it is likely that such networked experiences o�er a strong future to

cross-device experiences.

2.2.1 Object-Based Broadcasting

Since its inception, TV programmes have been inherently linear and one-way. Es-

sentially, the materials are made in the studio – the video, audio, and additional

assets are produced, and then are mixed together into a �nalised programme and

broadcast as singular linear media items for users to receive at a set time on their

television sets. Conversely, object-based broadcasting, �ips this notion on its head.

OBB extends the now ubiquitous concept of ‘watch on demand’ by allowing each

4 Hybrid Broadcast Broadband TV: https://www.hbbtv.org/
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individual to have a totally unique experience. The process entails gathering each

piece of media, but instead of sending this as an immutable block as before, each

piece is sent individually via the internet. By sending the media elements separ-

ately, it delegates the construction of the material to the ‘other end’. Once received

the programme can be assembled to the user’s needs.
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Figure 3: Object-based broadcasting paradigm, adapted from [91].

By providing content as objects, with associated metadata, we empower users and

developers to encompass a variety of needs. We can not only adapt systems to

cater for di�erent technological setups or for those with physical disabilities [9],

but we can also craft new and exciting media experiences – for example we can

adapt the audio to a football match to the side of our choice [91], or by providing
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responsive [48] renditions of stories – intermixing a story with details about the

listener, by getting information from their social media feeds or by analysing the

user’s browser data [133]. OBB manifests in varying levels of responsiveness [6],

some simple and already realised, and some ambitious and still within the domain

of research. Regardless, the level of adaptability, OBB and similar concepts sugges-

ted by academia and industry, through increasingly connected homes, are a likely

catalyst for cross-device experiences on the home network.

2.2.2 The Increasing Ambiguity of the Second Screen

This thesis focuses on mobile devices, the most ubiquitous manifestation of a second

screen. However, if we can provide content agnostic to device, we can envision ex-

citing new experiences across a myriad of internet-connected screens and devices

– something academia and industry has recently begun to consider. We, therefore,

brie�y consider what a screen can be.

‘Second screening’ [10, 41, 66], ‘dual-screening’ [23], ‘multi-screening’ [140], or

even ‘many-screening’ [4] have become popular terms in the HCI for TV com-

munity. However, for the purpose of this thesis, a signi�cant point of discussion

is what constitutes the second screen. In general, when using the term ‘second

screen’ we normally refer to a tablet computer or other type of mobile device such

as a smartphone. However, we could argue that any display in which we present

visual information alongside some kind of primary screen can be considered a

secondary screen – indeed, including the TV itself. Extensions of the screen [58,

139] through projecting outside of the TV, extending the entire screen to the wall-

paper [65] are examples of how we are constantly trying to ‘think outside the

screen’.
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If we are to take a step back and consider the rich continuum of a what can be

considered a ‘display’, we could be referring to anything from a �at tablet screen, a

deformable UI [120], an ambient Orb [94], a projection [71], or even a mixed reality

physical entity in the room – such as a toy Dalek5 which move synchronised to

on-screen Daleks around a user’s living room during viewing [70].

2.3 from second screening to dual-screen experiences

We consider dual-screen experiences as contexts in which the devices additional

to the TV are either user driven, or promoted by a broadcaster. User-driven beha-

viours are typically associated with someone engaging with things they see and

hear in a programme, e.g., by searching terms or following a debate on Twitter.

When presented by a broadcaster, such experiences are focused on supporting this

behaviour, for example by providing content on a dedicated ‘companion’ applica-

tion which presents related information, or a social media feed for the programme

the user is watching. We now discuss how second screen behaviours have mani-

fested in the creation of designed experiences such as companion applications;

re�ecting on their adoption; explore a categorisation of the applications, and then

progress to see how researchers have aimed to push forward the design space with

empirical studies and prototype systems.

2.3.1 Publicly Available Applications

Second screening is now an everyday part of the television landscape – we follow

hashtags along with live programmes and discuss events in real time (the extent of

this ‘live’ e�ect can be seen in [87]). Social media is especially ingrained in sports

5 Hostile alien machine-organisms from the BBC television science �ction series Doctor Who.
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and live debate, to the extent where it can a�ect its outcome [93]. Social media

campaigns have also been shown to signi�cantly improve brand awareness during

major events such as the Superbowl [64]. To provide insight into the current state

of the art in publicly distributed applications we will now describe some of the

most prominent second screen applications for television programmes created by

broadcasters and independent application developers.

Initially, such applications began as small rollouts to test the feasibility of the in-

frastructure, and the viewer’s receptibility. For example, the BBC rolled out their

Autumnwatch second screen application pilot. This was tested on around 400 mem-

bers of the British public and blurred the lines between a research prototype com-

panion app and a commercial deployment [8]. Since the Autumnwatch app, the

BBC have experimented with many more applications. Examples include The Pre-

dictor [5] – a second screen application that allowed users to play along with The

Apprentice programme and predict who would win; and an interactive play-along

to accompany the Antiques Roadshow, in which the users had to guess – during

the programme – how much particular artefacts were worth [146].

Other broadcasters have also explored companion applications to enhance the

viewing experience. For example, Channel 4’s Million Pound Drop Live applica-

tion, in which users can play along with, and compare to, other contestants in

the live programme [1], and a plethora of applications to create interactive, real-

time experiences for major programmes such as Breaking Bad, and movies such as

Avengers through AMC’s StorySync [101]. Finally, major online media providers,

such as Amazon Prime Video, support second screen content: theX-Ray [2] service

provides encyclopaedic, time-synchronised, content and information about people

featured in a �lm when a user interacts.



2.3 from second screening to dual-screen experiences 29

With regards to widespread adoption, the growth in companion applications over

the past few years has been steady and met with mixed reception. Though general

browsing on a second screen is ubiquitous, second screen applications are not. In

the aforementioned 2014 OFCOM report [107], OFCOM suggested that general

uptake in companion applications is still relatively low in the UK – for example,

one of the most popular programmes with a second screen app (X Factor) saw

547,500 downloads of its o�ering, which constitutes 5% of those who watch the

programme. This �gure, however, doubled from 2013 and appears to be growing

year on year – as of July 2016, there are somewhere between one and �ve million

downloads on the Google Play store alone. The report’s data indicates that the most

successful applications (in the UK at least) appear to be those which o�er social

aspects, for example, the ‘TV Guide’ app constitutes about 10% of UK viewers. As

of 2014, Remote control apps for televisions tended to see relatively high, but non-

majority uptake. For example, Panasonic’s Viera remote saw an uptake of about

25% of those who bought a Panasonic TV.

Though there is clearly a demand, and some reasonable growth in the usage of

companion applications, there are a few major barriers to use. One such barrier is

the e�ort required to set up the dual-screen experience. Often, users must visit a

speci�c link or download an application, and rely on synchronisation technologies

such as WiFi and audio watermarking. This setup cost can be likened to playing a

board game; the enjoyment of the experience must outweigh the perceived setup

cost, otherwise nobody will play.
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2.3.2 Commercial and Prototype Companions: A Categorisation

Companion applications manifest in many forms to support our pre-existing be-

haviours. With this in mind, we suggest that we can categorise them by the be-

haviours that they support. We divide companion applications into the follow-

ing types: supporting tangential browsing; complementary social media; and as

a method of extending the remote control.

There are numerous applications to support users when searching materials re-

lated to a programme. These either support passive information presentation to

the user, in which complementary content is provided at timed intervals, or sup-

port more interactive information search, for example through tree visualisations

[38]. This information is typically trivia related to the programme. This can be

a series of slides with pictures and short blurbs to support the programme, for

example, BBC’s Autumnwatch deployment, which provided time-relevant inform-

ation – typically simple graphics and text about the programme on a second screen.

Such experiences can also be more interactive, for example, a companion app made

for Channel 4’s multi-platform campaign “Foxes Live: Wild in the City” [30]. The

app, which ran alongside the programme, provided the user with real-time inform-

ation about wild foxes as they viewed them on live TV.

In addition to entertaining, these applications also have the potential to educate.

Fallahkhair et al. [44] describe the potential for supporting language learning us-

ing a companion application. They describe an approach that suggests presenting

supplementary translations on a mobile device may aid in learning a language by

clarifying terms in another language in English. They note a signi�cant bene�t the
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second screen brings – content can be individual not distracting to other viewers

of the same experience.

Many applications aim to embellish the second screen experience by providing

additional information that allows a user to get a better gist of the programme,

and its characters as a whole. Those which aid the understanding of complex con-

cepts in a programme, or provide additional information to the programme aid

in ‘world building’ are a form of transmedia6. Murray et al. [105], for instance

developed a companion application to support users understanding complex long

form television narratives. ‘Story-Map’, allowed for viewers to contextualise char-

acters in relation to each other by making a map that described their ontology,

allowing program viewers to provide some degree of backstory and a gist of the

character relationships without spoilers. Similarly, Dowell et al. [38] augmented

an information-rich programme via an interactive companion application. In this

case they explore how information in an astronomy documentary can be summar-

ised through interactive concept maps. In addition, Eversman et al. [41] explored

how glance-able pieces of information can be introduced at key moments in a pro-

gramme to link together Marvel’s United Universe.

Television gives us a common talking point and brings together families in their

living room. Therefore, it is unsurprising that applications have been developed

with an aim to support social viewing, as well as remote interactions through social

media. We turn now to discuss how companion applications have been employed

to support social viewing.

6 The notion of spreading a narrative across multiple platforms or devices, for example, a movie
which is also a part of a comic book universe
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The earliest indication of work which supports the sociality of television is work

done by Microsoft – in 2004 Regan and Todd [115] explored how we may integrate

online social functionality (instant messaging) into a media centre. Such early in-

teractions, however, have been restricted to a single screen. The second screen is

now an everyday bit of the television landscape – we follow hashtags along with

live programmes and discuss events in real time (the extent of this ‘live’ e�ect can

be seen in [87]). Social media such as Twitter is especially ingrained in sports and

live debate – to the extent where it can a�ect its outcome [93], and social media

campaigns have also been shown to signi�cantly improve advertising during ma-

jor events such as the Superbowl [64].

More recently, numerous academics have then made the logical step to providing

second screen interact to television experiences. Much work around this was in-

�uenced by Geerts et al. [50] who looked at the implications of genre on social TV

platforms – essentially �nding that news, soap, quiz and sport are genres during

which our participants talk most while watching and are thus suitable for syn-

chronous social interactive television systems. Moreover, in [51] Geerts et al. from

a culmination of studies consider a series of heuristics by which designers of social

TV systems may better design sociality.

Second screening and time-shifted broadcast have become so popular, much work

has explored how we can deal with spoilers – clearly, when we view programmes

out of sync with their respective social media feeds there will be discontinuities.

Basapur et al. [11] while trailing their companion app, FANFEEDS (a companion

content authoring app with a social element), they noted several instances of spoil-

ers – for example football scores being revealed in the social media feed by one

participant before the other had seen the game. Issues with discontinuities such
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as this between screens have inspired people to look into automatically detecting

spoilers in programmes (c.f. the work of Boyd-Graber et al. [19]), and even look-

ing at detecting exactly what programme a user is referring to online [32]. Further

to work by Basapur et al. [10, 11], several academics have looked at how we may

lower the burden of dealing with social media feeds and supported browsing over

many apps by integrating them into a single application. For example, Hess et al.

[63] consider a concept for unifying social media feeds.

Turning to co-located experiences with mobile devices while watching television,

McGill et al. have looked at how we may better design for shared experiences. They

looked at how we can promote the sharing of personal content through screen mir-

roring [96, 97]. Their work focused on extending the private world of the second

screen to incorporate multiple viewers towards equal participation and improved

awareness in multi-user multi-display contexts. This work utilises the sociability

of TV and extends the notion of families and friends gathering around their televi-

sion sets to unwind – using television as a vehicle for conversation and ‘real world’

social interaction.

In a similar area of endeavour Anstead et al. [4] look at the e�ects of many-screen

viewing on a companion application they developed to allow users to revisit high-

lights from the 2012 Olympics. Beginning with with one shared tablet, they gradu-

ally introduced new devices to see the e�ect of introducing new media to the users,

�nding that additional devices facilitated more personalisation and autonomy in

their second screen viewing.



34 background

2.3.3 Extending the Remote Control

We turn now to discuss work which utilises the ubiquity and mutability of touch

screens towards providing more customisable and e�ective controls for television.

Irrespective of the technological developments over the past 20 years, the televi-

sion remote still sits at the centre of our interaction with televisions. They are

cumbersome, inconsistent and bound by their physical limitations, as discussed in

more detail in Bernhaupt et al.’s 2008 ethnographic study of living room trends [14].

There have been a number of tablet applications released that allow for the control

of a television with a tablet or smartphone. As previously mentioned, work in this

area and the ubiquitous adoption of smart devices has culminated in manufactur-

ers creating second screen applications which act as remotes or EPGs (Electronic

Programme Guides) – the LG TV Remote; the Samsung Smart View; and the Sony

TV Sideview to name a few. We now brie�y touch on academic literature to gain

insight into the work done, and how we may design for such control-based inter-

faces.

Work by Cruikshank et al. [33] explored what a customisable remote, such as a

second screen PDA, can bring to the world of interactive television. They describe

a solution that removes the interactive element from the television (or its remote)

and transfers it to the second screen (PDA). In doing this, the authors noted a “dra-

matic improvement for e�ective interaction and navigation for iTV interfaces and ser-

vices”. This delegation of interaction to a more suited device appears to not only

allow improved interaction but allows designers to save space on the main display

to do what it does best: displaying. Further, Bobeth et al. [17] studied methods for

controlling a television app, comparing two alternatives to the remote control; air

gestures, and a tablet computer interface. Results implied that mirroring the televi-
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sion on a secondary device and allowing the users to interact with this provided a

more intuitive experience than the remote and the in-air gestures, likely due to the

familiar nature of the device, and the direct manipulation capabilities. Again, allow-

ing interaction to be undertaken by the secondary device was shown to be signi-

�cantly bene�cial. Interestingly, their study also showed that older users, who are

typically less familiar with tablet computers, adapted to the concept of controlling

the television adapted quickly. EPGs are a cornerstone around which other second

screen functionality can be added on – for example, You et al. [150] explored the

concept of designing a multi-screen EPG which linked other users in a similar style

to a social network.

Though it is clear that second screen applications allow designers to leverage

greater interaction bene�ts than remotes, the real impact is made when we con-

sider the needs of those who require some degree of customisation for the device.

For instance, Barrett et al. [9, 70], introduce the Universal Control API, which al-

lows any con�guration of the interface to be developed, and for external sensor

technologies to be used, to cater for the needs of speci�c individuals.

2.3.4 Authorship, Sustainability and Artistic License

A signi�cant question in the area of companion content is “where does the con-

tent come from?”. The limitations and opportunities for creating sustainable ap-

plications are surfaced by Messina et al. [98], whose work looks at developing an

underlying architecture for e�cient production of second screen applications for

broadcasters and media companies – for example, tools for authoring companion

experiences. It is evident that the content can be broadcaster created (which is time-

consuming), or driven by some algorithmic or user-generative approach.
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The most common instance of companion content is broadcasters generating second

screen content to be distributed to their audience – a notion explored in depth by

Geerts et al. [53]. Examples of synchronised content are the aforementioned Au-

tumnwatch experiment, and the Britain’s Got Talent companion app [112]. Prob-

lematically, such approaches are labour intensive and additional work is needed to

create the companion content. A potential solution to this is to develop algorithms

to take information from the internet at speci�c points in a programme – an exten-

sion to personal casting, or the notion of providing broadcast customised to users’

interests [77, 95]. Algorithmic implementations of content retrieval for second

screens may use techniques such as data mining to infer complementary content

for users from the web, based on their viewing habits. As discussed in detail by

Morales et al. [103].

One could argue that the �rst approach;edited by a human and produced with the

programme in mind is likely to o�er a more coherent experience, with the more

artistic human touch that such a scenario can a�ord. One possible solution to this,

proposed by Basapur et al. [11] outlines a human-driven companion content gen-

erating experience. Their system ‘FANFEEDS’ uses social networks to choose con-

tent from the web that is appropriate. They propose a point-based system in which

users can become ‘gurus’ of generating content, and therefore be more trusted to

provide content that is both relevant and interesting.

Ultimately, it is up to the content providers to decide how companion content is

created. On one hand, we could have artistically created companion content, de-

signed and edited in tandem with the television production, to embellish the ex-

perience. And on the other, one could envision a totally algorithmic system which

pulls content from the internet. A programme in which a broadcasting corpora-
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tion take a lot of pride in creating may be conducive to more orchestrated content,

whereas lower budget productions may have their companion content authored

algorithmically.

2.4 future considerations

Though second screening is now ubiquitous, uptake, and the development of, cross-

device media is still in its infancy. In terms of adoption, such systems are still bound

by several factors, some of which are in the research community’s control. As we

considered in the ethnographic research, the second screening is a mixture of re-

lated and unrelated interactions. The related, which are of interest to the present

thesis, are often done on the users’ familiar applications – their web browsers

or their social networks. Now, considering factors more within the research com-

munity’s control – it is evident that there is much to be done in terms of the tech-

nical infrastructure. As discussed in this chapter, there are a great number of meth-

ods by which multi-device experiences can be done, but no standard way to do so.

The �eld – especially in HCI research – is disparate and largely uses proprietary, or

Wizard of Oz approaches to inter-device experiences. To further innovation, the re-

search community should aim to converge on a more standard approach. E�ective,

open source standards are likely to be a strong focus for this.

On human factors in the multi-device use case, there is much to be considered in

terms of how we design for the attention and the requirements of our users. Future

work should consider at each step of development the design of the scenario with

the users in the loop – empirical studies should be run both in a lab setting and

deployed longitudinally before en masse distribution. We should build models of

how users manage their interests and attention by seeking insight from previous
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human factors research, and develop models and interventions of our own. And,

vitally, as with all research it is up to those who develop the systems to heed it –

strong feedback loops between industry, broadcasters, and researchers are there-

fore vital to the success of this �eld.

2.5 conclusion

In this chapter we have covered the state of the art in cross-device media – an ex-

citing, fast growing and potentially very rewarding area of endeavour. We have ex-

plored the concept of users freely interacting with mobile devices, and considered

how the cross-device television scenario compares to other multi-display contexts.

By probing the current trends and behaviours we are seeing from industry and

academia – from both an infrastructural, design, and a research perspective – we

then further considered the work of those who wish to enhance the UX of such

contexts.

Regarding the focus of this thesis, we have started to consider some of the physiolo-

gical bottlenecks of this divided attention use case. In the remainder of this thesis

we aim to better understand these phenomena, and design interventions to im-

prove the UX of the connected living room. Before considering the bottlenecks

of the use case further, however, we �rst describe the methodology of this thesis

so that we may properly outline the key research questions and the scope of the

project.



CHAPTER THREE

Methodology

The focus of this thesis is to understand the e�ects of the second screen use case

on users in terms of attention and to consider how we may improve their design.

To quantify the empirical work in this thesis, this chapter describes the research

objective and questions so that they may be explicitly considered and referred to

throughout the thesis. In this chapter we give an overview of how we address the

research questions in the thesis and outline our research methods, environments

and scope, towards facilitating and contextualising the research undertaken in the

remainder of this thesis.

3.1 research objective and qestions

The primary concern of this thesis is to consider additional impact a mobile device

adds to the use case, and therefore more e�ectively design multi-device systems

to account for this. The main research objective of this thesis, then, is to:

Gain insight into the way users manage their attention when engaging

with dual-screen media and develop techniques to assist its management.

To explicitly outline the remainder of this thesis in terms of this research objective,

we pose the following research questions (RQs):

RQ1 What are the attentional problems users face when viewing TV while also

interacting with a mobile device?

39
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RQ2 How can we design optimal second screen content which accounts for the

perceived complexity of dual-screen material?

RQ3 How can we e�ectively intervene in user attention to improve the way they

manage it?

RQ4 To what extent should the user be in control of the way their attention is

managed in a given context?

3.2 research overview

The research approach in this thesis is divided into two main areas – understand-

ing and designing. RQ1 considers understanding. To understand the ways in which

users engage manage their own attention when dual-screening we �rst, in Chapter

4, outline the issues found in the literature and elicit information from users in a

large scale questionnaire. From these re�ections on attention management from

users, we then, in Chapter 5, probe deeper into understanding how the perceived

complexity of material a�ects the users when engaging with second screen ma-

terial while watching television. In learning more about the way users experience

second screen complexity, in Chapters 5 and 6 we shed light on RQ2, learning more

about the limitations of attention in terms of second screen visual complexity while

watching television.

Towards ful�lling RQ3 we, in chapters 6, 7 and 8, explore methods by which we

intervene in users’ attention through a number of techniques. In chapter 6 we expli-

citly explore the tradeo� of giving the user the ability of adjusting the complexity

on the device themselves (via a more/less information button) versus dynamically

adapting it around a set of heuristics.
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This exploration of autonomy (RQ4) is further explored the next two chapters, �rst

by attempting to totally removing user attention by telling them where to look

and when via noti�cations (as in Chapter 7) and then by giving the user additional

mirrored elements within their device towards allowing them to more e�ectively

manage their attention themselves.

3.2.1 Research Methods

This research used mixed methods. Initially, to capture data around the users cur-

rent behaviour with second screening we chose to use an online questionnaire,

due to its large reach and their ability to capture subtle nuanced information. This

allowed us to capture broad insight into the use case with a large corpus of qualit-

ative data.

Following on from the capture of more broad usage data, we aimed to answer more

fundamental questions by using lab studies with quantitive measures, framed by

qualitative measure as we were testing speci�c hypotheses around the way the

users managed their attention. To evaluate the e�cacy of our interventions we

used a mixture of quantitive (e.g., eye-gaze or on-device log data) and qualitative

data capture, predominantly asking focused questions with Likert-based question-

naires, framed with semi-structured interview to allow us to contextualise our in-

sights.

3.2.2 Research Environment

With regards to the research environments used, we predominantly used the BBC’s

usability lab, except for the study presented in Chapter 8, for which we used the us-
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ability lab at Swansea University. The BBC’s lab is a purpose built environment de-

signed to have the feel of a typical environment that technology users may second

screen in – essentially a mock living room with soft furnishings which is used

on a daily basis by the BBC to test their latest technologies. Similarly, at Swansea

University, we utilised a mock-living room which is split between a living-room

arrangement and a generic usability lab. All environments were isolated to ex-

traneous noise and interference.

With regards to the participants used in our studies, we screened participants to be

from the demographic of people who engage with mobile devices while watching

television. They were recruited via incentives and were taken from participant

pools at Swansea University, BBC (non-related) sta� and members of the public

via a BBC recruitment agency. As we mostly selected from students and sta� at

the BBC and screened for second screeners, our sample over all studies of 362

participants was younger (25.13 years; SD = 8.56; max = 65; min = 18) and more

likely to be digital natives than the average UK population. However, given that

the general demographics of second screeners is younger than the UK population1,

this sample is a reasonable representation of second screeners.

Regarding the stimuli used in the lab studies, we predominantly studied ‘designed’

second screen content on the second screen. We did so such that we may have

more control over its variability and more e�ectively make contrasts between our

experimental variables. We also strictly controlled the television content the users

watched during the studies so that this could be ruled out as an in�uence in the

experiments.

1 71% of 18 - 34 year olds second screen, compared to 27% of 55 year olds [90]
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3.2.3 Research Scope

The main objective in this thesis is to gain insight into the dual screen use case and

consider how we may design it more e�ectively. Therefore, the research presented

in this thesis deals with two predominant types of study: �rstly, in Chapter 4, we

conduct an online questionnaire; and secondly, we conduct the majority of the

empirical work in this thesis via lab study. The scope of this research, then, does

not explicitly explore our interventions in situ. This active decision to study our

research questions in the lab was made because we wanted to capture detailed

information in a controlled environment to investigate the research questions em-

pirically. This controlled environment allowed for experimental controls to be in-

vestigated without experimental variability through external interference, which

is typical of many studies of interactive television, outlined in the Background of

this thesis (Chapter 2).

3.3 conclusions

In this chapter we have outlined the main research objective and questions so that

we may more accurately quantify our empirical work in respect to its goals. We

also outline the analytic framework by which we explore the research questions

in this thesis, noting our choice of research methods, environments and scope of

the thesis. We now, in the next chapter, begin to understand the attention issues

around second screening in more depth and continue to empirical studies to an-

swer our research questions.





CHAPTER FOUR

Bottlenecks of Cross-Device

Scenarios

In this chapter we explore the issues faced by users when dividing their attention

between multiple devices and screens. Currently, much literature indicates that TV

with additional content can induce some degree of attention overload, no study

properly explores this empirically. Most empirical studies around attention focus

around eye-tracking in the lab, and do not gain an encompassing picture of atten-

tion in everyday viewing. Therefore, in this chapter we build on the work of the

previous section by exploring the literature in this area. Then, towards gaining in-

sight towards RQ1, we contribute to understanding this use case more completely

by conducting two empirical studies which investigate the scenario from typical

second screeners’ perspectives. We �rst describe a study in which we conduct a

large online survey with 260 participants to frame this use case quantitively. Then,

progress to discuss the more nuanced details of the use case by exploring viewing

habits with 20 second screeners through semi-structured interviews.

4.1 attention bottlenecks in the literature

Today our visual attention is consumed by digital devices – a multitude of inform-

ation streams compete for our attention in both the auditory and visual domain.

Dual-screen attention is of signi�cant concern to those who wish to design second

screen experiences. Our attention is a �nite resource, and designers of second

45
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screen applications have begun to consider how a user is likely to manage their

attention. For video media, attention is a complex and nuanced phenomenon. As

TV is multimodal, and greatly diverse in genre, it means that a reasonable baseline

level of focus is required to fully engage with much material in a programme. As

reported by Geerts et al. [50] in a 2008 paper on genre for social TV, genre itself

clearly is highly impactful to the use case in general.

Now, with the introduction of a second screen, and with an increased number of

user behaviours, such impacts will likely be exacerbated, and the e�ects on atten-

tion are likely to be signi�cant. Such dual-screen scenarios typically involve us

resting the device in our laps, or cradled in our hand in the periphery of our vision.

Brown et al. [23] phrase this as the ‘sit back’ nature of the scenario. This likely

hinders our ability to shift attendance to the secondary screen or to the TV, as we

are required to signi�cantly adjust our gaze or posture, adding increased switching

cost (see the work of Rashid et al. on multi-screen switching cost [114]).

Second screening can be loosely described as a divided attention use case in which,

over some time, the user divides their attention between two devices. However, it is

clear that they switch their attention between the individual elements (in this case

screens), sustaining their attention on one as the other becomes peripheral. Re-

search suggests that users tend to switch their focus between tasks to compensate

for the fact that one tends to make miss more information when attending to mul-

tiple tasks simultaneously (see [147] pg. 40).

Second screening, then, is perhaps analogous to driving a car while distracted. To

drive safely, one must pay attention to the road at all times. The drifting of our

visual attention while driving, for example to return a text, can lead to us missing
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vital moments. Cook and Jones, for example, show in the Journal of Injury Pre-

vention [29] that engaging in texting and browsing the web while driving is not

only distracting to the driver, but also leads to a substantial increase in crashes and

citations.

Even with sustained visual attention to the ‘primary task’ of driving, the cognit-

ive task of dealing with multiple competing perceptual streams (i.e., speaking to

someone) has also been shown to be detrimental. Iqbal et al. [73], for example, in-

vestigated the role of cognitive dialogue on participants while driving a car, �nding

that sustained conversation, especially during cognitively involving driving exer-

cises, was of particular challenge. This is, perhaps, analogous to the competing and

combining streams of information between the television content (the road) and

the mobile device (the secondary task), as shown in Figure 4.

b

a

Figure 4: In cross-device scenarios users tend to switch attention, as opposed to

divide. Typically, users rest the device on their lap, in their peripheral while enga-

ging with the television (a)) and vice versa for when engaging with the tablet (b)).

This creates a visual congruence between the foci, meaning that they must con-

stantly check the device for new content when focusing on the TV, and monitor

the auditory stream of the TV for points that pique their interest.
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In addition to the cognitive aspects of the scenario, the visual congruence between

the visual foci leads to a great cognitive and visual disjunct. In addition, it is evid-

ent that users will have to engage with textual or visual content on the secondary

device while monitoring the auditory feed of the television to engage with both

screens – a task which is physiologically challenging as humans do not cope ef-

fectively with simultaneous comprehension of text while reading [123].

As shown in Figure 5 our visual focus is relatively small. The centre of focus only

has a focus of 5◦. In terms of visual perception, within this focus we can determine

highly speci�c features, such as text. Eysenck and Keane [42] (pg. 151) liken this

focused visual attention to a spotlight – everything within this small �eld can be

seen with relative ease, however, outside of this, there are regions in which we can

see progressively less as we move from the focus. In the near peripheral (approx-

imately 5◦ – 30◦) we capture less detail, and outside of this in the peripheral vision

(up to 60◦) we can only we can percieve only simple features – for example, colour.

Further, due to the way that our visual senses have been shaped by evolution, mo-

tion – especially horizontal [43] – is a major factor in attracting visual attention 1.

Such factors have a major impact for the second screen use case, essentially mean-

ing that when engaging with one screen 100% of the ‘other’ screen is likely to be

in the far peripheral of the user’s vision.

As opposed to visual information, auditory information is omnidirectional, how-

ever, our perception is still limited by our cognitive capabilities. Dichotic listening

experiments, motivated by the famous cocktail party e�ect (see [7] for a compre-

hensive review), are a clear indicator that we are unable to e�ectively perceive

1 Those which do not e�ectively notice potential predators in their peripheral generally do not pass
on their genes.
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multiple auditory information streams simultaneously. This, has a high impact

on our (previously mentioned) poor simultaneous comprehension [123] of tex-

tual and auditory information combine to create two separate digital perceptual

worlds.

Clearly, the consumption of multiple visual and auditory streams is likely to be

tasking, and therefore much research has focused on understanding and remedy-

ing this. Media multitasking (the simultaneous use of multiple media streams)

[135], has become the norm for many people, especially for television. Much re-

search has investigated the e�ect that engaging with multiple information streams

has on our retention of information. Patterson, for example, studied media multi-

taskers when revising for exams [110], �nding that those who studied for exams

while media multitasking were far more likely to score poorly in exams. Further,

Brumby et al. [24] looked at the e�ect of working with the television on. They
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found that when working with the television, we reduce our involvement with the

television programme (and therefore lose the chance to relax).

In terms of retention of information, as discussed by Wallis [142], in contrast to

television, reading is self-paced and for at moments where we can take a break to

stop and re�ect deeply on an event. Television broadcast media is, however, is not

self-paced. Due to its continuous nature, one must constantly attend and is given

little reprieve for re�ection. Concurrent streams of information add extra mental

e�ort to engage and generally results in poorer performance in comprehension

tasks [3]. Moreover, the way we engage visually is changed. For instance, in 2011

Brasel and Gips [20] looked at how we divide our attention between a computer

and a television concurrently and found that people switch between media at an

extreme rate, averaging more than four switches per minute, with little knowledge

of their own switching behaviour.

The BBC, from their experience of trailing applications, note that there is a con-

tinuum we must be aware of when considering second screen applications in terms

of attention. While companion applications are designed to entertain, broadcasters

are aware that there is a limit to which they should distract from the initial pro-

gramme for the dual-screen experience. In addition to the visual and auditory de-

mands of the user, interactivity is also a vital factor to consider the users’ require-

ments to engage with the application. As shown in Figure 6, it is clear that certain

interactions, such as short text and images, are likely to require little concentration

to engage with, but are likely also not stimulating in terms of interactivity. Inter-

actions such as play-along games are likely to require great concentration to take

in, both in terms of interaction cost and concentration. There is a tradeo� here –

second screen content which falls into the upper right quarter of Figure 6 is likely



4.1 attention bottlenecks in the literature 51

to detract from the programme, whereas materials in the bottom left may not be

enough stimulation.
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Figure 6: Map of interactivity and concentration in the second-screen use case, ad-

apted from [72], to provide examples of existing work. Green indicates common

trends in second screen apps.

4.1.1 Studies of Cross-Device Attention

In addition to the rich ethnographic and deployment based research, there have

been a variety of empirical lab studies around second screening towards under-

standing the fundamental attention constraints of the scenario. These have pre-

dominantly taken the form of lab studies. Before second screens were ubiquitous in

the living room, Robertson et al. [119] in 1996 explored the e�ect of a second screen

in conjunction with a television. This early research showed that the distribution

of information across the devices was powerful. The superior visual properties of
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the television should be properly utilised in tandem with the handheld device, such

that the focus can remain on the handheld device’s stronger interaction capabilit-

ies; that the device’s shortcomings are made up for by the other screen. In addition,

they note that device continuity is critical. One must not lag the other. The �ndings

from this paper have been built upon and cited extensively by the recent boom in

the dual screen use case powered by companion applications.

In the recent growth of the dual screen scenario, these �ndings have been extended

by more empirical studies. For example in 2012 Holmes et al. [66] looked at visual

attention across screens via eye tracking. They found that when users interact with

a synchronised second screen device they view the second screen content some-

where in the region of 30% of the time. Moreover, they found that this viewing was

sustained even when the content was not being refreshed, and that for each push

of new content there were spikes in attention. Work by Brown et al. [23] further

investigated this phenomenon. They considered methods for eye-tracking across

the screens and note the signi�cant di�culties in doing so. In general, they provide

insight into the attention switching and percentage of gaze such dual-screen scen-

arios attract. They detail a variety of complex and nuanced behaviours that such

scenarios imply with regards to attention and interaction.

Further to the increased visual disparity between the two screens, Brown et al. [22]

also reported that the users’ attention often switches between the two devices due

to a number of factors. The most obvious of these are the content appearing on the

tablet computer dragging attention toward it, or the user simply �nishing attend-

ing to the companion content. However, it is evident that even when the content

is not updating, both devices command command attention. For example:
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– Scene switches – for example an indoor scene changing to outdoor may

catch the users’ attention and take it from the tablet to the TV. This phenom-

ena is discussed in more detail by Valuch et al. [136].

– Inactivity – in both displays, inactivity, such as indoor scenes with talking

heads and not much happening, tends to cause shifts in attention.

– Contextual cues – Dialogue in the show (unintentionally) bringing their

attention towards the television, for example the presenter saying “Woah!

Look at that!’’.

In addition to Brown et al. and Holmes et al.’s work on multi-screen eye tracking,

Vatavu and Mancaş propose a visual attention toolkit [140]. In this toolkit, they

introduce a set of nine measures to characterise viewers’ visual attention patterns

for multi-screen TV. They propose quantitive and qualitative metrics by which to

consider visual attention across screens. The work evidencing multi-screen inter-

action is a clear indicator that the dual-screen use case is thwarted with issues

relating to attention – complex auditory and video streams competing for atten-

tion are clearly going to have a major impact on users. Further, Chorianopoulos et

al. [27] note the importance of proper UI distribution for multi-screen contexts in

their initial investigations.

To better understand the e�ect of such multi-screen scenarios, lab studies such as

that by Kallenbach et al. [74] – before such devices proliferated the living room –

are clear evidence of the great impact extra information to a programme creates

with regards to message processing ability, and cognitive workload evidenced by

psychophysiological measurements and cognitive workload measure.
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4.1.2 Display Discontinuities

Such discontinuities in multi-screen systems are relatively well documented, and

are likely to be a major impacting factor on dual screen UX. However, this work

mostly focuses on computer monitor setups [57] and task-driven scenarios [114].

Lab studies on dual-screen TV, such as the work of Brown et al. [23] and Holmes et

al. [66], imply that by creating a large physical discontinuity (refer back to Figure

4) between the TV and the handheld device we create a split-attention scenario.

This means that users must manage their own attention, which adds additional

attention requirement.

Further to the display discontinuities associated with this use case, we also add the

factor of multimodality – typically audio and video on the TV, combined with tex-

tual and graphical information on the tablet. The multimodal aspect of the scenario

is likely to have a major impact. As we are generally poor at simultaneous compre-

hension of text and auditory information [123], the concurrent textual engagement

from social media and information search on the device, and the auditory stream

from the video media are likely to result in increased mental e�ort. As found by

Lin et al. [86], TV, even when on in the background, a�ects reading comprehension

signi�cantly. Moreover, it is strongly in�uenced by genre, for example, more fact-

heavy news programmes was found to be more detrimental. In addition, Basapur

et al. [11] note that content unrelated to the TV material itself may be generally

distracting to the viewer.
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4.1.3 Information Overload

The notion of ‘information overload’ is a recurring theme in the literature on com-

panion applications. For example, Geerts et al. [53] who noted that, when trialling a

dual-screen application for a programme, users were often overcome with the stim-

uli, and found that they had to return later when the pace of the TV programme

had slowed down. A problem when returning later, however, is the fact that the

information may no longer be relevant to the TV programme, and may only act

as a recap. Further, Basapur et al. [10] noted in their deployment of a companion

app that, although, generally, the participants acted favourably towards supple-

mentary content, they noted that such scenarios did not embellish viewing when

they wished to ‘unwind’. This was because the second display warranted too much

visual attention. To progress this design space and alleviate issues associated with

attention over screens, work has looked at the distribution in attention between a

TV and a companion device [23, 66] by means of eye tracking. Both studies found

that, in a typical use case, visual attention tended to be largely focused on the more

motion rich TV.

Though there is some evidence that viewing TV alongside supporting content can

be taxing on attention, there is little empirical evidence of the impact this phe-

nomenon actually creates for our users. As all studies of the attention required to

interact with such scenarios have been conduced in the lab – with a focus on eye

tracking – we are unable to gather a holistic picture of how this a�ects the use case

for everyday viewing. Therefore, in the remainder of this chapter we contribute to

the �eld by conducting two empirical studies towards gathering an impression of

the issues users face, and the strategies they use to overcome the associated mental
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e�ort. We do so with a vision of informing the design of multi-screen experiences

that consider our attention capabilities, towards enhanced dual-screen UX.

No work currently looks at the issues around second screen attention when brows-

ing second screen content from the perspective of the users and their regular view-

ing habits. If we are to consider the design of applications which support the com-

plementary browsing of second screen materials, it is essential that we understand

this phenomenon better from the viewers’ detailed perspective . Therefore, we now

describe two studies conducted towards investigating this from the users perspect-

ive – through an online survey and in-depth interviews with second screeners, we

looked to uncover re�ective insight from a large population.

4.2 the viewers’ perspective: an online survey

By using a survey we aimed to gather a broad snapshot of the second screen land-

scape – to capture users’ impressions of their own attention to determine how they

understood their own usage of second screens, with particular regard to how they

feel they impacted their attention. As noted by Lazar et al. [84] surveys are useful

for capturing a large, broad set of data in an unobtrusive manner.

4.2.1 Experiment Description and Participants

As a starting point, we surveyed people who regularly watched TV and used a

second screen at the same time to engage with the complementary material. We

recruited our participant pool from mailing lists at Swansea University, seeking

people who actively browse complementary content or social media while watch-

ing television. We sent out a request to both sta� and students, receiving 364 re-
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sponses in total. Though we explicitly noted in the email we were interested in

those who browsed complementary materials, we �ltered out those who did not

with the qualifying question “Do you ever engage with additional content related to

the show you are watching on a secondary device, such as a tablet computer or smart-

phone?”, reducing the total number of participants for our analysis to 260. A caveat

around our results presented here is that we used a predominantly student-based

demographic of second screeners, meaning that our sample is relatively young and

are predominantly digital natives.

Of our participants, the average age was 21.4 (max = 42, min = 18), of which 151

identi�ed as male, 108 female and 1 gender �uid. A large number of people also

agreed with the fact that they are easily distracted by their mobile devices (me-

dian = 4) – 85 strongly agreed, 61 agreed. However, the participants tended to side

more towards neutrality when responding to statements about getting easily get

absorbed and losing all sense of time when watching TV (median = 3). In addi-

tion, most participants strongly agreed (76) or agreed (77) when presented with

the statement about often having the TV on in the background while doing other

things.

As the participants were from a UK university they were from a number of coun-

tries and spoke a variety of languages, but were predominantly English-speaking

British nationals. In addition, our participants were frequent touch screen users –

79% (205) participants ‘strongly agreed’ that they used touch screens often. We

also asked the types of second screen viewing they undertook – the key coping

strategies of our participants were that they searched for content related to the

production of the programme (104) – actors, directors, plot lines, etc, and for facts
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related to the programme (53). The participants showed a strong preference for mo-

bile devices such as smartphones (138), but also used tablets (28) and laptops (36).

We were interested in �nding out how second screening on a mobile or tablet

while watching had an impact on their experience of one or both of their devices.

Through the online survey, we asked participants speci�c questions to whittle

down the issues when they second screened. We asked questions associated with

their mental e�ort; questions that probed how certain types of programmes or ap-

plications a�ected their dual-screening; and to what extent di�erent stimuli types

(auditory, visual) interact and a�ect the users. The questions and respective res-

ults are depicted in Table 1. For questions 8 and 11 we left free text �elds and

asked participants to provide explicit examples when necessary. Regarding the

questions asked to the participants, we asked the following questions (referred to

Q14 through Q26)3 to the participants to understand the following factors of the

users’ current experience with second screening (full questionnaire in Appendix

A).

– Q14 (S1) – How much mental e�ort they perceive when engaging with tele-

vision;

– Q15 (S2) – How much additional e�ort is required to watch television and

engage with a mobile device in general;

– Q16 (S3) & Q17 (S4) – whether speci�c behaviours such searching for related

information or social networking have a particular impact on the user;

3 All previous questions relate to demographics, etc.
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– Q18 (S5) & Q19 (S6) – to which extent users are aware of the audio-visual

information stream from the television while second screening, and which

one is more prominent;

– Q20 (S7) – whether users are aware of visual content on their mobile device

updating while watching television;

– Q21 & Q22 (S8) – to what extent users feel programme types e�ect the the

mental e�ort it takes to engage with second screen material, noting particu-

lar genres;

– Q23 (S9) & Q24 (S10) – whether users believe they are more likely to engage

with the television or the mobile device when second screening;

– Q25 (S11) & Q26 – To understand if users were more likely to second screen

for some programmes rather than others, and if so, which ones.

The statement number is also noted here to so that the reader may refer to the

questions in Table 1.
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Statement Measure 1 2 3 4 5 x̃

S1) When I watch TV I experience Mental E�ort 19.2 34.2 34.6 8.8 3.1 2.0
S2) When I watch TV with a secondary device I experience Mental E�ort 10.0 35.4 33.8 17.7 3.1 3.0
S3) When I watch TV and search for related information this requires Mental E�ort 8.1 37.3 29.6 21.9 3.1 3.0
S4) When I watch TV while social networking this requires Mental E�ort 13.8 35.4 28.8 18.1 3.8 3.0
S5) While engaged with a second screen I am aware of visual content on the TV Agreement 3.5 19.6 26.5 39.2 11.2 4.0
S6) While engaged with a second screen I am aware of auditory content on the TV Agreement 4.2 12.3 23.8 36.8 23.8 4.0
S7) When I watch TV I am aware of visual information on my handheld device Agreement 3.1 15.4 20.0 48.5 13.1 4.0
S8) Certain types of programme require more mental e�ort when second screening Agreement 0.0 4.6 6.5 35.4 53.5 5.0
S9) I am likely to focus on the second screen content more than the TV Agreement 5.8 22.7 32.7 30.8 8.1 3.0
S10) I am likely to focus more on the TV programme when I second screen Agreement 5.0 28.5 36.9 20.8 8.8 3.0
S11) I am more likely to use a second screen for some programmes than others. Agreement 7.3 9.6 13.1 40.0 30.0 4.0

Table 1: Data from the online questionnaire: the numbers reported refer to the number of participants (N

= 260) who responded with the stated answer, along with the median of all responses. Questions 1 to 4 re-

late to the users’ perceived level of low/high mental e�ort (low mental e�ort = 1, high mental e�ort = 5),

and statements (S) 5 to 11 refer to their agreement with the statement (1 = strongly disagree, 5 = strongly

agree). Darker colours indicate a higher frequency/number. The �nal column, x̃, denotes the median value.

The questions have been slightly simpli�ed for this table, however, a full list of questions is available in

Appendix A.
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4.2.2 Quantitative Results

We �rst analyse the quantitative response from the survey, and investigate di�er-

ences in the participant’s evaluation of their viewing using statistical techniques.

We use Wilcoxon signed rank for comparisons, and report Spearman’s ρ for cor-

relations. Then, we frame this data in the qualitative feedback we received online

using thematic analysis.

The results for the quantitive online survey are presented in Table 1. As a baseline,

participants noted that TV required very little mental e�ort to engage with (S1).

However, with the addition of a handheld device (S2) the reported mental load

increased signi�cantly (Z = 3.24, p< 0.001). In addition we found a positive correl-

ation (ρ = 0.30, p < 0.001) between general mental load watching TV (S1 and S2).

This di�erence was slightly smaller for social networking (S4) (Z = 2.64, p = 0.004),

and enlarged when searching for related information (S3) (Z = 4.17, p < 0.001).

Indeed, participants reported that they feel signi�cantly more mental e�ort when

searching for related information than when social networking (Z = 2.00, p = 0.024).

Finally, in general, those who did �nd social networking mentally intensive also

found browsing mentally e�ortful, shown by a positive correlation between S3 and

S4 (ρ = 0.49, p < 0.001).

When re�ecting on their dual-device usage, participants stated that when view-

ing their secondary device they are signi�cantly more aware of the TV’s auditory

channel (S6) than its visuals in their peripheral (S7) (Z = 3.88, p < 0.001). In addi-

tion, despite the fact that we found no signi�cant preference for which device the

participants were more likely to focus on while dual-screening (comparing S8 and

S9), participants noted that they were signi�cantly more likely to notice changes
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in information updating on the secondary device (comparing S5 and S7) than on

the TV (Z = 2.22, p = 0.013).

Participants had strong impressions about genre, or types of programme when

it came to second screening (S8), and a large portion (median = 5) either agreed

with, or strongly agreed with the statement “Certain types of programme require

more mental e�ort when second screening”. Moreover, they generally noted that

they were more likely to use a second screen for some programmes, but not oth-

ers. There was a correlation between those who thought that certain programmes

required more mental e�ort and those who were more likely to second screen for

some programmes (ρ = 0.30, p < 0.001). Finally, to determine the inter-participant

di�erences we investigated correlations in demographics information and the re-

ported viewing usage. With regards to hand held device usage, we found that those

who often use touch screens (ρ = 0.24, p< 0.001) and those who feel they are easily

distracted by touch screen devices (ρ = 0.24, p < 0.001) are more aware of what is

happening on the second screen as they view (S9).

4.2.3 Qualitative Results

As indicated by the quantitive survey data, participants felt that the genre, or

the type of programme strongly impacted on the mental e�ort required to dual-

screen. When asked what types of programme requires more mental e�ort to dual-

screen the participants noted speci�c genres and themes. The most mentioned

were drama (20.7% of participants), for example P165 – “Shows with a more complex

story line and engaging characters such as, documentaries and drama series”, and doc-

umentaries (20.3% of participants) – “Documentaries [as] the topic can change while

your [sic] looking at the topic in more depth” (P7). Genres such as comedy (5 parti-
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cipants (1.9%) and sport (5 participants) were mentioned less and generally referred

to as ‘background viewing’. With regards to themes the largest noted impactor on

mental e�ort was a complex plot (8.4% of participants) – “Things with complex plot

lines, such as Game of Thrones” (P13). Subtitles were also noted as a major factor by

13 (5% of participants), and wholly attributed to those who watch foreign �lms or

anime – “If there’s subtitles! [I] can’t really use a secondary device at all. (P140).

Figure 7: This wordcloud represents the 50 most frequently noted phrases that

users stated when asked what types of programme require moremental e�ort for

them to second screen alongside. The size of the words is scaled to their frequency

– the most frequent being documentaries and drama and therefore the largest.

When asked to freely expand on what types of programme participants were more

likely to second screen for we saw a split – those who noted they actively second

screen for speci�c types of programme, and those who simply use a second screen

to �ll the lull in attention during boring programmes they dislike, or uneventful

moments in programmes. Those who actively second screened were likely to do

so for searching extra information about actors or actresses (4.2% of participants),
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and searching for supporting information (6.9% participants). Sports, drama and

documentaries were prominently noted as programmes participants would under-

take additional information search for. In contrast, many participants noted they

second screened to �ll some void in attention. In general, this was done alongside

programmes with simple plots (10.7% participants), or programmes that the parti-

cipants had seen before (9.6% participants), or quite simply programmes that the

participants perceived as boring, or they disliked (8% participants) – “[I’m] more

likely to second screen for boring, slow-paced or reality programmes, or programmes

I just have on for the sake of it. As it doesn’t matter if you miss a bit” (P141).

4.3 discussion

From the quantitive data it was evident that to engage with TV on its own requires

little perceived mental e�ort. However, with the introduction of a hand held device

we found that the required e�ort increased signi�cantly. Moreover, the signi�cant

correlation between the reported mental e�ort when watching TV in general and

when dual screening implies that those whose attention is burdened by TV con-

tent, are likely to also experience these issues when dual-screening. The additional

mental e�ort reported by the participants to engage with related content as op-

posed to social networking may be explained by the fact that tangential search of

information is an active search process. Such �ndings support the need for desig-

nated companion applications that support users when watching TV programmes

(c.f. [11, 105]) – essentially reducing the need for users to formulate and pursue

knowledge query.

Participants generally reported noticing the auditory channel of the TV more –

this is not surprising as audio is omnidirectional, and one must actively engage
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with the visual stimuli to view it. However, what this implies is that when enga-

ging with content participants may be monitoring auditory streams. As textual

comprehension drops signi�cantly when monitoring auditory information [123]

this is likely a major impacting factor on the perceived additional attention cost of

the dual-screen scenario.

As in the work of Basapur et al.’s [10], genre, and the type of programme, had a clear

impact on the participants’ perceptions of the dual-screen scenario. With regards

to the mental e�ort required, we saw a moderately strong correlation between the

perceived mental e�ort required of certain programmes and the agreement that

they were more likely to second screen for some programmes suggests that their

usage of second screens in certain programmes is strongly impacted by perceived

mental e�ort. Therefore, it is vital to re�ect on our qualitative data to get a full

picture of perceived mental e�ort for given programme types.

The qualitative data strongly suggests that certain types of programme impact

strongly on the dual-screen experience. In terms of genre the participants tended

to cite material that required constant attendance because it was fast changing or

cognitively involving (documentaries), or if the experience was largely dependent

on prior knowledge of prior or current developments (drama). Our �ndings, here,

begin to shed some light on RQ1. We see from this survey, as expected, that the

addition of a device to a television programme adds additional attention. However,

we also see clear implications for genre and the e�ect of engaging with related

content. For example, when users are engaged with some active search process,

the competing streams result in an additional cognitive burden.
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4.4 dual-screen usage interview

Now that we have an impression of the types of programmes and scenarios that

cause mental overload, we probe deeper to gain qualitative insight. We report on

semistructured interviews we conducted towards understanding further what im-

pacts our attention, along with how we manage our attention to avoid and over-

come the attention bottlenecks associated with this use case.

4.4.1 Method

The main aim of the interview was to get an impression of the participant’s second

screen habits, and to investigate their experience when managing their attention

while second screening. It was conducted in the form of a semistructured inter-

view, where the test coordinator was free to probe deeper into certain points, and

to be tangential in questioning. However, the same three main questions were

asked:

1. Do you interact with devices while watching TV? If so, what sort of things

are you looking at? And, how do you adapt your TV viewing?

2. Do you get information overload when viewing two devices? What sorts of

content trigger this?

3. When would you sacri�ce not looking at your secondary device to look at

the TV, and, when would you sacri�ce not looking at the TV to look at your

mobile device?

We asked Question 1 to, �rstly, gather a picture of the appropriateness of the sub-

jects. As we chose exclusively second screeners for this study, we wanted to make
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sure this was the case. Then, we wished to gather a question of the secondary

content the users were viewing and how it a�ected their viewing, to establish any

themes about the types of content one would adapt their television viewing for,

and how.

Question 2 was asked to determine if users get some degree of information over-

load when viewing content and, if so, what types of content cause this. This was

to gather an idea of how many users �nd second screening problematic and to

uncover the particular types of content (TV and mobile device) which cause this.

Here, the interviewer probed points the users made further, in keeping with the

semi structured nature of the interview.

Finally, in Question 3, we wanted to understand the methods use to cope with

attention overload – provoking them to explore what types of content they are

likely to miss over others. Again, digging deeper to points with further question-

ing. The interviews were then transcribed and, thematically analysed, to uncover

common themes in the data relating to methods for adapting TV viewing, content

that triggers information overload, and when they would sacri�ce not viewing a

device.

In terms of participants for this experiment we recruited self-reported second screen-

ers from an agency which the BBC regularly use to recruit participants (8 parti-

cipants), and from within the BBC itself (from departments unrelated to this re-

search, such as administration) (12 participants). There were 20 participants, aged

between 22 and 65, with an average age of 39.4 (SD = 13.04). 11 participants iden-

ti�ed as female, and 9 male. On average the participants reported viewing 2 hours

and 5 minutes of TV per day.
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4.4.2 Results

Common strategies involved searching for information related to the programme

(such as actors/actresses and places), social networking (often following Twitter

trends related to the programme), or even searching for the next thing to watch.

It was clear that some participants viewed the second screen considerably more

than others, with some having the focus of the experience as the TV – “ If there is

something on the telly that is really gripping then I would tend not to �dget with my

device” (P5), and others having the focus of the experience on the tablet – “[I’m]

constantly on the iPad while watching telly” (P10).

Of the participants who engaged with devices while watching TV, 14 (74%) noted

that they often get some degree of information overload when trying to split their

attention between the two screens. Of these participants, they normally went on

to discuss one of two things – either how they would mitigate against missing bits

of the TV programme (or content on device), or how they would compensate for

losing information.

Common methods from the users for mitigating overload were: actively putting

aside the device in more engaging parts of the programme (6 participants), paus-

ing to read or view something on a second device (6 participants), or trying to

focus on one screen and dip in and out of the other dependent on what attracts

their attention (9 participants). Of those who tried to dip in and out of content we

noted two main viewing habits: those who view the TV as a primary device (5 par-

ticipants) generally wanted an ‘experience’, and to fully take in the TV programme

as it was created, for example P3 – “If I am watching TV, I am watching TV. I tend



4.4 dual-screen usage interview 69

not to get distracted and tend to �xate on one thing. I guess I go into some kind of

bubble ‘experience’ about what is on the TV. I want a full on experience”.

When compensating for information lost (i.e. the user has missed some inform-

ation), some common methods emerged. The most frequent comments were re-

lated to rewinding the programme to catch up on key events (8 participants) they

missed while interacting with their devices. This appeared to be a very common

occurrence, with more than 50% of the participants who dual screened undertaking

this. For example Participant 4 noted being distracted by their phone – “Sometimes

I feel that I am distracted by my mobile phone and then I �nd that I have to rewind”.

P6 went further –“I mostly watch dramas and �lms – things I was not expecting, like

“Oh, I’d better go back and �nd out what they actually said!”.

Rewinding was more common in programmes where the plot was integral, and

where subtle details could not be overlooked – “If it’s a show that I really like that

goes really fast, like 24, then you can’t really not watch that, or you can rewind it”

(P6). Rewinding was not only a strong trend, but one that clearly totally transforms

the modern day viewing experience – “Yeah, well, you can rewind it [TV] now, but

it can take twice as long to watch a programme. Because obviously, you’re not paying

attention and you have to go back and check what you were watching. I don’t know

what I would have done 10 years ago...” (P6). Other key methods involved people

looking up information after the fact, re-watching the entire programme at a later

date (2 participants), asking who they were with at the time (1 participant), and

turning down the TV volume (2 participants).

Conversely, the participants who focused mostly on the tablet used it as one would

with a newspaper – reading intensely, but occasionally �icking attention towards
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the TV, normally by monitoring developments in the auditory channel – “The Voice

doesn’t need any concentration whatsoever, so if that is on I just keep an ear to what is

going on” (P18) — “ if it’s something that I’m watching and I am really engaged in it

– where the visual is important and you can’t pick it up from just the audio channel”

(P5); “I think I probably sacri�ce looking at the tablet and look back at the TV if it

was obvious that something exciting was going on with noises” (P20).

Finally, concerning genre e�ects – often our questioning closed in on more details,

and it was clear that certain types of programme a�orded di�erent styles of view-

ing: TV as focus; or secondary device as focus. Programmes that users tended to

want their full, undivided attention on, were �lms, documentaries and dramas. A

very common trend was participants noting that they would not want to interact

with secondary devices when there was a plot. This was something noted by sev-

eral participants, for example, P1 – “If it’s something that has a narrative, like a

�lm, I am less likely to be doing stu� [on my secondary device] I suppose” and P5

– “I’ve been watching Wolf Hall lately. So for something like that I would be totally

engaged and not do any second screening”. On the other hand, programmes parti-

cipants would have on in the background included sport and cooking programmes.

There was some evidence that participants also second screened dramas and docu-

mentaries. However, due intense plots and mental load associated with such view-

ing many of the participants reported rewinding and pausing – “[Britain’s biggest

primary school]... It’s like [the programme] Educating Yorkshire, but with primary

school children. And I was looking at what people were saying on Twitter and I kept

on having to rewind it” (P16).
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4.4.3 Discussion

Though it is clear that the type of viewer brings a lot to the dual screen experience,

it is likely that genre of programme also has a major impact. The data suggested

that certain types of programme a�orded certain dual-screen viewing styles. The

participants dealt with the information overload either by mitigating (most com-

monly pausing), or compensating (most commonly rewinding) for the information

they lost.

Some participants were more able than others to use the two displays e�ectively;

for example by monitoring the auditory channel in the background while watching

TV. To compensate for information lost, most commonly participants rewound

programmes. The prevalence of rewinding indicates that many users are missing

integral points in programmes. It could be suggested that as TV is now often on-

demand, rewinding has become a convenient a�ordance for those who engage

with second screens extensively while watching TV. Further, this may suggest that

if we were not able to rewind users may engage with the content more by devoting

more attention to the main screen material. To mitigate, pausing was the most

common user action.

4.5 implications and design recommendations

In terms of answering RQ1 – the main bottlenecks facing users – it is clear that

some genres were of clear issue for our participants when they second screened,

and this clearly impacted some more than others in terms of mental e�ort. We

therefore suggest that, when designing multi-device experiences, designers strongly

consider the perceived complexity of the TV programme. It is evident that pro-
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grammes with complex plots, such as dramas and crime thrillers, should be treated

with care and consideration as the users’ focus is most likely to tend more to the TV

as they wish not to miss vital information. Moreover, programmes with cognitively

involving materials, like science documentaries, will likely have a similar e�ect. We

should design our systems with this in mind to compensate for such factors, and

strongly consider trialling materials before public distribution to probe perceived

cognitive load when designing multi-screen experiences.

Though certain genres clearly do have a major impact, it does not necessarily

mean that they cannot be enhanced by companion content. We recommend that

when designing for potentially complex programmes, designers carefully choose

the points at which they introduce/refresh second screen materials (especially

time-relevant materials); strongly considering its presented complexity. An addi-

tional approach may be to tackle the issue head on, and provide companion ap-

plications that directly allow users to mitigate the complexities in plots of dramas

(as in [105]), or the intricacies of information-rich documentaries (c.f. [38]) with

simpli�ed summaries of the complex information in the programme.

When we re�ect on the coping strategies from the users in the interviews, we

see some clear design implications – if we are to provide additional content that

may tax attention, we should take note of these coping strategies. For example,

allow pausing/rewinding the experience from the app to fully engage with the

companion materials. Or, even to support second screen viewing during lulls in

attention in the main programme to promote the users’ ease in switching back

and forth.
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Clearly, when we consider the design of such systems we need to consider the spec-

trum of users and use cases. It is clear that certain experiences will have di�erent

goals in mind. Whether this is promoting information search, free browsing of the

web, or social networking we should strongly consider the di�erent types of view-

ing and viewers. Over our two studies we were able to categorise our participants

into each of the following personas, or ‘viewer types’ to allow those designing

multi-screen experiences to do so with a stronger sense of audience:

– Full engagement with TV – those who wished to view the TV and do

nothing else; to be immersed in the TV content and to not engage with a

mobile device. Though we evidently did not analyse these participant’s data,

it is still clear that many users do not second screen – as suggested by our

number of participants dropping from 364 to 2604.

– Symbiotic dual-screen experience – those who used the tablet to directly

complement the TV experience, using dedicated companion apps or web-

sites, viewing related twitter hashtags, or exploring related online resources.

– Newspaper viewing – those who viewed the tablet as one reads a newspa-

per – i.e. focusing on reading things di�erent to the TV content, but allowing

their attention to be sidelined by the auditory channel of the TV and shifting

their gaze to the TV at key moments.

– Fish tank viewing – those participants who noted only using the TV as a

background to their devices. Similar to how one may have a �sh tank in the

corner of a room for company and decoration.

4 As previously noted, these participants were dropped from the analysis as did not meet this initial
requirement.
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4.6 conclusion

In this chapter we have documented substantial evidence in the form of re�ections

from users on attention habits while dual-screening. By examining this using two

methodologies, we have been able to explore a rich set of user behaviours and as-

sess the impact of the use case, and further determine what users to do compensate

for the issues this creates.

We believe our insights can further inform designers to better consider human at-

tention requirements, with regards to types of viewers and the way that genres

a�ect users. By conducting an experiment with varying complexity we have been

able to con�rm and deeper explore the participants’ concerns around textual in-

formation from the previous chapter.

This chapter complements, and expands on work which looks at genre e�ects for

social TV, such as that by Geerts et al. [50], by o�ering a richer understanding

on the e�ects of genre for cross device attention. Now that we have a reasonable

impression of the types of programmes that may a�ect users, in our future con-

tributions in this thesis we will ensure that we use a diverse set of genres in our

stimulus, to ensure that our �ndings are as broadly applicable as possible.

We have began to understand the bottlenecks associated with this use case, as out-

lined in RQ1, however, although this chapter has outlined some general rules for

the presentation of content, we have not yet considered how this may be practic-

ally implemented beyond the content creators simply tailoring the material.

Though this chapter has delivered some high-level qualitative insight through re-

�ections and interviews, towards answering RQ1 with more quanti�able detail, in
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the next chapter we consider the notion of dual-screen complexity in a controlled

lab study so that we may design cross-device materials from a more informed per-

spective in terms of attention.





CHAPTER FIVE

Quantifying Cross-Device

Complexity

So far in this thesis we have considered the experiential e�ects of cross-device com-

plexity through consideration of the literature, and by gathering the re�ections of

second screeners through online questionnaires and interviews. This has allowed

us to answer RQ1 in terms of genre, second device interaction and has allowed us

to outline some brief recommendations for design. However, it has not given us

a strong sense of the impact of cross-device complexity in a controlled, empirical

sense.

We now turn to from understanding this use case from user re�ections, to consider

it deeper through empirical investigations in the lab. Although our �ndings in the

previous section hint strongly at underlying concerns about the complexity of cer-

tain types of content – i.e., certain genres and types of mobile device content, we

have little understanding of cross-device complexity. In this chapter, we turn to

consider the impact of varying complexity on a mobile device, and how this inter-

acts with the television content (and its perceived complexity), as a user engages

with a second screen application.

As previously explored in Chapter 2, the nature of dual-screening implies that a

user’s attention will be split, somewhat unpredictably, and much literature out-

lines the issues around simultaneous consumption of multi-device content. In this

77
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chapter we o�er novel insight into the e�ect of varying textual and graphical com-

plexity, as quanti�ed by established metrics, on participants’ visual attention while

watching television.

We �rst review the literature on quantifying visual in this area to appropriately

frame our work, and progress by describing an in-depth empirical study towards

establishing the e�ect of varying cross-device complexity. Our �ndings, informed

by subjective and objective data, can assist in understanding the limits of atten-

tion, and the nuanced implications of providing second screen content of a given

complexity.

5.1 qantifying visual complexity

There has been a large amount of previous research studying the visual complex-

ity of computer UI and web pages. Much of this is highly applicable to companion

content: Reinecke et al. [116] investigate �rst impressions as a function of com-

plexity, and Harper et al. [60] investigated visual complexity in webpages and its

impact on cognitive load, �nding that the main factors for the perception of high

visual complexity were high density and wide diversity of elements. Michailiduo

et al. [100] investigated a method for calculating the perceived complexity of web

pages. Constituent features such as links, images, and tables are measured and com-

pared to a threshold (for example, text > 600 words would be considered ‘visually

complex’).

We should also consider standardised textual complexity evaluation methods such

as the Flesch-Kincaid reading age score [79], which is used by a number of educa-

tional, and military corporations to ensure their documentation is of the required
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standards. A useful de�nition of visual complexity for graphics is by Olivia et al.

in [109], attributed to Heaps and Handel [61]:

“Visual complexity is related to how di�cult it will be to give a verbal

description of the image and how di�cult it will be to remember the scene

after seeing it for a short time.”

Visual information which requires some further knowledge or processing to inter-

pret can be considered more visually complex by this de�nition, for example how

children learn to read digital clocks faster than analogue [49].

5.1.1 Visual Attention for Dual-Screen TV

Visual attention, and how it switches between the companion content and the TV,

is investigated in the work of Brown et al. [22, 23]. In extension to work by Holmes

et al. [66], Brown et al. investigated visual attention by eye tracking participants

while they were engaged in a companion content experience. Both studies found

that, in a typical use case, visual attention tended to be largely focused on the more

motion-rich elements. Further, Valuch et al. [136] investigated the e�ects of cine-

matic cuts on visual attention – �nding that visual attention is quickly attracted

by repeated visual content – and recommend that designers of second screen ma-

terial should include visual items from the ‘primary display’ to reduce the time

necessary for the shift of attention between the screens.

In [10], Basapur et al. note, in observations from their companion app deploy-

ment, that such applications very much support ‘active TV’ are quite cognitively

involving, and perhaps something that someone would not use to ‘unwind’. This

notion of visual information overload was also observed by Geerts et al. [53] who
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found that viewers were often overwhelmed with the stimuli, and had to return to

it later when the pace of the main programme had slowed down (and, therefore,

when the companion material had become less relevant). In addition to consid-

ering the visual domain Chorianopoulos et al. [27] consider the interaction costs

and bene�ts of providing varying amounts of interactive UI elements across the

TV and a tablet.

With regards to complexity across displays on the same physical screen, Kallen-

bach et al. [74] investigate the e�ect of extra textual information on TV viewers’

visual attention, message processing ability, and cognitive load. In extension, Van

Cauwenberge et al. [137] investigated the e�ect of participants browsing on their

secondary devices while watching TV. Providing layers of detail has been shown

to be a potentially e�ective mitigation of these split-attention issues: studies and

prototypes have allowed users to dig for more information through web-links [10],

interact with graphics for more detail [41], or expand sections of text for more in-

formation [53]. Moreover, some developers introduce relevant content at speci�c

points to reduce distraction from the experience [10, 23, 53]. Brown et al. go further

[23], and discuss how content may be generated based o� a user-driven attention

mode, as has been demonstrated in Web interfaces [69].

Though work has investigated visual attention in terms of its distribution across

dual-screens, no work currently empirically investigates the subjective or objective

impact of the attention split this body of research indicates. Moreover, no work con-

siders a design space for bettering its creation in terms of visual complexity across

the foci empirically. Therefore, in this chapter we investigate visual complexity

over dual-screens and use our �ndings to further consider complexity adjustment

towards enhanced dual-screen UX.
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5.2 study of varying cross-device visual complexity

A controlled lab-based study was conducted to determine factors which contrib-

uted to viewers’ overall perception of visual complexity on a main and companion

screen and their interaction to form dual-screen complexity. Attention distribu-

tion, measured in terms of glances to a handheld device, was also observed as a

means to determine potential mechanisms for designing attention between the

two elements of the experience. Twenty participants watched four professionally

produced and previously broadcast programme clips on a TV screen, accompanied

by second screen content, ranging from simple to complex in terms of its complex-

ity. We then evaluated their subjective experience using quantitive and qualitative

measures. Guided by the previous literature and similar applications 1, represent-

ative styles of companion content were used, each consisting of supplementary

textual information and graphics.

5.2.1 Participants

The participants (labelled P1 through P20) were aged between 22 and 65, with a

mean of 39.4 (SD = 13.04) 2. Eleven identi�ed as female, and nine male. They re-

ported viewing an average of 2 hours and 5 minutes of TV per day and 80% of par-

ticipants reported that they engaged with portable devices while watching TV to

some extent, most commonly to search for information related to the programme

or for social networking. Of these participants, half were recruited through an

1 For this we took in�uence from the BBC’s companion application archive, which archives known
commercial and prototype companion applications – http://companion.prototype0.net/

2 The participants used here are the same as those used in the interviews around the participant’s
perception of their attention, as described in Section 4.4.2. The re�ections of their own usage were
captured before running the empirical experiment.
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agency, and half were recruited from the BBC (from departments unrelated to this

research). All participants were native English speakers.

5.2.2 Study Environment

As we wished to conduct a controlled investigation in a typical setting, we under-

took the studies in a user research lab con�gured as a typical living room. This lab

has been used for several years by a major TV broadcaster for similar studies, and

ensures as minimum distraction and rich observation of the stimuli e�ects. The

lab’s camera equipment was used to view and record the participants and their

interactions in situ (Figure 8).

a b c

Figure 8: Video observation was captured from three angles: a) directly in front of

the participant, to observe reactions such as gaze; b) from above, to observe the

device status and reactions froma second perspective; and c) to view the TV screen

to maintain a comprehensive record of the content experience.

5.2.3 Study Procedure

Each participant completed a demographic questionnaire to allow us to understand

our sample population. A sequence of four TV clips (see Figure 2), each accompan-

ied by companion content were then presented, one after another interspersed

with post-clip questionnaires. We chose a variety of content to mitigate for genre
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e�ects [50]. Participants were told that they would be asked recall-based questions

about both screens’ material. This was to provide instructions to attend to both

screens. At the end of the sequence, the participants �lled out a questionnaire, and

an investigator conducted a semi-structured interview discussing the participant’s

experience of the di�erent complexity levels. The full questionnaire can be found

in Appendix B.

5.2.4 Stimuli and Tablet Content Design

The TV content (Table 2) was chosen to be diverse as possible so that we could com-

pare/control the impact of each genre/style of programming. Companion content

was displayed at four points, at a diverse set of scenes in the TV clips – some with

high levels of dialogue on the TV, others with little; others at points that would

require high visual focus on the large screen to understand, in contrast to other

visually slower points in the programme, with slower paced editing and more re-

petitive shots.

Clip No. TV Programme Summary

1 The Inca: Masters of the Clouds Inca docu mentary
2 Snooker Coverage: Master’s 1/4 Final Snooker 1/4 �nal
3 Click (broadcast 5/7/14) Technology news item
4 Eggheads: Season 15, Episode 18 Quiz programme

Table 2: Table of clips used in the visual complexity experiment

We chose a diverse set of genres due to the evident impact of genre e�ects, as

discussed in the previous chapter. The tablet material was non-interactive graph-

ical companion content, with no audio, which depicted information related to the

programme – for example, facts, related images, and tangential news stories. The
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companion screens (Figure 9) were created in four levels of complexity: simple

text, simple graphics (‘tg’), complex text, simple graphics (‘Tg’), complex graphics,

simple text (‘tG’) and complex text, complex graphics (‘TG’).

a b

c d

Figure 9:The graphical second screen complexity levels used in the experiment, for

the Inca documentary clip (Clip 1).Weuse lower-case to denote a simple condition,

and a capital to denote complex: a) depicts ‘tg’ – simple text, simple graphics; b)

depicts ‘Tg’ – complex text, simple graphics; c) depicts ‘tG’ – simple text, complex

graphics; and d) depicts ‘TG’ – complex text, complex graphics.

In creating di�erent levels of textual and graphical complexities we used standard

measures and prior literature to guide our choices. For textual information we used

descriptors to consider complexity – the Flesch-Kincaid reading ease score method
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[79], and the length of the textual information. For this we de�ned two levels of

complexity, based on the reading age score of the text and the number of words in

the content:

– low: a Flesch-Kincaid reading score over 60, which implies the reading age

of an average 13 to 15 year old and < 15 words.

– high: a Flesch-Kincaid reading score below 50, which implies more advanced

reading skills and > 25 words.

We used Heaps and Handel’s (aforementioned) de�nition of graphical complexity.

We therefore de�ned information-rich with complex semantic information, such

as graphs and maps, as complex. Non-semantically rich images, such as a picture

of an animal, we de�ned as simple. We used Latin square treatment to balance

for the visual complexity levels fairly across all four clips, so that there was an

equal number of independent variables (complexity levels) across the TV stimuli.

Our content’s textual and graphical complexity was designed to be in line with

current informational applications used by major broadcasters, for example those

in the BBC Companion Archive [28]. In this case, this simply involved us loading

the text descriptions as static slide-like content in a similar manner to the BBC’s

Autumnwatch Experiment [23].

5.2.5 Measures and Validation Techniques

For objective data we considered gaze. To determine and record the participant’s

eye gaze information we used the video analysis software ELAN [130]. Video

markup can be used to time-code accurate events and has been used recently, for

example, to time-code livingroom activities around the television [117]. We util-
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ised the multiple angle HD video and were able to determine observational data,

which was time-coded with frame-by-frame accuracy. When the participant’s gaze

was on the tablet, the appropriate code was applied and unapplied when the parti-

cipant’s gaze left the tablet (Table 3). To ensure accuracy of the coding technique

we utilised a second coder to validate accuracy of timings for a sample of the foot-

age (1/3 of the footage). For each sample, there was an average di�erence of 0.029

seconds (3.1%) between coders. Analysis of variance suggests no signi�cant e�ect

between the coders (F(1, 31) = 3.5, p > 0.05), therefore we assume reliable coding

using this method.

Event Start Time End Time Duration Clip/Content

tabletFocus 04:28.8 04:30.3 00:01.5 clip1Content1
tabletFocus 04:32.0 04:32.7 00:00.7 clip1Content1
tabletFocus 04:35.4 04:36.7 00:01.3 clip1Content1
tabletFocus 04:38.1 04:38.6 00:00.5 clip1Conten�1
tabletFocus 04:39.7 04:40.9 00:01.2 clip1Content1
tabletFocus 04:42.7 04:43.5 00:00.8 clip1Content1
tabletFocus 04:43.8 04:46.0 00:02.2 clip1Content1
tabletFocus 04:48.3 04:49.7 00:01.3 clip1Content1
tabletFocus 04:51.8 04:53.7 00:01.8 clip1Content1
tabletFocus 04:54.3 04:54.8 00:00.5 clip1Content1
tabletFocus 05:13.9 05:18.4 00:04.5 clip1Content2
tabletFocus 05:19.3 05:20.7 00:01.4 clip1Content2
tabletFocus 05:21.7 05:22.1 00:00.4 clip1Content2

Table 3: Example of the (rounded) data generated from the video analysis in

minutes, seconds and tenths of seconds: – by coding speci�c events and their dur-

ation we were able to determine statistics such as glance length and frequency on

the tablet.
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Speci�cally, we were interested in tablet engagement time – how long a particular

piece of tablet content caught their attention away from the TV, calculated by the

total duration of glances per piece of second screen content. From this, we could

also determine the average length of gaze, to determine how long each point of

visual engagement with the content lasts, and how often the participants looked

up and down.

After each clip, we administered a Likert scale questionnaire to gather the parti-

cipants’ impressions. Speci�cally we asked questions related to how hard they felt

it was to take in content on the second screen, whether they were missing content

on the TV because of the tablet (and vice versa), and how hard it was for them to

take in textual or pictorial information. After watching all clips we asked questions

related to the experiment as a whole, speci�cally asking them to re�ect on how the

detail levels in the companion content a�ected their overall experience.

We concluded the experiment with a semi-structured interview. For this we asked

the same core questions, but the nature of the interview allowed us to probe deeper

into speci�c comments made by the participants. Our main interview questions

probed whether they adapted their TV viewing if there was more textual or pictorial

information on the second screen; at what points they sacri�ced viewing content

on the TV, and the tablet; and how much the companion content’s relevance im-

pacted the balancing of both screens. We transcribed the data and conducted them-

atic analysis to probe key trends.
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5.3 results

We now describe the results. With regards to the analysis of the continuous data,

we used ANOVA (analysis of variance) to determine if there were general signi�c-

ant e�ects for conditions, and then conducted post-hoc pairwise comparisons. For

ranked data we used Friedman tests to investigate the overall e�ects of conditions,

and then used post-hoc Wilcoxon signed rank tests to evaluate individual di�er-

ences. In post-hoc analysis we used Bonferroni correction to protect against type

I error from multiple comparisons, and set α = 0.05.

5.3.1 Visual Data

Figure 10 depicts a frequency distribution of the length of all recorded glances in

the experiment. Most glances tended to fall within the lower range; many less than

10 seconds.

Concerning video analysis tablet engagement time, we took the average of each

of the participants’ visual engagements for each condition. This is shown in the

results in Figure 11. On average, ‘TG’ (complex text, complex graphics) yielded the

longest level of engagement with the second screen: 17.8 seconds (SD = 7.7) – 59.3%

of the time the content was displayed –, and ‘tg’ (simple text, simple graphics)

yielded the least with an average of 10.6 (SD = 4.0) seconds of time engaged, or

35.3% of the time the content was displayed. Tg and tG yielded an average of 16.8

(SD = 7.0) and 14.7 (SD = 6.3) seconds respectively.

As the average engagement time for each participant was determined to be of a nor-

mal distribution (Kolmogorov–Smirnov indicated p > 0.05), we conducted analysis

of variance on the data. ANOVA indicated that the complexity level had a signi�c-
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Figure 10: Glances per condition for the visual complexity experiment. In total, we

observed a total of 869 engagements with the handheld display across all condi-

tions, which ranged from less than one second (likely checking if new content has

updated) up to 30 seconds in the more complex conditions.

ant e�ect on the participants’ time engaged with the content (F(3, 17) = 14.032, p<0.001), and

post-hoc pairwise comparisons indicated there were signi�cant di�erences between

the complexity levels. By comparing ‘tg’ and ‘Tg’ we saw that complex text had a

signi�cant e�ect on engagement (p = 0.001), and by comparing ‘tg’ and ‘tG’ we also

can see that graphical information had a signi�cant e�ect (p = 0.015). Moreover,

combined complexity of graphics and textual information also had a signi�cant

e�ect on engagement (p = 0.001).

The average duration of a glance to the second screen for the participants was 4.6s

for ‘tg’, 7.1s for ‘Tg’, 6s for ‘tG’ and 8.4s for ‘TG’ – textually complex pieces of con-

tent yielded the lengthiest gazes. Further, there was a much larger spread in the

length of glances for textual information, for example standard deviations for ‘tg’
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Figure 11: Length of time, in seconds, that the participants were engaging with the

content for the respective complexity types.

(SD = 2.46) and ‘tG’ (SD = 2.50) were much lower than the glances for the more tex-

tually complex cases – for ‘Tg’ SD = 4.67 and for ‘TG’ (SD = 4.39). There was a signi-

�cant e�ect for visual complexity on average gaze length (F(3, 17) = 5.186, p = 0.010)

and post-hoc analysis showed a statistically signi�cant di�erence (p = 0.013) between

complexity conditions ‘tg’ and ‘TG’. However, we found no signi�cant di�erences

for complexity when considering glance frequency. Upon conducting a two-way

ANOVA to assess if there was an interaction e�ect for textual and graphical com-

plexity with regards to time engaged with the content, there was no signi�cant

interaction e�ect, implying that the complexity types (textual and graphical) do

not a�ect each other.
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5.3.2 Experimental Questionnaires

Now turning to the post-clip impression questionnaires, as summarised in Table

4. There was a signi�cant overall e�ect for Statement 2, the extent to which par-

ticipants found it challenging to take in content on the tablet. Post-hoc analysis

indicates that complex text and graphics (‘TG’) was ranked signi�cantly higher

than simple text and graphics (‘tg’) (Z = 2.665, p = 0.032). When we consider how

much the participants believed they felt they were missing material on the tablet

(Statement 4) there was a signi�cant overall e�ect for complexity. In the post-hoc

analysis, ‘TG’ was signi�cantly more impacting than ‘tg’ (Z = 3.27, p = 0.004) and

‘tG’ (Z = 2.56, p = 0.036), and that ‘Tg’ was rated signi�cantly higher than ‘tg’

(Z = 2.48, p = 0.026).

Mean Rank

Statement ‘tg’ ‘Tg’ ‘tG’ ‘TG’ χ2 p

S1) I found it challenging to take in the content on the TV 2.33 2.33 2.43 2.93 3.78 0.290
S2) I found it challenging to take in the content on the tablet 2.03 2.73 2.30 2.95 7.93 0.047
S3) I felt like I was missing material on the TV 2.20 2.48 2.40 2.93 3.86 0.277
S4) I felt like I was missing material on the tablet 1.83 2.63 2.33 3.2 16.44 0.001
S5) I could easily take in the picture based material 3.13 2.43 2.40 2.05 9.19 0.027
S6) I felt I could easily take in the textual content 3.13 2.11 2.61 2.16 10.72 0.011
S7) Rate, out of 10, the level of complexity on the tablet 1.55 3.03 2.18 3.75 24.35 0.000

Table 4: This table shows the statements participants were asked to consider after

each clip. They ranked all statements on a 5 point Likert scale (Strongly Disagree

(1) up to Strongly Agree (5)). Groups with statistically signi�cant inter-condition

e�ects are denoted with an asterix, therefore we can see that there was no signi-

�cant e�ect found for Statements 1 and 3.

For picture based materials (Statement 5) there was a signi�cant overall e�ect, how-

ever, upon conducting post-hoc analysis signi�cant pairwise di�erences between

conditions were not found. Analysis of participants’ responses to taking in tex-



92 qantifying cross-device complexity

tual content (Statement 6) showed a signi�cant overall e�ect, as shown in Table

4. Post-hoc analysis indicated that ‘Tg’ that was rated signi�cantly lower than ‘tg’

in terms of textual comprehension (Z = 3.31, p = 0.004), this was also the case for

‘TG’ (Z = 2.642, p = 0.024).When asked to rate their perceived complexity on the

tablet out of ten (Statement 7).

There were signi�cant di�erences between conditions. Post-hoc analysis indic-

ates that there were signi�cant di�erences between ‘TG’ and ‘tg’ (Z = 3.53, p

< 0.001), between ‘Tg and ‘tg’ (Z = 3.49, p < 0.001), and between ‘tG’ and ‘tg’

(Z = 2.37, p = 0.018). The post-study questionnaire suggested, in general, that the

participants found less detail (median rating of 3) better than more detail (median

rating of 4). Finally, they generally agreed that it was hard to take in both screens

at once – (median rating of 2 (disagree)) to the statement ‘I found it easy to take in

the both screens at once”.

5.3.3 Post-study Interview

When questioned about what the more detailed content did to their viewing habits

across both screens, the most common response was that they prioritised the TV

(8 participants). That is to say, sometimes they ignored the more complicated com-

panion content to engage with the TV. Generally, they noted this was because they

were engaged with interesting things happening on the TV. For example, a tension

point in Clip 4 –“I found myself missing material because of the tensions in knowing

if the person was going to get it [...] it was a visual thing, rather than just listening

to see if they were going to get it right” (P13), or when the presenter of Clip 1 was

giving a detailed lecture.
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The participant’s comments indicated that detailed textual information was a ma-

jor issue to take in at points. A common trend for users was monitoring the TV

with their auditory channel and looking up when it piqued their interest – a pattern

also evident in our interviews and online questionnaires in the previous chapter.

However, what we learn from this study is that increasing the textual complexity

a�ects this considerably. During the experiment, 12 participants noted that they

had trouble taking in the textual information while engaging with the TV –“There

was too much text and I wouldn’t take it on if I was reading it, so I would rather watch

the television” (P4).

In addition, it was clear that in portions of a clip which contained more verbose

passages from the programme’s presenter, combined with in-depth textual inform-

ation on the companion device resulted in considerable problems for the parti-

cipants “It was very hard for me to read [...] while there is a TV narrative going on”

(P8). To a lesser extent, more detailed pictorial information was perceived as an

issue. Three participants noted that they found it hard to take in some of the map

and graph-based information.

An interesting viewing behaviour was that half of the participants (10) appeared

to be viewing the content on the tablet by anticipating logical gaps, or ‘cues’ in the

TV content. It was clear that they associated certain points in the programme with

cues to look at the companion device – points of low inactivity (a player mulling

his shot in snooker), large panoramic shots, and repeated parts (such as replays),

for example –“So there were periods on the �rst one [Clip 1], where the guy was

talking but he was walking across a �eld so it did not require my visual attention. So

I could look at the tablet and still listen to it” (P6).
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Conversely, they associated other sections with points where they should look

away from the tablet and focus on the TV. These were generally tension points,

for example, a question being asked in a quiz programme, excitement in the com-

mentator’s voice, or even points with unexplained silences – “[...]with the snooker

the audience would gasp, or when I could hear commentators go quiet I could tell some-

thing was about to happen” (P20). Moreover, it was clear that those with knowledge

or experience of a programme were more likely to anticipate these gaps better,

and respond to second screen content accordingly. For example, one participant

– a keen fan of snooker – was able to anticipate when certain snooker players

were likely to take their shots, and adapted their viewing accordingly –“Ronnie

O’Sullivan is quick with his shots and you know that you’re going to miss it if you

are not attending” (P13).

5.4 discussion

Our objective and subjective evidence indicates that textual information has a sig-

ni�cant impact on the dual-screen experience. We suggest that this is because

graphical information can easily give us a gist, whereas to gain information from

text we must systematically read line by line. This is supported by the fact that the

average gaze length of the participants was signi�cantly longer for the more textu-

ally complex information, and not for the graphical. We also saw larger variations

between the length of gazes for the textual content compared to the graphical. A

potential explanation is o�ered by the psychology literature is that people are poor

at reading text and taking in auditory information concurrently [123]. Therefore,

our participants would have had to focus considerably more on the text and ‘block

out’ the TV in the background, due to the burden on cognitive load.
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Our �ndings around the impact of increasing textual complexity support the ob-

jective �ndings of Kallenbach et al. [74], in which participants felt more stress

while watching TV and reading text (their study, in contrast to ours, displayed the

text on the same screen as the programme). In the worst case scenarios, with com-

plicated streams of auditory information on the TV, and complex tablet textual

information, the participants mostly switched to the TV – the more prominent,

motion rich display, with an additional auditory element, as in Brown et al.’s work

[23]. In general our gaze durations were proportionally in line with other stud-

ies [23, 66], but slightly higher – likely related to each piece of content’s lower

presentation time.

Though textual information was clearly a major factor, the perceived complexity

of the content was also heavily a�ected by the visual and auditory interaction of

the larger TV content stream. This was driven by several, more nuanced, factors.

Interestingly, these were also sometimes driven by some kind of prior knowledge,

such as knowing how good a snooker player is. What this may suggest is that a

familiarity with certain TV content means that we can learn to better manage our

attention resources to accommodate second screen activity. For example, in more

repetitive programming, with a limited set of visual events, this may allow a user

to better monitor the audio feed from the TV to get a subconscious gist of the

visual content.

We also noted two main user perceptions of content that are unrelated to that of

the main TV programme. In general they supported Valuch et al.’s [136] proposal

of similar elements between displays making it easier for users to switch between

them. However, in addition, we found that our participants belonged to two main

categories:
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– Unexpectedly, those who felt it was easier to take in the content because

it was unrelated, and therefore they could compartmentalise one piece of

content and fully engage with another; and

– those who found it distracting to deal with two very disparate pieces of in-

formation – a potential explanation for the �ndings of Van Cauwenberge et

al. [137], who noted no signi�cant e�ect for the relatedness between screens

when dual-screening.

Though the TV display’s complexity is highly nuanced and subjective, some com-

mon themes came from our research that suggested the participants would �nd

it challenging to view second screen content during these points. The character-

istics of complex TV content, i.e., a broad set of heuristics to consider television’s

complexity by were:

– intense dialogue – �ve out of 20 participants noted that they found the points

where intense dialogue was occurring to require excessive cognitive pro-

cessing;

– novel occurrences – six out of 20 participants noted that when something

totally new happens on the screen, for example a scene switch, they found

it hard to take in the companion content; and

– semantically vital visual information – for example, when someone draws

something in a description and we cannot infer what it is from the auditory

channel (eight out of 20 participants).
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5.5 design implications and conclusion

In general, our �ndings suggest that we need to actively consider the complex-

ity of information on second screens when providing complementary material to

primary media. Moreover, before designing content, we should examine the poten-

tial e�ects of the complex interaction between the two displays, across the auditory

and visual domain.

In this chapter we have explored the e�ect of varying textual and graphical com-

plexity on a dual-screen experience. We have noted profound e�ects for increased

textual, and to a lesser extent, graphical complexity. In terms of answering RQ1,

which seeks to understand the main bottlenecks of the use case, we found that

by increasing textual complexity we signi�cantly increase the cognitive e�ort re-

quired to engage with two screens. In addition, our qualitative interview data also

suggest key themes in television complexity which may inform designers when

second screen content should be provided, and at which level of complexity.

The �ndings in this chapter have allowed us to quantify, in terms of standardised

metrics, the impact of second screen content, expanding on the data gained in

our online questionnaires and interviews, where we captured more broad, qualit-

ative data. Additionally, our �ndings in this chapter around the e�ect of increased

textual complexity may explain the fact that, in our previous study, users repor-

ted higher mental e�ort when searching for information – which likely involves

more verbose textual descriptions, as opposed to brief social media content and

messages. Our �ndings equip application designers with a sense the boundaries

of perception when designing applications in terms of the complexity of visual

content in relation to given TV content. In the next chapter we extend this work
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to consider how such �ndings may be used to better design the complexity of a

cross-device media experience, and explore the e�ects empirically.



CHAPTER SIX

Compensating for Cross-Device

Complexity

In the previous two chapters, we have considered what types of content a�ect

cross-device attention in a dual-screen scenario and tightened our focus to consider

the driving factors behind a user’s attention distribution. We found that textual

complexity on a second screen, and the speci�c nuances of a programme, have a

major impact on the user’s experienced mental e�ort when second screening. From

this, we have established a strong sense of what constitutes ‘complex material’

when intermixing a television programme and second screen material. Although

such heuristics may allow designers to consider more deeply the implications of

introducing content to the users, they do not fully consider how this should be

implemented.

In this chapter, we describe our �rst intervention and aim to shed light on RQ3

(how can we e�ectively intervene in user attention to improve the way they man-

age it?). We consider the e�ect of automatically adjusting visual complexity on a

second screen tablet around a set of heuristics, which we term complexity cura-

tion. Building on the �ndings of the previous chapter, we design an intervention

which allows for the automatic variation of the second screen (textual) complex-

ity in accordance with our heuristics, comparing this to a random baseline. Fur-

ther, towards exploring RQ4, we aim to investigate the extent to which the user

is in control of the way their attention is managed by allowing users to adapt

99



100 compensating for cross-device complexity

the complexity themselves, and explore the tradeo� between interaction cost and

autonomy.

We �rst we contextualise our techniques in the literature on adaptive and adaptable

interfaces, proceeding to describe our methods for complexity curation. Then, we

study the experiential e�ects of complexity adjustment and adaption with users.

Finally, we conclude with our design recommendations and implications from our

�ndings.

6.1 adaptive and adaptable ui

Much work in HCI for TV and HCI in general looks at adaptive and adaptable

interfaces. Often, there are scenarios in which we want to provide a user with the

exact amount of content they require – no more; no less. Too much information

often overburdens a user cognitively, whereas too little is insu�cient. Findlater and

McGrenere [45] term this class of changing interfaces as follows: adaptive – the

systems controls change; adaptable – the user controls change, it is customisable.

They term interfaces which do not change, and are unchangeable, as static. In their

work comparing static, adaptive and adaptable menus, they explore the perceived

e�cacy of each, �nding that static menus were signi�cantly faster than adaptive,

and that in general users preferred adaptable menus overall.

Findlater and McGrenere [45], in their adaptive condition, used an algorithm that

dynamically determined which items should appear in the upper partition of a

menu based on the user’s most frequently and recently used items. In later work

[46] they focus on applying similar techniques to solving the problem of perform-
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ing tasks on smaller interfaces, where showing all the information available is not

easily possible.

As computing devices’ ability to sense and engage with their environments has in-

creased, much recent work has extended adaptive UI by designing attention aware

systems. Attention aware systems work by gauging the attention of the user, and

acting appropriately. Such interfaces generally take physiological data from the

user and make assumptions about their needs. These interfaces, termed physiolo-

gically attentive user interfaces [26] take features such as heart rate variability

(HRV), electroencephalogram (EEG) information and eye tracking (c.f. [69]) to ap-

proximate attention in users and adapt accordingly.

6.2 adaptive and adaptable ui: tv for hci approaches

Now, turning to the focus of this thesis – UX for dual screen television – there

are numerous reasons for gauging a user’s television viewing habits. Knowing in-

formation, such as what types of television users watch or how often they watch

it, enables broadcasters to recommend appropriate content. Various methods can

be used to infer such habits, and now with television being increasingly internet-

based, we can infer more and customise the content with even �ner detail so that

users may have a totally unique experience.

6.2.1 Recommender Systems for TV

Recommender systems were borne from the inception of digital TV’s diversity of

choice. Due to the vast number of digital channels available, users found them-

selves getting lost in irrelevant media. One solution, as described by Isobe et al.



102 compensating for cross-device complexity

[68], is to allow a user to provide some information about themselves, such as how

long they watch television per day, or their viewing interests, and then recommend

content accordingly. This is, perhaps, analagous to an adaptable UI, where users

control change. Since then, there have been numerous variations on the theme of

content recommendation. Bernhaupt et al. investigated this from an ethnographic

standpoint [14], noting that such systems only really work on a wholly individual

level, due to great interpersonal di�erences in preferences. There are a number of

important factors to consider when recommending television content, and extens-

ive user modeling has aided in generating realistic pro�les for users, as in the work

of Shin et al. [128] and Oh et al. [108] – which could be interpreted as adaptive UIs,

where the system controls change based on its inferences from the user.

6.2.2 Perceptive Media

Perceptive media, arguably a form of an adaptive UI, takes customising content

to the next level by embedding related information within a media experience on

a user-by-user basis. It relies on using data we know about a user to not just re-

commend speci�c shows, but adapt them to their needs. The information is nor-

mally inferred implicitly [48], that is, the user does not manually input information

about themselves, but it is sensed through their browser, or operating system. For

example, their location1 or their social networks2.

1 Perceptive radio play – http://www.futurebroadcasts.com/
2 Interactive short movie based around your Facebook feed – takethislollipop.com
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6.3 complexity curation and adjustment

As discussed in the previous section, there is much work around adapting the com-

plexity of systems and webpages, and a plethora of systems which recommend tele-

vision programmes and material based on users’ choices and devices’ inferences.

Further, as shown in the previous two chapters, there is a evidently a large cog-

nitive e�ect on increasing the complexity of second screen material, especially in

tandem with more demanding television content. In the remainder of this chapter

we re-appropriate techniques from the from the �elds of adaptive and adaptable

computing towards compensating for the perceived complexity of cross-device me-

dia.

As we, in the previous chapter, garnered an impression of the characteristics of

complex television content, we can begin to consider methods by which applica-

tion designers and broadcasters may compensate for primary screen complexity

when developing their companion applications. Indeed, a reasonable solution to

this issue may be to not introduce visually complex second screen information

during complex points in a programme. However, this is clearly restrictive, and

means we cannot provide the time-relevant second screen content that the literat-

ure suggests is salient.

Towards a deeper understanding of RQ4, which seeks to investigate how in control

of attention management a user should be, we now explore two techniques with a

view to understand ways by which we may adapt complexity on a second screen

to compensate for the perceived complexity on the primary:
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– Complexity Curation – similar to adaptive user interfaces, the device ad-

apts its content’s complexity in accordance with the television’s perceived

complexity (low user autonomy);

– Complexity Adaption – similar to adaptable user interfaces, we give the

users the ability to adapt the complexity, up and down, themselves (high user

autonomy).

We now describe the our content manipulations in detail, along with an extensive

empirical study to understand their subjective and objective e�ect.

6.3.1 Device-Driven Complexity Curation

To compensate for dual-screen visual complexity we propose that content can be

curated – rendering the content more visually simple on the handheld device when

more complex content is on the TV, and more complex when simpler content is on

the television (as in Figure 12). When new content is loaded by the user, the view’s

complexity can update based on the characteristics of the TV content.

For our complexity curation method, we divide the content into appropriate time

segments. Here we have chosen 20 seconds because this was the approximate time

between scene/shot changes. Then for each of these segments we consider the TV

complexity characteristics, discussed in Section 5.4. If the content contains none of

the characteristics of complex TV content, then we consider it the lowest level (1),

and if it contains them over the majority of the material we rank it the highest level

(3). If the segment contains a mixture of complex and simple scenes, we consider

this a medium (2) complexity.
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Figure 12:Content curation process: a) video content is broken down into 20 second

time slices; b) complexity of TV content is determined, for example by our TV

complexity characteristics; c) complexity of tablet content is determined by in-

verting the TV complexity value to compensate for the complexity across the foci.

For example simple TV (complexity level 1) means tablet complexity would be ad-

justed to complexity level 3.

6.3.2 Complexity Adaption by Users

To compensate for complexity, another feasible option is to load the material in

a default level of detail, and allow the user to adapt the content themselves (see

Figure 13). This can be facilitated with a ‘more/less’ info button, which increases

the information in a given text region, in a similar approach to Geerts et al. [53].

Therefore, if a user wants to �nd out extra information, they can expand the text.

Conversely, by giving them the opportunity to turn the complexity down, we also

aimed to discover if users compensate for visual overload themselves with our

methods, as they were shown to do in their own viewing (as determined from our

interviews in Chapter 4).
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Figure 13: UI Adaptation: the user can alter the complexity and amount of inform-

ation in a text element. The arrows correlate to the actions possible by the user,

for example in b) it is possible to increase, or decrease complexity, and in a) the

user can only increase from the simplest state.

Between these two methodologies, we predominantly aim to gain insight into RQ4

– will a�ording the user high/low autonomy have any perceived bene�ts? And also,

gain insight into the overarching question of RQ3 – whether we can e�ectively

intervene in a user’s attention by varying the complexity of the content.

6.4 empirical study of complexity compensation

In this study we explore the impact of complexity curation UI, and user-adaptable

UI, compared to a baseline context unaware case. We do so with an aim to determ-

ine if complexity curation is a useful starting point to balance for complexity across

dual-screens (which is crucial to cross-device experiences, as outlined in the pre-

vious chapter); to further validate our complexity characteristics; and to examine

the relative user experiences of both of the adjustment methods.



6.4 empirical study of complexity compensation 107

6.4.1 Procedure

We conducted this experiment in a TV usability lab and were able to capture video

of the participants from multiple angles in a mock living room. First we briefed

the participants. We informed them that there were three conditions, which we

explained in simple terms, and ensured they understood. Not to bias the experi-

ment, we did not tell them the order of the conditions – allowing us to compare

the curation to the randomized case. After gathering participant demographics,

the participants then watched three clips, with a piece of companion content on

a second screen (iPad). Ordering e�ect for the variables was counterbalanced by

a Latin square design – over all participants, each clip was used with the same

number of independent variables (complexity levels). After each clip, we admin-

istered a short questionnaire to evaluate their experience. After all clips had been

watched, we administered a post-study questionnaire to evaluate the participants’

experience as whole. A full questionnaire can be found in Appendix C. After this,

we concluded with a brief semi-structured interview.

6.4.2 Stimuli and Tablet Content Design

The participants were presented with a navigable application (Figure 14), in which

they could view content related to the TV programme. This refreshed with new

information at four points in the programme. This was indicated by a simple aud-

itory noti�cation and a new piece of content appearing in the navigation bar. Par-

ticipants were free to return to previously visited content, which would render

di�erently based on the condition active.
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a b

dc

Figure 14: Four examples of screens from a navigable application designed to sup-

port Clip 2 (a)) and Clip 3 (c)). The two left clips depict the condition in which

the users can adapt the complexity, and a) and d) where it is curated for them

(discussed in the coming section).

The participants were motivated to engage with the material on the tablet through

a quiz in which they were asked three questions on the companion application

about the content on the tablet and/or the TV programme. As in the experiment

in the previous chapter, informed by our interviews and online questionnaires in

Chapter 4, we chose the stimuli to represent a diverse set of complexities, but

now informed by our additional �ndings as to what constitutes complex TV ma-

terial. Each clip was approximately 7 minutes and taken from a large TV broadcast

archive. The clips used can be viewed in Table 5.
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We chose clip 1 as it ful�lled the requirements for both complex, and simple TV

content, with both intense dialogue and often scarce imagery. We chose clip 2

as it ful�lled requirements for complex content, as it is full of tension points and

intense dialogue. Finally, we chose clip 3 as it ful�lled the characteristics of simple

TV content, with relatively little complex dialogue.

Clip No. TV Programme Summary

1 Africa: Sahara Natural history documentary
2 The Weakest Link Quick-�re quiz programme
3 James Martin’s Home Comforts Cooking programme

Table 5: Clips used in the complexity adjustment experiment.

To consider how we may accommodate for complexity, we de�ned three second

screen visual complexity levels informed by the �ndings of the previous chapter:

simple, in which we used a reading score of 70 (Flesch-Kincaid) and a word count

of 40; medium, in which we used a reading score of 55 and a word count of 55;

and complex, in which we used a reading score of 50 and a word count of 70.

Some examples of text, which we adapted from online articles3, included in the

applications is shown below:

– Simple: A superior mirage is one that is displaced above the horizon. For ex-

ample, while at sea we may see a ship above its physical position on the ocean.

– Medium: A superior mirage is one that is displaced above the horizon - while

at sea we may see a ship above its physical position. They occur when the air

below the line of sight is colder than the air above it. The image shifts up as air

above cold air is the opposite of the normal temperature.

3 In this case, the Wikipedia article on Mirages: https://en.wikipedia.org/wiki/Mirage
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– Complex: A superior mirage is one that is displaced above the horizon. For

example, while at sea we may see a ship above its physical position. Superior

mirages generally occur when the air below the line of sight is colder than the

air above it. This unusual arrangement is called a temperature inversion, since

warm air above cold air is the opposite of the normal temperature gradient of

the atmosphere. Passing through the temperature inversion, the light rays are

bent down, and so the image appears above the true object, hence the name

superior.

These textual complexity levels, as discussed in the previous chapter, are typical

of supplemental information-based companion apps. In terms of implementation,

we stored each piece of textual stimuli in memory in the application and presented

it depending on the appropriate complexity at the given time (as shown in Figure

12), leaving enough space in the rest of the UI to accomodate for the largest size

(complex). The independent variable in this experiment was how we controlled for

this complexity. We looked into two methods (adaptable and curated), compared

to a baseline, to uncover the implications of each:

– Context unaware (Condition 1): second screen material that updates without

any consideration for �rst screen complexity – it is randomly generated

across three levels of complexity – simple, medium and complex. This is

done each time a new view is loaded by the participant while browsing the

application.

– Curated (Condition 2): second screen content that is curated to TV content.

We curated this in accordance with our complexity curation methods dis-

cussed in the previous section. The content was rendered to a new condition
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each time the participant opened a new view. Each level of complexity was

used the same number of times for curation across the clips to ensure a fair

comparison to Condition 1.

– adaptable (Condition 3): content that the users can make more or less com-

plex by interacting with the interface. The content loaded in medium com-

plexity, and then the participants could adapt it, as discussed in Figure 13.

6.4.3 Participants

With regards to the participants, we recruited students and sta� from Salford Uni-

versity, as well as people from BBC, which were not related to this research. For

example, administrative sta� and software developers. Of our participants, 14 iden-

ti�ed as male, and 10 female, making for a total of 24 participants, with ages ranged

from 21 to 52, with a mean age of 32.3 (SD = 9.75). With regards to their TV/techno-

logy experience, 19 participants (79%) reported engaging with their devices while

watching TV. On average, the participants consumed around 2 and a half hours

of video media per day, and (38%) had engaged with some form of companion

application (such as Zeebox, or ‘The Voice’ Companion apps). All bar one of the

participants were native English speakers.

6.4.4 Measures and Validation Techniques

For the post-clip Likert questions, we asked how the detail on the tablet a�ected

their dual-screen experience. We were speci�cally looking to investigate the three

conditions in terms of their advantages and/or disadvantages for dual-screen UX,

the baseline (context unaware) acting as a reference to compare to. We looked
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at whether the adjustment type had an e�ect on the participants’ ability to take in

either the TV, the tablet, or both screens better than the baseline.

To quantify our �ndings, we logged interaction data for when the participants

navigated between new views, at what complexity level the views loaded up, what

condition they were assigned, and how much they adapted the content themselves

(up or down). To conclude the experiment, we conducted a brief semi-structured

interview with two main questions: one that probed if they had noticed that the

content on the tablet had adjusted to the complexity of the TV for any of the con-

ditions; and another in which we asked how they felt about interacting with the

buttons to change the complexity on the tablet.

6.5 results

We now describe the results, beginning with the questionnaire data, progressing

to explore the device logs, and �nally, considering the interview questions.

6.5.1 Questionnaire Data

Concerning inter-condition e�ects, post-clip Likert scale results (Table 6) indic-

ate that there was a signi�cant di�erence between the conditions for the parti-

cipants taking in information on both screens simultaneously. Post-hoc analysis

determined that they agreed that Condition 2 (curated) allowed them to take in

both visual streams signi�cantly better than the context unaware case (Z = 2.07,

p = 0.038), and also the adaptable (Z = 2.72, p = 0.009) technique. However, there

was no signi�cant di�erence between the context unaware and the adaptable

condition.
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Mean Rank

Statement C1 C2 C3 χ2 p

1) The tablet detail allowed me to take in tablet content 1.88 2.29 1.83 4.48 0.11
2) The tablet detail allowed me to take in TV content 1.85 2.31 1.83 4.33 0.12
3) The tablet detail allowed me to pay attention to both displays 1.85 2.46 1.69 9.72 0.008

Table 6: Participants were asked to state their agreement after each clip. All ques-

tions were ranked on a 5 point Likert scale. Groups with statistically signi�cant

inter-condition di�erences are denoted in red and darkness of colour denotes

strength of agreement.

Turning now to the post-study Likert scale data, it was evident that there was a

signi�cant e�ect for condition on the amount that the participants felt that the “de-

tail of the tablet content enhanced the experience as a whole” (χ2 = 7.59, p = 0.021).

Post-hoc analysis suggested that participants rated Conditon 2 (curated) signi�c-

antly higher than context unaware (Z = 2.28, p = 0.039). However we found no

statistically signi�cant di�erence between curated and adaptable. With regards

to the demographics data, there was a signi�cant correlation between those par-

ticipants who stated they were easily distracted by content on their devices and

those who enjoyed the curated case (Spearman’s ρ = 0.40, p = 0.027).

Although the method in which the content’s complexity was adjusted did not sig-

ni�cantly di�er between clips, the participants rated these clips signi�cantly dif-

ferently for their general preferences. A signi�cant overall e�ect was noted for the

amount they enjoyed the clip (χ2 = 13.78, p = 0.001). We conducted post-hoc ana-

lysis and found that Clip 2, The Weakest Link, was ranked signi�cantly lower than

Clip 1 (Sahara) (Z = 2.57, p = 0.015) and Clip 3 (Home Comforts) (Z = 2.55, p = 0.008).
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6.5.2 Interaction Data

In total, we logged 216 complexity adjustments (in the adaptable case) across all

clips. In general Clip 2 yielded the most adjustment, with a total of 92 (3.8 adjust-

ments per clip), followed by Clip 1 at 64 (2.7 adjustments per clip) and lastly Clip

3 at 60 (2.5 adjustments per clip). In both Clip 1 and Clip 2 turning the complexity

up was more common than down – Clip 1 saw 21.9% more complexity increase

than decrease, and Clip 2 19.6% more. However, with Clip 3 the participants de-

creased the complexity marginally (6.7%) more than increased – summarised in

Figure 15.

0 20 40 60 80 100

Adjustment type (total frequency)

Total adjustment

Complexity decrease

Complexity increase
Clip 3
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Clip 2
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Sahara

Figure 15: Frequency of participants’ total complexity adjustment.

From the data logged on the device, it was clear that di�erent clips resulted in

di�erent uses of the adaptable case. Upon being presented with a new view, we

observed what the participants did �rst – whether they increased the complex-

ity, turned it down, or did not interact. In Clip 1 the most common response was

for them to increase the complexity (52.0% of the time), and a similar pattern in

Clip 2 (51.6% of the time). However, in Clip 3 this changed (see Figure 16), as the
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most common response was no interaction (42.8%), and both turning up/down the

complexity constituted for only 28.6% of the reaction.

Now turning to the reaction to the complexity of the TV content – as shown by the

total of complexity increases, and the number of net increases in Table 7, when the

TV content was of low complexity the participants increased the tablet content

complexity when loading a new view. Moreover, they were also more likely to

interact in general. However, when the content was of high complexity on the

TV, they were no more likely to turn the complexity down than when presented

with the Medium case.

0 10 20 30 40 50 60

Clip 3

Home Comforts

Clip 2

Weakest Link

Clip 1
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Type of first interaction (%)

No Interaction

Minus First

Plus First

Figure 16: Frequency of participants’ �rst adjustment choice.

6.5.3 Post-study Interview

The results of the interviews indicated that most of the participants did not notice

the content being curated. One third (8/24) noted that they felt that the content

was in some way changing depending on the TV content. Seven of these eight
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participants said, unprompted, which of the trials they felt had been adapted, with

�ve people making a correct choice.

With regards to preferences between the methods for manipulating the content,

there was a fair amount of variety. When quizzed about interacting with the UI

to adapt the complexity 11 responded positively, seven negatively, and �ve were

indi�erent or did not use the function enough to say. In general, the positive re-

sponses were due to two main factors: six participants noted they liked the ability

to ease o� the complexity to counter complex events happening on the TV, and

�ve noted that they liked the ability to actively select a higher complexity level.

However, eight participants noted that the cost of interaction with the adaptive

UI was detracting from the experience, for example P7’s comment – “If it’s cur-

ated and you don’t have that control you’ve got a snippet of information; it’s not a

distraction”.

The participants were not vastly overloaded by the content in Clip 2. With re-

gards to the TV material, comments mentioned the repetitive nature of a quiz pro-

gramme; “...in the Weakest Link [Clip 2], there’s an obvious pattern – she asks the

questions” (P1).

Interaction low medium high Total

Up Total 16 9 10 35
Down Total 5 6 7 18
Net 11 3 3 17

Table 7: Frequency of �rst interaction when presented with a new view. The low,

medium and high cases refer to the complexity on the TV



6.6 discussion 117

6.6 discussion

The Likert scale data suggests that the curated case allowed the participants to take

in the dual-screen experience by adjusting the tablet’s textual complexity in ac-

cordance with our characteristics of TV complexity. Moreover, the adaptation data

indicated that the participants were more likely to increase the complexity when

fewer of the characteristics of complex TV content were presented. This tells us to

some extent that the method, though a relatively simple set of heuristics, works as

a good rule of thumb for considering dual-screen complexity generically.

From analysis of the interview data it was clear that, although in general the cur-

ated case was preferred, a relatively small proportion actually noticed the adapta-

tion explicitly, likely due to its subtle nature. Several participants’ comments noted

that the curated content allowed for a more ‘automated’ experience. This, in turn,

a�orded a less engaged, more ‘sit-back’ approach (discussed by Brown et al. [23])

to second screen viewing, which many participants reported positively.

Such design choices may be made by those who wish to make ‘less active’ con-

tent for users to ‘unwind’ to, as discussed in [11]. Interestingly, a signi�cant, and

moderate correlation was found between those who got easily distracted by their

devices and those who enjoyed the curated case. A potential explanation for this

is that those who �nd it harder to manage their attention resources over the foci

found the curated case helped them compensate for this.

The adaptable case often scored poorly as a method for adjusting complexity, even

compared to a context unaware baseline, due to its perceived interaction cost. How-

ever, from analysis of the user comments and the interaction data we can see a

more complex picture. For instance, many participants preferred the adaptable con-
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dition as it allowed them to be more inquisitive and proactive in the experience at

points where little was happening on the TV, and to tone down the complexity

when the TV content was taking most of their attention.

With regards to TV genre di�erences, the data from the interviews and the log data

contradicted our expectations with regards to how much the participants would

interact with the adaptable case to adapt the complexity. The data indicated that

participants tended to interact more with the device during clip 2, likely due to the

visually repetitive nature of the programme. Further, the log data suggests that for

Clip 3 they wished to take a less hands on approach to adapting the complexity,

and for simply to sit back, or even turn down the complexity.

6.7 design considerations and further work

As in the previous chapter, this study suggests that we need to actively consider

the complexity of information on second screens when providing complementary

material to ‘primary’ media. With regards to the solutions discussed in this chapter,

our results suggest that viable solutions are to:

– In the simplest case, not introduce content at points of high TV complexity;

– curate the content on the handheld device to adapt to the complexity on the

tablet;

– provide user-adaptability to the UI; or

– a mixture of the approaches could be adopted in which the content is curated

to some degree and then additional adjustments can be made to support the

viewer in their individual preferences.
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Such curation can be implemented by a broadcaster, as part of the creative process

when developing a tablet experience in tandem with a programme, or as a design

lever to optimise viewers’ distribution of attention between the two screens. Fur-

ther, this could be done post-programme, for example by an independent applica-

tion developer, to control the distribution of attention between the screens in key

moments.

In terms of answering questions regarding the control a user should be a�orded

in managing their attention in such an experience (RQ4), we found that the cur-

ation a�orded a better dual-screen experience in terms of taking in the content

across two screens, and supported more passive ‘sit back’ viewing. Also, that the

adaptable case allowed for the encompassment of more viewing styles, but at an

interaction cost to the participants. There is an evident continuum of usage, ran-

ging from that which a�ords full user autonomy, and that which a�ords a more

automated, curated approach.

The guidelines we have provided in this chapter for curating content between the

screens act as a proof of concept that content complexity can be curated with pos-

itive results. However, we note that our �ndings may not be fully generalisable

to all use cases, and that they are most applicable to the design of information-

based companion apps (which include many contemporary apps). Moreover, the

study was held in a lab with set stimuli and was therefore not subject to varying

environmental factors. In addition, we only consider visual and auditory stimuli,

and do not touch on more nuanced concepts such as engagement [113]. However,

this chapter’s �ndings are still cautionary for those developing more interactive UI,

making it evident that complex models of what constitutes dual-screen complexity

need to be formed to inform optimum dual-screen UX.
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Practically, designers may consider trialling content before public distribution and

probe points in which UI is hindered by dual-screen visual overload, or drive these

by user models from data physiological data such as gaze [69]. The �ndings of

this chapter may also be broadly applied in the context of second screen apps for

social media – delaying attention-impacting information on a handheld device to

a point of less primary screen involvement. These could be determined by easily

detectable factors such as the frequency of social media updates; allowing only the

most highly ranked social media items to envelop the user’s attention at key points

in a live debate.

6.8 conclusions

In this chapter, we have considered how techniques from adaptable and adapt-

ive user interfaces may be utilised in the varying of second screen complexity. In

doing so, we have actualised and extended the �ndings of the previous chapter

towards overcoming the current shortcomings in the design of second screen ma-

terials.

Informed by our study and inferences from the information captured in Chapter

5, we present a novel perspective on designing second screen materials. By evid-

encing the clear bene�ts of dynamically varying second screen content, we out-

line the bene�ts and drawbacks of introducing varying degrees of user control to

the way that the content changes its complexity. We have solidi�ed our �ndings

around RQ2 from the previous chapter in this study – varying the complexity of

content has a major e�ect on users. Moreover, by varying its complexity, this in-

tervention has allowed us to e�ectively intervene in user attention to improve the
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way that they manage it, adding to our knowledge of RQ3, which seeks to under-

stand if we can e�ectively intervene in user attention.

Finally, on answering RQ4, we have documented a rich continuum of perspect-

ives on varying the content automatically compared to allowing users to adapt

it. Although, in general, a curated (low autonomy) approach was preferred, it de-

pends highly between users. For example, we documented many cases in which

the participants preferred to be in control and gather more information for in-

sight, and others where they simply reduce the complexity for simplicity (high

autonomy).

In the next chapter, we consider the research questions of this thesis in more depth

by exploring a method which shifts control of the attention fully to the content

designer, by exploring how one may invoke cross-device attention shifts. We ex-

plore if adding noti�cations into cross-device experiences, �rstly: a�ords improved

management of attention (RQ3); and secondly, if providing the user with a creator-

mediated experience (low user autonomy) is an e�ective approach by embedding

a diverse set of noti�cations into an experience to direct their attention in a variety

of ways.





CHAPTER SEVEN

Mediating Attention

In this chapter we pivot from understanding and adjusting the complexity of a

cross-device experience, to consider how we may invoke attention shifts between

the devices at opportune moments, providing direction and coherence to a cross-

device experience. Our previous chapters have focused on compensating for the

heightened attentional resources required to engage with more than one screen.

Clearly, however, there are points in which we wish a user to focus only on one

device at a time. In this chapter we focus on driving user attention to converge

on the desired screen, at an opportune time, so that a content creator may have

increased control of user experience, for example where the user is looking at a

given point.

For cross-device content, the use case is currently undirected; during a cross-device

media experience the user’s attention roams between the screens by whatever

piques their interest. This, as discussed in the previous chapters, results in nu-

merous attention shifts, many of which are not required and are likely to cause

additional e�ort to engage with the experience. In time-critical scenarios, users are

often unaware of material appearing on a second screen and, conversely, unaware

of the events unfolding on the television when engaging with second screen con-

tent. In this chapter we explore mediating attention; that is, the notion of a�ecting

a user’s attention with additional stimuli, embedded within the experience. The

aim, here is to give the creator of the material high control of the experience. In

the context of the research questions, we aim to understand the general e�cacy

123
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of intervening in attention in terms of the way the users manage their attention

(RQ3) and also explore the e�ects of giving the user relatively low autonomy in

the experience (RQ4), i.e. telling where to look when.

The initial concept of mediating attention was motivated by the following aspira-

tions:

– To optimise attention distribution: to ensure users are not frequently

checking for updated content when not required, or missing key moments;

and,

– to enhance experience production: providing minimal distraction at key

points, and shifting attention to the relevant display at opportune moments,

with variable and controllable urgency.

In this chapter, we initially discuss the related work around attention management

in computing environments, and consider how these may be applied to the dual-

screen use case. We then progress the �eld by chart the possibilities for attention

mediation. To do so we conduct an empirical study towards understanding the

impact of our techniques. Finally, we consider the implications for practitioners to

a�ect user attention as required.

7.1 attention management with additional stimuli

Noti�cations are an everyday part of our lives – they alert us to new information,

make us aware of our surroundings but, ultimately, disrupt the �ow of the cur-

rent activity. In the literature, they encompass all modalities and can be used to

cue users, and portray varying degrees of urgency (see [143] for an investigation
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of the e�ect of modality on noti�cation performance). In our everyday contact

with noti�cations on our mobile devices, however, they tend to be one of three

main modalities: auditory, visual or tactile. We focus in this work on auditory and

visual methods of noti�cation, as these are the methods most common to both the

television and our mobile devices.

7.1.1 Visual Noti�cations

As previously discussed in Chapter 4, human binocular vision and perception is

highly limited in terms of its focused angular perception; that is, we view the world

mostly in the peripheral. With this in mind, many computer interfaces utilise this

in their design of noti�cations towards providing more e�ective and targeted alerts,

depending on the situation at hand. We use state change and motion as devices

for commanding attention. The frequency of a �ashing light, for example, can be

increased to present increasing urgency [78].

Design rationales which consider such implications are essential for bringing quick

attendance to tasks at critical moments (for example, in �ight decks and control

rooms). Ambient awareness, such as that provided by an Ambient Display [94], can

be provided by more slowly changing changes in state, allowing a user to monitor

an ongoing process. Work by Magilo and Campbell [89], for instance, looked at

presenting peripheral information in a ticker display, found that motion and anim-

ation should be non-continuous and minimal for peripheral awareness.

As previously discussed in Chapter 2 work on visual noti�cations and awareness

has explored how one may design for awareness in the near peripheral, such as an

Orb next to a work station [94]; or the InfoCanvas project, providing peripheral
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information [102]. Such methodologies have also been explored in 3D environ-

ments. Booth et al. [18], for instance, explored how a user’s attention may be

guided around a physical environment by varying visual cues with projections

on real-world objects.

7.1.2 Auditory Noti�cations

Auditory noti�cations, compared to visual noti�cations, are useful because they

are omnidirectional (i.e., one need not focus on the interface) and do not require

direct contact with the user (such as tactile noti�cations). They do, however, also

a�ect those around the user, leading to intrusion and related social and privacy

implications (see [59] for an overview). In this chapter we utilise the two predom-

inant types of auditory noti�cation discussed in the literature – auditory icons and

earcons.

Auditory icons, much like visual icons, aim to present iconic information about

events occurring in a user interface. That is, present a relationship between the

auditory information and its meaning [106]. For example, the sound of something

taking o� when sending an email; complementing the visual icon of a paper air-

plane used for the button to send the message. In general, auditory icons can be

intuitive and can map well to real world occurrences; transcending language. How-

ever, they are, much like icons; skeuomorphs. Therefore, they are hindered by the

fact that this mapping to the real world may not exist.

Earcons are useful, then, when we cannot easily represent an event using auditory

metaphors (see Figure 17). Earcons are abstract, typically musical, sounds which

aim to convey information through the notes associated structure (i.e., pitch and
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Figure 17: Auditory icons, for example the mail sending example in a), generally

mimic an event happening in the real world. Earcons, on the other hand, generally

aim to convey a message through abstract tones, with inherent structure. In the

example in b), the top ascending sequence (an ascending perfect 5th) denotes a

�le opening, then this is inverted to close the �le – creating an internal logic by

which the user can learn the interface.

rhythm of the note sequence). Blattner de�nes these as “non-verbal audio messages

used in the user-computer interface to provide information to the user about some

computer object, operation, or interaction” [16]. For example, opening a �le may be

something users inherently associate with an ascending sequence of notes; with a

corresponding pitch inversion to indicate the opposite. Brewster, in early work on

Earcons (1996), explored how they may be devised experimentally with users [21]

to convey an underlaying structure of a computing system for noti�cation and

peripheral awareness.

7.2 attention mediation methods

In this chapter so far we have seen that there is an evident continuum of urgency

that designers may portray with noti�cations, to control the user’s attention – a

vocabulary of auditory artefacts which we may use to command attention. The

aim of this experiment was to �nd apply this to the cross-device use case, and to

consider the methods for getting a user’s attention to transfer to the companion

content in the most e�cient and preferable way. Based on the previously discussed
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methods and the information known about how we process audio/visual stimuli,

we designed methods to shift users’ attention across devices and tested them in a

typical scenario.

7.2.1 Design of Stimuli

As described in Table 8, there were six methods tested: one (baseline) where the

content just appears on the tablet (no. 1), one animated visual method on the tablet,

to explore the e�ect of motion on the visual noti�cation (no. 2), two auditory tech-

niques on the tablet – an earcon, to explore the e�ect of an abstract sound clashing

with the sound scape of the experience (no. 3), and an auditory icon to explore a

sound that is less disjunct (no. 4). Also, there were two methods that noti�ed the

participants on the TV itself by providing an icon (Figure 18) – one stationary (no.

5), and one animated (no. 6), we did this, again, to explore the e�ect of motion, but

also to consider the e�ect of placing materials on the more motion rich television,

compared to noti�cations on the tablet.

No. Type Description

1 Content appears Content simply appears on tablet
2 Content shakes Content shakes on tablet
3 Earcon User noti�ed with musical sound
4 Auditory icon User noti�ed with related sound
5 On TV Icon appears on bottom right of TV
6 On TV & shaking Icon shakes in bottom right of TV

Table 8: Methods used to attract the attention from the TV.

We designed the shaking visual alerts on the device (no. 2) and on the TV (no. 6) to

best gain attention and negate change blindness (a user not noticing a visual stim-
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ulus when introduced due to distraction elsewhere) [129]. As peripheral vision is

poor, in terms of acuity, but tuned to detect motion (speci�cally horizontal) [43]

we designed them to shake diagonally to attract a user’s gaze. To avoid the content

going unnoticed and combat the auditory equivalent of change blindness we de-

signed two types of auditory noti�cations – one totally disjunct from the sounds

in the show (no 3); and a more related type (no. 4). The earcon (no. 3) featured a

musical sound, which was designed to be disjunct from the sounds associated with

the show (natural sounds, incidental music, presenters speaking); and, the audit-

ory icon (no. 4) featured related sounds – for example, the sound of a river running

when a �sh is in shot on the TV.

a b

Figure 18: Example content used in themediating attention study: a) shows a piece

of tablet content used in the study, and b); its corresponding television timeframe.

Note the visual noti�cation in the bottom right hand corner, indicating that a new

piece of tablet content is available.

7.3 method

We recruited 18 participants from general sta� mailing lists at the BBC. Their ages

ranged from 25 to 48, with a mean of 36 (SD = 7.24), with 11 identifying as male

and 7 female. Users reported an average of 2.53 hours of TV viewing per day (SD
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= 1.43), 16 (89%) of the participants stated that they engaged with mobile devices

while watching TV, and 10 (56%) stated that they are easily distracted by other

electronic devices while watching TV.

We conducted the study in a usability lab, rigged as a generic living room. The par-

ticipants were in a typical scenario for such a viewing experience; that is, sitting on

a sofa in front of a 42 inch modern TV with a tablet computer (iPad) on their lap. As

depicted in Figure 19, participants were �lmed from directly in front by a camera

on top of the TV, and also from above the iPad, allowing for us to make record-

ings of the participants and use them for later analysis. The participants were �rst

talked through the study and then asked to �ll in the consent and demographics

forms. They then watched the television show, which was an excerpt from Autum-

nwatch (similar to content used by Brown et al. [23]). During this, second screen

content was introduced at two to four minute intervals to complement the pro-

gramme. This content was simple images and textual information (as in Figure 18).

Each time a piece of content appeared it was accompanied by an attention medi-

ating method (for example the content appeared on the tablet and visually shook

side to side). Upon completion, the user was asked to �ll in a post-study question-

naire that allowed us to gauge their impressions (full questionnaire included as

Appendix D).

In terms of experimental design, we used a Latin square arrangement to ensure

that the participants were exposed to the methods in a di�erent order each time

so that we could observe their impact irrespective of the content on the TV or

the tablet. Reaction times were our primary objective metric. To observe these, we

inspected the time between the content appearing on the tablet and each parti-

cipant’s attendance to it. By analysing the video (Figure 19) we could track the
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a b c

Figure 19: Participant perspectives of the mediating attention study. a) shows the

setup from the perspective of the participant, b) shows the camera used to track

the gaze of the participant (�xed on top of the television); and c) shows the camera

placed above the participant to capture interaction with the tablet.

participants’ eyes and easily infer where they were looking and at exactly what

time. To ensure consistency we adhered to a strict set of criteria to classify the par-

ticipants’ gaze, and veri�ed our results with a second sampled analysis, and with

an external party. We then framed our objective �ndings by using a post-study

questionnaire to gauge how much the methods got their attention and to assess

what they preferred.

7.4 results

In this section, we describe the objective �ndings (reaction times). We then discuss

the participants’ subjective impressions of the stimuli by analysing their ratings,

and brie�y discuss their comments.

7.4.1 Objective Results

Figure 20 shows that peripheral methods (on-device auditory and visual stimuli)

resulted in the fastest overall reaction times from the participants, and that notify-

ing the participants on the television resulted in the slowest.
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Figure 20: Participants’ reaction times in ascending order. From left to right we

see that the auditory methods yeild the quickest reactions, followed by the visual

on-tablet stimuli, �nally followed by the on-TV methods.

From Figure 21 we see a positively skewed distribution as most of the reaction

times were near zero, with a taper o� towards the higher times. To normalise the

data for statistical analysis we conducted Log10 normalisation, which Tabachnick

and Fidell advise for this type of distribution [132] (Section 4.1.6).

We conducted ANOVA to examine the data and found signi�cant overall vari-

ance (F(5,13) = 4.051, p = 0.019). Moreover, upon conducting post-hoc (Bonferroni-

corrected) tests on the stimuli conditions, we found signi�cant di�erences between

the Earcon and the stimuli appearing on the television, both static (p = 0.002), and
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Figure 21: Histogram of response times: generally participants responded quickly

to the stimuli, resulting in a positively skewed distribution around zero.

shaking (p = 0.002), and also compared to the content appearing on the device (p =

0.029). Auditory icons also yielded faster attention shifts than when notifying the

user on the television, when static (p = 0.040) and shaking (p = 0.038)

Notably, a shaking alert on the iPad appears to attract attention to the tablet quicker

than the non-animated cue, but the opposite occurs on the TV.

7.4.2 Subjective Results

Participants were asked to describe how well they believed di�erent cues had per-

formed in attracting their attention to the tablet. As shown in Table 9, 11 parti-

cipants (62%) strongly agreed that the earcon was most e�ective at attracting their
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attention, followed by the auditory icon. Both were preferred to the content simply

appearing without additional stimuli, signi�cantly so for the earcon (Z = 2.59, p =

0.005).

In terms of subjective preferences, auditory icons (the sounds that related directly

to the show) were most favoured, signi�cantly more so than the content simply

appearing (Z = 2.03, p = 0.021). Also, approval of both TV-based alerts was signi-

�cantly higher than the no alert case (Z = 2.16, p = 0.016 and Z = 1.86, p = 0.032 for

non-shaking and shaking respectively). Several participants noted that they used

the noti�cation on the TV to delay when they viewed second screen content, for

example, “I think the TV icon was best, I can look at the 2nd device in my own time

then”.

Missed

Stimuli

Strongly

Disagree

Disagree Neutral Agree

Strongly

Agree

Content Appears 11.1 0.0 11.1 5.6 38.9 33.3
Content Shakes 33.3 5.6 0.0 0.0 22.2 38.9
Earcon 22.2 0.0 0.0 0.0 16.7 61.1
Auditory Icon 16.7 5.6 0.0 0.0 27.8 50.0
On TV 16.7 0.0 16.7 11.1 16.7 38.8
Shaking on TV 22.2 0.0 5.6 11.1 16.7 50.0

Table 9: Participants’ reported attention gained for each method, expressed as per-

centages. Darker colours indicate higher frequencies.

The uncued (content appears) case scored very poorly, and comments from the par-

ticipants imply that they believed that they would miss the content if not alerted to

it; “[I] was constantly checking to see if I’d missed it.” – “It felt a little surprising just

to discover content”. On the other hand, the highest scoring method, the auditory

icon, was mostly praised because of its ability to link the show to the second screen
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content, for example, “It felt [a] more sympathetic and complimentary way of identi-

fying that more content was available.” and “it felt less intrusive”. Conversely, it was

apparent that some participants found audio distracting in general and would have

preferred more discreet methods such as vibration. Notably, we found a correlation

between how much a user believed something got their attention, and how much

they liked it (Spearman’s ρ = 0.384, p < 0.001).

Missed

Stimuli

Strongly

Disagree

Disagree Neutral Agree

Strongly

Agree

Content Appears 11.1 5.6 33.3 16.7 22.2 11.1
Content Shakes 16.7 0.0 0.0 9.0 27.8 5.6
Earcon 5.6 0.0 16.7 16.7 7 11.1
Auditory Icon 11.1 0.0 5.6 27.8 33.3 22.2
On TV 22.2 0.0 5.6 22.2 38.9 11.1
Shaking on TV 38.9 0.0 5.6 22.2 11.1 22.2

Table 10: Participants’ reported general preference for the stimuli, expressed as

percentages. Darker shades indicate higher frequencies.

Table 10 shows that over a third (39%) did not notice the noti�cation shake on

the TV. Some comments indicated that they did not notice such subtleties because

their attention had already been diverted to the tablet; “because it happened at the

same time [as the alert on the tablet] I felt unprepared. The [secondary] device caught

my attention”.

7.5 discussion

Reaction time data and the subjective feedback indicate that auditory methods

performed best at quickly attracting users’ attention to companion content. Likely

causes of this observation are: a) we process auditory information signi�cantly
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faster than visual [126], b) that peripheral stimuli (in general) cause a strong dis-

junct from the TV show, and c) that, in the case of the earcon, its lack of ecological

coherence with the TV content forms a more explicit highlighting of change in

the content on the tablet. Note, however, that reaction time may not be the most

important measure: the subjective data shows that not only do participants’ opin-

ions vary greatly, but also that the fastest method (the earcon) for getting attention

onto the tablet is not generally as favoured as the auditory icon.

We believe there are two reasonable explanations for the noti�cations on the TV be-

ing the slowest: Firstly, several participants reported that they used it as a method

of delaying a voluntary switch of attention. Secondly, main screen alerts attracted

(and split) participants’ attention �rst delaying a shift of focus to the second screen.

Finally, we believe that the shaking e�ect on the TV did not aid the participants

in noticing the content on the iPad quicker was because its motion focused their

gaze onto the TV and away from the tablet in their periphery.

7.6 design implications and conclusion

This chapter has investigated methods for attracting attention to companion con-

tent when a user is engaged with the related TV programme. We found that:

– Users react quicker to the availability of refreshed second screen content

when alerted by means of peripheral stimuli, especially through the modality

of sound;

– many participants responded positively to alerts on the TV itself, as it suppor-

ted consciously delaying shifting their attention to the companion content

until a moment of their choosing; and
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– most vitally, participants much prefer their attention to be mediated, to ensure

they did not miss parts of the primary material (constantly glancing at the

tablet to check for new content), or second screen content (missing it because

of their focus on the TV).

Our �ndings suggest that of dual screen user experiences should consider how

closely in time the companion content needs be synchronised to the main screen

content and cue the user appropriately. If, for example, the content is relevant to

only a few seconds of the show, one may wish to use attention mediating tech-

niques which have been found to cause more involuntary, faster attendance to

the second screen, such as peripheral/auditory methods. However, if the relevance

of the material to the noti�cation cues spans minutes rather than seconds, meth-

ods that use noti�cations on the main TV screen will likely yield better results.

The results of the investigation presented in this chapter suggest that when de-

veloping cross-device applications, where user attention is divided across devices

with ambiguous states, that attention design with additional stimuli is strongly

advised.

In terms of the research questions of this thesis, we see clear evidence here support-

ing RQ3; that we can intervene into a user’s attention and improve its distribution

by providing an additional cue of where to look and when. This is re�ected in

the strong preference for mediating attention over the default (no attention medi-

ation). Further, regarding RQ4, despite the fact that we are explicitly intervening

in attention, of the �ve methods we investigated, we see a variety of user beha-

viours around the way users are in control of the way they manage their attention.

Earcons, for example a�orded the user very low autonomy as they were drawn

quickly to the content. Whereas, noti�cations on the TV allowed users to defer
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when they looked at the content; to some degree empowering them to look in

their own time.

In the previous two chapters we have considered methods by which we may alle-

viate the attentional disjuncts in the cross device experience through adapting the

complexity of the content, with a focus on understanding the bene�ts/costs of user

autonomy. In this chapter, we pivoted to show that it is also e�ective shift control

to the content creator, and guide their experience with supplemental audio/visual

noti�cations. By extending the current work in the area and conducting an empir-

ical study of additional stimuli, we provided a series of guidelines for this use case

in terms of speed of attendance (urgency), and o�er a palette of tools for designers

to consider when creating cross-device experiences.



CHAPTER EIGHT

Display Commonalities

So far in this thesis we have explored how we may design cross-device experiences

by further understanding the use case, by varying the complexity across devices,

and through invoking shifts in attention at opportune moments. In chapters 5 and

6 our focus was to provide interventions that adapted the material on the tablet to

better �t preferred complexity levels of users – to some extent controlling user’s

attention. In Chapter 7 we took this further by initiating cross-device shifts of at-

tention through noti�cations; manipulating attention and shifting autonomy from

the user.

In this third and �nal intervention we explore techniques that aid users in man-

aging their own cross-device attention with more autonomy. By utilising an in-

creasingly popular living room trend – screen mirroring – we aim to promote

heightened awareness of unattended devices, and therefore optimise distribution

of attention.

Towards answering the research questions RQ3 and RQ4 outlined in Chapter 3 we

aim to �nd if mirroring unattended devices’ content is an e�ective method of at-

tention management. In addition, we wish to explore the extent to which allowing

the user to have more control of their attention (i.e., not invoking shifts as in the

previous chapter) yields any bene�ts for each context explored.

We explore a concept which we term as display commonalities – the mirroring of

an unattended display within another so that we may monitor it. First, we consider

139
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the previous work on screen mirroring broadly, then focused around cross-device

media experiences. Then, we progress to discuss our design rationale and reduce

the design space for testing with practitioners. Finally, we conduct a large-scale

empirical study in two scenarios with 40 participants to further evaluate and un-

derstand this avenue of exploration.

8.1 screen mirroring in the connected home

The focus of this chapter is the use of duplicate elements across dual-screen UIs

to improve UX. Much of the work in the second screen scenario explores how we

may measure [23, 66] and, as previously demonstrated in this thesis, intervene in

users’ attention. However, this does not consider the full capabilities of the connec-

ted living room for the second screen use case. The research around dual-screen

mirroring, though fruitful for shared experiences in the living room, generally fo-

cuses on how we may design to enhance shared viewing experiences (c.f. the work

of McGill et al. [96]).

The sales of internet-enabled ‘Smart’ TVs is increasing dramatically – information

services company, IHS Markit, suggest that over 50% of households in Japan, the

US and Europe will have smart TVs by 2019 [104]. Due to our televisions’ increased

connectivity to our home networks and the internet, it is now possible for many of

us to connect our mobile devices to our televisions to control and share content –

the mobile device, as discussed in the framing material of this thesis, is beginning to

replace the remote. The direct mirroring of a device’s screen, or indeed extensions

of the screen (see 22 for examples) is quickly becoming an everyday part of the

modern living room landscape.
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a b c

Figure 22: Here we show some examples of screen casting from a mobile device

to a TV in the modern livingroom via WiFi. In a) we see a user mirroring their

whole screen to the television, for example to share a new story. In b) we see a

user queueing up videos from their mobile to watch – utilising the rich touch af-

fordances of the mobile, in tandem with the superior viewing angle of the televi-

sion. And, �nally, we see the user casting their display to act as a shared, ambient

display of real-time �ight tra�c over Heathrow Airport.

Statistics from a 2013 study with 2600 users suggests that screen mirroring aware-

ness was at around 40% [56]. As of the time of this thesis submission (2017), little

recent data exists on screen mirroring penetration, however, given the increas-

ing proliferation of casting services such as Google’s Chromecast1 and Apple’s

AirPlay2, it is likely to be an increasing trajectory. Such interactions a�orded by

casting services allow us to utilise the superior interaction capabilities of our touch-

screen handheld devices, in tandem with the superior visual capabilities of a large

display, such as a television.

Empirical investigations have looked at how to best cast a device’s whole screen

to a TV. For example Fleury et al. [47] investigated user preferences for screen

mirroring with a mobile and a TV. Screen mirroring has been further explored with

1 Google Chromecast: https://goo.gl/xgbwOb
2 AirPlay: https://goo.gl/4c03MR
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an aim to promote mutual sharing of content between users from their personal

mobile devices. For instance, McGill et al. [96] look at how, in a shared viewing

experience, we may use the a�ordances of screen mirroring to foster enhanced

collaboration between users of a TV, and how we may design to engrain equal

participation in mirroring. McGill’s work approached the problem of the digital

bubbles we inhabit when we interact with our mobile devices towards overcoming

it by mirroring devices onto a larger, shared display.

In terms of large-scale adoption, many online streaming services now o�er inter-

actions on a second screen to support their viewing, for example Amazon Prime

Video allows for the casting of video to another display (typically a TV) while en-

gaging with second screen content: the X-Ray service [2] provides encyclopaedic,

time-synchronised, content and information about people featured in a �lm when

a user interacts.

8.2 display commonalities design space

When considering the design space for integrating video feeds into a second screen

we sought inspiration from the early interactive TV literature, which often focused

on the design of EPGs (Electronic Programme Guides). Although, historically, re-

mote controlled EPGs often consisted of a video embedded into the top right hand

corner of the TV (screen-in-screen) – so that a user may attend to a programme

and channel surf – handheld EPGs (c.f. [33, 131]) have not incorporated this. More

recently, however, browser-based video experiences have used similar design ideas

(e.g. the Floating Youtube Chrome extension3) – as the user scrolls down the page,

to read an article for example – the video embeds into the corner and follows

3 Floating Youtube Chrome Extension: http://goo.gl/OuzhVr
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as they scroll. Further, to allow for multitasking, recent, larger iPad devices also

implement a screen-in screen feature to allow users to attend to video4 while enga-

ging in other activities. Such designs, however, only allow for the direct mirroring

of the mobile device’s screen, and do not a�ord users the opportunity to integ-

rate individual elements of the TV display into a mobile user interface, and vice

versa.

In considering alternative approaches for embedding a video stream into the peri-

phery of a handheld display, there is a clear tradeo� between video detail and

screen space: as the video feed becomes bigger more of the content that is native

to the device is occluded. Knoche et al. [82] investigated users’ optimum viewing

ergonomics for video on mobile devices and found that, given the relative smal-

ler distance between the user and the device (compared to the user and the TV),

many mobile devices a�ord an acceptable viewing angle. However, shrinking this

video to show other content on the mobile device is likely to impact the ideal

video angle, an e�ect which is likely to get worse for smaller devices. The optimum

design would allow su�cient screen real estate for the content mirrored from the

‘other’ device, without obfuscating the material on the display the user wishes to

attend.

In addition to the loss of video detail in such screen-in-screen designs, such ap-

proaches generally cause obstruction to viewing content in the corner of the screen.

To alleviate this issue, we considered the option of non-opaque displays. Kamba et

al. [75] considered, in their early work on mobiles, how the transparency control

widgets in a display can act as a method to extend smaller screens – to allow for

UI elements to be visible. Such methods, in our case, would allow for the whole

4 iPad Multitasking: https://goo.gl/7bpo1r
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screen to be occupied with the companion content while still allowing a user max-

imised resolution of the video. However, this use of transparent overlay is bound

to introduce additional issues in terms of visual ergonomics.
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Figure 23: Initial design space discussed with practitioners: we considered the permutations of previously

mentioned techniques to stimulate discussion in our focus group. a) depicts the ‘default’ no commonalities

case, b) the TV material being mirrored from the TV to the corner of the tablet, c) the tablet being mirrored

to the TV, and d) a combination of b) and c). In e) we depict mirroring the TV behind the content on the

tablet, with the opacity of the content lowered to allow for the user to see through it, and method f) then

reverses this concept and projects from the tablet to the TV. Technique g) is a combination of e) and f), and

h) considers a hybrid of projecting from the tablet to the corner of the TV while simultaneously placing the

TV content behind the tablet screen. Finally, i) shows the inverse of h) – placing the tablet content over the

programme on the TV, and the TV programme in the corner of the mobile device.
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8.3 focus group with practitioners

Consolidating the literature discussed in the previous section allowed us to arrive

at the design space depicted in Figure 23. To progress our investigation, we were

inspired by work which uses experts to whittle down a large set of designs, before

exposing them to users (c.f. Marsden et al. [92]). In particular, we considered work

such as that by Geerts et al. [53], where the opinions of experts are garnered to-

wards designing better second screen applications. To further consider methods

which would be viewed feasible in terms of an editorial perspective we engaged

with content designers and creators at a major broadcasting corporation through

a focus group. The bene�ts of doing so are practical and ecological; as it allowed

the expert consideration of the fully-populated design space with a manageable

set of options for audience user research determined by considered, reproducible

practice.

We recruited four professional designers at the broadcaster, along with a creative

director. Designer participants are referred to as D1 through D5. The participants’

professional practice included a focus on designing the ‘live experience’, to accom-

panying produced content – for example, real-time sports statistics and social me-

dia integration. Their core skill-sets and backgrounds were broad – ranging from

graphic design to programming.

8.3.1 Participants

Designer participants, outlined in 11, are referred to as D1 through D5. The parti-

cipants’ professional practice included a focus on designing the ‘live experience’,

to accompanying produced content – for example, real-time sports statistics and
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social media integration. Their core skill-sets and backgrounds were broad – ran-

ging from graphic design to programming.

Participant Gender Age Role Companion

P1 Male 35 UX Designer No
P2 Male 42 Creative Director Yes
P3 Male 33 UX Designer Yes
P4 Male 22 UX Designer Yes
P5 Male 32 UX Designer No

Table 11: Designer participant demographics – we recruited designers with exper-

ience designing for web experiences. Three of our participants noted having ex-

perience creating experiences for dual-screen – for example, providing live second

screen sports statistics.

8.3.2 Procedure

The study was intended to allow the design space to be re�ned by the expers,

in order to identify which were the most viable design approaches warranting

further exploration. We built nine working prototype dual-screen applications as

example pieces of content for the companion application, each manifested with

the proposed commonality methods described in the design space (see Figure 23),

contrasting these to a baseline with no commonalities.

We �rst explained the eight display commonality methods without any suggestion

of what they may be used for. Then we handed around the prototypes on the tablet,

while casting the video to a TV. Participants freely discussed the prototypes then,

at the end of interacting with each one, we asked them to re�ect on their experi-

ence – noting the positives and/or negatives, along with some potential envisioned

usage. Finally, after interacting with all UI we asked them to state their preference
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for all UI in terms of e�cacy and ease of use. We made audio recordings of the

participants’ comments, transcribed the data, and conducted an analysis.

8.3.3 Results

In general, practitioners strongly favoured UIs that mirrored the TV on the tablet

– three preferred UI b) and two preferred UI e). On-tablet mirroring of TV was

positively received by the practitioners. A recurring theme in our discussions was

that any overlay on the TV puts the designer at risk of encroaching on the TV

programme – occluding important elements. The designers referred to the TV as

‘sacred space’ – “I just feel like that space there [the TV]. That’s the primary – that’s

sacred. And I don’t feel like you should really encroach on that” (D1). They gener-

ally favoured methods that either did not cast to the TV, or methods that did so

discreetly (for example h) and c)). They noted that persistent material would negat-

ively encroach on TV’s territory, and that it should only be placed at very speci�c

points as a call to action – “kind of at trigger points letting you know that there is

something on your companion screen, so that you can be involved with it.”(D2).

Designers responded positively to on-tablet mirroring of video content – both in

the corner of the handheld screen – b), and presented behind the handheld device’s

native content, e). Screen-in-screen on tablet, b), was the most preferred because it

was seen to work for basically all types of envisioned usage (e.g. companion con-

tent and browsing of the web). Some preferred it to the overlaid content – e), be-

cause it allowed them, as designers and viewers, to compartmentalise the mirrored

TV and the supporting content. However, the positive comments around mirror-

ing from the TV to the mobile device were also mixed with concerns about users

focusing wholly on their mobile device – negating the reason to have the TV in
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the background (despite its superior viewing quality) – “I kind of feel like you don’t

have to look at the TV. But I like how you can look at the view and then back at the

TV so you don’t have to deal with ‘both’”(D2).

The opacity overlay was a divisive UI when used on the tablet computer – some

(2/5) preferring it to the screen-in-screen. The positives for this UI mostly edged

around the fact that it was aesthetically pleasing (that it worked like a wallpaper),

that it a�orded a larger screen, and that it allowed the users to absorb both streams

of information simultaneously – “I do actually prefer it when it’s the whole video

behind the screen, rather thanwhen it’s in the corner. Like I said before – you’re watch-

ing the TV or reading the text. Whereas with this it feels like you’re absorbing both

bits of information” (D3). Criticisms focused around the fact that opacity-overlay

UIs may not work for non-designed experiences such as free browsing – the opa-

city of the overlay may occlude some parts of the video display. Overlay on tablet

(e.g., e)) was generally seen to a�ord ‘designed experiences’ more – “...information

overlaid on top of video – it looks somehow compelling and seamless. But you know,

if it was anything other than these pleasant meditative screens it would be a lot more

competing” (R2).

Dual-mirroring (mirrored elements on both UI) was generally seen as excessive

and thought to introduce redundancies. The designers tended to prefer more uni-

versal UI – interfaces which could be applied to the most scenarios, over powerful

ones which could be used in few. UIs which were thought to a�ord only one type

of viewing – for example the overlay on the TV – which they only saw useful

for brief sharing, were generally not praised. And all cases where content was

mirrored onto the TV with an opaque overlay were generally noted to be good for

only one thing – sharing content with others. The favoured method of mirroring
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to the TV was to keep the mirrored content discreet by placing it in the corner of

the display c). Finally, weighing up the bene�ts of each, they reached a consensus

that the most viable methods for future exploration were: b) – the video feed from

the television in the corner of the handheld device; c) – the mirroring of the mobile

device to the corner of the TV; and e) the TV video feed behind the material on

the mobile device.

8.3.4 Re�ections on Focus Group

The focus group allowed us to re�ne our design space, informed by the insight of

those who would be tasked with integrating such concepts into their systems. Our

focus group allowed us to make the following conclusions:

– Mirroring back from the TV (e.g. – b), d), e), g), h) and i)) to the device was

considered viable as a commonality method;

– Screen-in-screen mirroring on the tablet and TV – b) and c) respectively –

could be applied to most scenarios they envisioned;

– The TV is sacred – the use of mirroring fully over TV content (e.g. f), g), and

i)) is generally advised against for most scenarios;

– Dual-mirroring (e.g. d), g), h) and i)) was generally viewed as cluttered and

redundant.

8.4 empirical investigation of commonalities

The aim of the focus group was to whittle the design space down to three pre-

ferred techniques for further validation with users. By running this study with
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end-users – those who engage with second screen material in their everyday view-

ing – we wished to capture preferences and gain further insight into the techniques.

The three commonality conditions preferred by the practitioners were then used

in a large-scale empirical user study. We investigated the subjective and object-

ive e�ects of display commonalities from the perspective of end users (i.e. view-

ers). These three, and a no-commonalities baseline, are as follows (and depicted in

24):

– C1 – the baseline condition with no commonalities. This is the typical exper-

ience of a second screener as it stands;

– C2 – mirroring from the TV into the right hand corner of the tablet computer;

– C3 – mirroring from the TV behind the content on the tablet computer screen

with the opacity of the overlaid content’s alpha set to 0.7;

– C4 – mirroring from the tablet to the top right hand corner of the TV.

8.4.1 Participants and Study Environment

We recruited 40 second screeners (P1 – P40) from Swansea University – both stu-

dents and sta�. Participation was rewarded with £5. The average age of our par-

ticipants was 32.5 years old (SD = 8.6) – 26 identi�ed as female, and 14 male. On

average our participants watched 2.34 (SD = 1.65) hours of TV per day, and either

strongly agreed (31) or agreed (9) that they regularly engage with touch screen

devices regularly, and all were second screeners to some degree. Five had noted us-

ing a companion application to support a TV programme before. All studies were

conducted in a research lab con�gured as a living room (pictured in Figure 25). We

used a 32 inch HD TV, which was connected to a laptop. We cast video from the
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C1 C2

C3 C4

Figure 24: Each condition, shown as one screen in the ‘Wild China’ application.

C1 (tablet), C2 (tablet) and C3 (tablet) depicts their respective conditions running

on the tablet for the Wild China applications. C4 shows the tablet content being

projected to the television.

handheld device – an iPad – to this using AirServer5 over a personal Wi-Fi hotspot

to minimise interruption, and ensure negligible latency between the video streams

on each screen.

5 AirServer: https://goo.gl/R3UY76
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a b

dc

Figure 25: The four display commonalities: a user utilising display commonalities.

a) shows the feed from the TV duplicated in the corner of the tablet as they browse

related information on the web; b) shows the same concept is implemented for a

companion application; c) shows the TVmaterial ismirrored behind a companion

application; and, d) shows the companion application appearing in the corner of

the TV.

8.4.2 Study Procedure

Each study participant �rst read and completed a consent form, then �lled out a

demographics form to allow us to better understand our sample. The participants

were then given their individual brief, dependent on the experimental group they

were in (companion app or free-browse – discussed in the next subsections). Fol-

lowing this they watched a diverse set of four clips (to mitigate genre e�ects, as
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discussed in previous chapters) from popular programmes (see Table 12), each fol-

lowed by a questionnaire to evaluate their experience. Condition-wise ordering

e�ects were mitigated against with a Latin Square design. Then after watching all

four clips the participants �lled out a post-study questionnaire to allow them to

re�ect on their whole experience, and an investigator then conducted a short semi-

structured interview. The interview questions focused around understanding if the

participants noticed whether any of the conditions a�ect their attention manage-

ment during the study, explicitly asking them to state a preference, and to explain

their perception of each method.

Clip No. TV Programme Summary

1 Wild China Documentary about China
2 Australian Open Final Tennis game
3 VW Scandal Documentary about emissions scandal
4 Eggheads Quiz programme

Table 12: Table of clips to evaluate display commonalities – each programme was

edited to run for approximately 5 minutes each.

The experiment followed one of two formats: the companion condition – in which

the TV viewing experience was accompanied by a dedicated companion app (P1 –

P20), and the free-browse condition, where the participants were free to browse

the web (P21 – P40). The participants for this were assigned chronologically – after

20 participants, we began running the study with the free-browse condition. We

did this to explore the e�ects of each method so that our �ndings are generic to the

two most common second screen cases, and to compare and contrast conditions.

To ensure the validity of our between-participants results, we conducted statist-
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ical analysis of the participants’ demographics using paired t-tests and found no

signi�cant di�erences between the populations.

b

c d

a

Figure 26: The Wild China Companion Application (depicted here with no com-

monality methods), in order of appearance to the user: a) shows a simple non-

interactive plain text screen – these were generally a mixture of simple text and

�gures; b) shows the interactive text screen of the application – here participants

could swipe up and explore more text; c), the animation screen – in this case the

participants explored an interactive time-lapse of deserti�cation; d) shows the

quiz – here, as in�uenced by Chapter 5, participants were given true/false ques-

tions related to programme and the tablet material to motivate engagement with

the materials on both the television and the tablet. They were free to repeat the

quiz as many times as possible, while also visiting other screens to �ll in gaps in

their knowledge. For each clip, the applications followed this same format but

with programme-related information.
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8.4.2.1 Companion Content Condition

To explore the e�ect of commonalities on a designed experience we built four com-

panion applications – one for each programme – which were representative of

typical applications. Each app contained four main screens of programme-relevant

material, which became available at key points in the experience, at which point

the participant was noti�ed of the new content with a noti�cation sound and a

visual cue. Figure 26 illustrates the companion application layout for one of the

programmes the participants watched in the experiment. The four screens are in-

dicative of the applications we used in the experiment.

8.4.2.2 Free-browse Condition

To explore the e�ects of the commonalities on the participants when actively en-

gaged in knowledge query we created a simple web browser, with ‘back’,‘forward’,

‘home’, and ‘refresh’ buttons for iOS with the relevant commonality methods in-

cluded. We motivated the participants to engage with the TV material and the

browser as they would in their regular browsing habits.

8.4.3 Measures and Motivations

Subjective metrics were gathered by asking participants several questions after

each clip through the form of a questionnaire. We asked these questions with a

motivation to understand the bene�ts of each commonality method in terms of

how the participants take in information on the screens at the same time, how they

perceive the cost of switching between them, the visual appeal of each technique,

how aware of the ‘other’ device the participants were, and how each technique
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occluded the materials across the two screens (exact questions shown in Table 13).

We also used a post-study questionnaire to allow the participants to compare and

contrast the techniques, and re�ect on the experience as a whole. In this, we asked

them how they felt about each individual technique as a whole (exact questions

shown in Table 14 and in Appendix E). Our hypotheses around the qualitative data

were that the commonalities would allow the users to more positively manage

their attention, and therefore we would expect to see this re�ected in our Likert

scores.

In terms of objective metrics, we measured the participants’ interactions with the

mobile device to determine how the conditions a�ected their experience. For this

we logged time-stamped events on the device and stored them for later analysis.

For the companion condition we logged interactions within the app as a proxy

for participant involvement with the second screen material – when the parti-

cipants moved to a new screen on the application, when they completed a quiz,

and when they interacted with an animated widget. For the free-browse condi-

tion we logged the browser button actions – such as ‘back’ and ‘home’ – along with

each individual webpage they visited. In both the companion and free-browse

conditions we expected to see greater interactions with mirroring methods that

allowed participants to better manage their attention. We then used the interview

data to frame the quantitive data and explain any anomalies.

8.5 results

We considered a range of objective and subjective metrics to evaluate the parti-

cipants’ experience of the commonality methods. For the Likert scale question-

naires we �rst conducted Friedman tests to determine if there was a general overall
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e�ect. If there was, we then ran post-hoc Wilcoxon tests between the conditions

to determine any inter-condition e�ects. We set α = 0.05 for signi�cance testing

throughout our study.

8.5.1 Post-Clip Questionnaires

The results for the post-clip questionnaires are shown in Table 13. These are di-

vided into those participants who got the free-browse condition, and those who

got the companion condition.

When considering taking in information on screens – �rst considering the com-

panion condition, there was a signi�cant e�ect for the participants’ ability to take

in the content over two screens (statement a)), with pairwise di�erences – the par-

ticipants found it signi�cantly easier for the C2 condition (Z = 3.24, p < 0.001)

and the C4 condition (Z = 1.95, p = 0.003), compared to the C1 condition. These

results were similar to those participants who had the free-browse condition –

there was a signi�cant overall e�ect, and C2 was the most preferred method. From

conducting pairwise post-hoc tests we were able to determine that C2 was signi�c-

antly preferred to C1(Z = 3.00, p < 0.001) and C3 (Z = 1.789, p = 0.037). In addition,

the participants felt that they were able to manage their attention across the two

screens signi�cantly better for C2 than C3 (Z = 2.079, p = 0.019).
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Mean Rank

Statement C1 C2 C3 C4 χ2 p

Companion a) I found that I could take in the content over the two screens at the same time e�ectively 2.00 3.10 2.58 2.23 9.45 0.024
b) I had to shift my viewing between the screens a lot to take in the TV and tablet content 3.08 1.93 2.35 2.65 11.86 0.003
c) I found this commonality presentation method visually appealing 2.63 2.95 2.33 2.10 7.10 0.069
d) I found the commonality method used got in the way of my content viewing on the tablet 2.85 2.35 2.40 2.40 2.76 0.490
e) I found that the commonality method got in the way of viewing the TV material 2.35 2.08 2.70 2.88 5.48 0.140
f) I felt I had good awareness of what was happening on the TV while looking at the tablet 2.33 2.58 2.88 2.23 4.01 0.260
g) I felt I had good awareness of what was happening on the tablet while looking at the TV 2.50 2.43 2.88 2.80 2.66 0.447

Free-Browse a) I found that I could take in the content over the two screens at the same time e�ectively 2.15 3.43 2.63 1.80 23.90 0.000
b) I had to shift my viewing between the screens a lot to take in the TV and tablet content 3.20 1.73 2.03 3.05 27.17 0.000
c) I found this commonality presentation method visually appealing 2.63 3.28 2.48 1.63 18.43 0.000
d) I found the commonality method used got in the way of my content viewing on the tablet 2.43 2.53 3.03 2.00 9.26 0.026
e) I found that the commonality method got in the way of viewing the TV material 2.55 1.65 2.48 3.33 23.44 0.000
f) I felt I had good awareness of what was happening on the TV while looking at the tablet 2.15 3.28 2.70 1.88 19.36 0.000
g) I felt I had good awareness of what was happening on the tablet while looking at the TV 2.60 2.75 2.25 2.40 2.52 0.410

Table 13: This table denotes the extent to which the participants agreed with the noted statement from:

Strongly Agree (5); to Strongly Disagree (1). Larger numbers are indicated with darker colours for the mean

ranks and the χ2 value, and statistically signi�cant (p < 0.05) are denoted in red – with increasing darkness

at higher signi�cance levels. It is clear from observation of the number of statistically signi�cant results

that the free-browse condition results in a larger e�ect for many conditions.
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Now turning to the perceived switching cost of the users – the companion scen-

ario, there was a signi�cant overall e�ect for switching cost across conditions

(statement b)). Compared to the baseline (C1), all conditions were signi�cantly bet-

ter at reducing switching cost – C2 (Z = 2.70, p = 0.004); C3 (Z = 1.94, p = 0.027); C4

(Z = 1.65, p = 0.026). In general C2 was ranked consistently the highest, and ranked

signi�cantly higher than the screen-in-screen on the TV case – C4 (Z = 1.949, p =

0.026). This e�ect was also observed in the free-browse condition, with a much

larger e�ect than the companion case – (companion χ2 = 11.86, free-browse χ2 =

27.16). For the case in which we mirrored from the tablet to the corner of the TV in

the free-browse case, there was a signi�cant di�erence between both the screen-

in-screen on tablet C2 (Z = 3.22, p = 0.005) and the condition in which we mirrored

the TV content behind the tablet’s browser (C3) (Z = 3.131,p <0.001).

In terms of visual appeal there was no signi�cant di�erence for the companion

condition in terms of visual appeal for the conditions (statement c)). However, for

the free-browse condition, there was an overall signi�cant e�ect for the condi-

tions. In general, C2 was preferred signi�cantly more than C1 (Z = 1.724, p = 0.034)

and C4 (Z = 2.411, p = 0.008).

For tablet occlusion,there was no signi�cant e�ect in the companion condition for

the commonality methods occluding the tablet content (statement d)). However,

for the free-browse condition it was evident that C3 – the condition where the

video was placed behind the tablet content caused more interference with the web

browser C4 (Z = 2.153, p = 0.016).

When considering television material occlusion – for the companion study there

were no signi�cant e�ects for perceived occlusion of the TV material (statement
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e)). However, it was evident that for the free-browse study, the participants found

that the placement of the tablet on the TV a�ected their perceived occlusion of the TV.

Now, in terms of the participants’ awareness of the tablet content there was no

signi�cant e�ect observed for the companion condition (statement f)). However

for the free-browse case there was a signi�cant e�ect. Signi�cant pairwise dif-

ferences were observed between the baseline (C1), which was perceived as worse

than C2 (Z = 3.363, p < 0.001) and C3 (Z = 1.65, p = 0.049). In addition it is pos-

sible to see that C3 was rated signi�cantly worse than C2 (Z = 1.854, p = 0.032)

and C4 (Z = 2.052, p = 0.020). Finally, as with tablet awareness there was no ma-

jor e�ects for the amount to which the users were aware of the TV (statement g)).

And, in contrast to the participant’s reported tablet awareness we did not see any

signi�cant e�ects for the free-browse case.

8.5.2 Post-Study Questionnaires

We conducted analysis of the post-study questionnaires presented to the parti-

cipants, the results of which are shown in Table 14. With regards to perceived

mental e�ort, a signi�cant overall e�ect for the companion content condition was

observed. Upon conducting post-hoc analysis of the data it was evident that the

video content in the corner of the tablet (C2) resulted in the participants experien-

cing less mental e�ort than the baseline case (C1) (Z = 3.096, p = 0.001). In addition,

there was a similar, but not as pronounced e�ect, for when casting the tablet con-

tent on the TV C4 (Z = 2.397, p = 0.009), and when placing the video content behind

the tablet material (C3) (Z = 1.911, p = 0.028).
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Mean Rank

Statement 1 2 3 4 χ2 p

Companion a) The UI for condition N required mental e�ort to view both screens 3.15 1.93 2.53 2.40 11.18 0.011
b) I liked clip N 2.48 2.23 2.60 2.70 2.06 0.56

Free-Browse a) The UI for condition N required mental e�ort to view both screens 3.23 1.63 2.50 2.65 19.34 0.000
b) I liked clip N 3.10 1.75 2.50 2.65 14.17 0.003

Table 14: Post-study questionnaire: the extent to which participants agreed with a

given statement. N refers to the particular number of the clip, or condition. It is

clear that, when re�ecting on their experiences, the participants saw major dif-

ferences between the conditions in terms of their attention.

There was a similar, but more pronounced di�erence for the free-browse case,

where all conditions were ranked signi�cantly lower for perceived mental e�ort

than the baseline: C2 (Z = 3.223, p< 0.001); C3 (Z = 2.303, p = 0.010); C4 (Z = 2.236,

p = 0.013). In addition the TV mirrored in the top of the tablet, C2, was also ranked

signi�cantly better than when the video was mirrored behind the web browser, C3,

Z = 2.797, p = 0.0025) and when compared to when mirroring the tablet content to

the TV (C4) – Z = 2.753, p = 0.003. Finally, With regards to the clip preference it

was clear that the participants least favourite clip was Clip 2 (statement b)). Inter-

estingly, there was a signi�cant e�ect for how much the participants enjoyed each

clip for the free-browse, but not for the companion clips.

8.5.3 Device Log Data

As shown in the bar chart in Figure 27 we saw, in general, that C2 elicited more in-

teraction than any other condition. There was a signi�cant overall e�ect between

the four conditions – (F(3, 17) = 3.314, p = 0.45). We then conducted post-hoc tests

and determined that the case in which the participants had the TV screen mirrored

into the corner of their device, C2, elicited signi�cantly more interaction than the
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baseline case, C1 (Z = 3.104, p = 0.002) and when mirroring behind the tablet con-

tent (C3) (Z = 2.296, p = 0.022). In addition, as shown in Figure 27, we conducted

analysis of the number of times that the users interacted with the animation and

found this was consistent across all conditions, with no signi�cant e�ect.
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Figure 27: Mean interactions per condition, per participant: this graph describes

the average number of each type of interaction per condition. Note that userswere

much more likely to move screen when in the TV was mirrored into the corner of

the tablet screen – C2.

Now, turning to the free-browse condition – it was clear that di�erent common-

ality methods appeared to have an e�ect on the participants’ browsing of the in-

ternet (F(3, 17) = 3.871, p = 0.028). As shown in Figure 28, it is clear that when the

participants had the TV in the corner of the tablet screen (C2). From conducting

post-hoc analysis we were able to determine that the users were signi�cantly more

active browsers when searching the internet with the TV mirrored in the corner
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of the tablet (C2) compared to the baseline (p = 0.039) and when compared to the

video underlay condition (C3) (p = 0.022).
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Figure 28: Mean number of sites visited per session, per participant: here we can

see that when we mirror from the TV to the mobile device, it stimulates more

viewing.

8.5.4 Post-Study Interviews

In general, the participants enjoyed the methods in which the tablet mirrored the

content from the TV to the tablet. For example, to the initial question, which asked

if the participants found that any of the methods were useful for taking in the con-

tent across the two screens C2, was noted as the preferred method over half of the

time, with 24/40 stating that this method helped them take in the content over two

screens – 10/20 for the companion content study and 13/20 for the free-browse

(for a total of 23/40). The case in which the TV content was mirrored under the mo-

bile device content, C3, came second in terms of preferences – 12/40 participants

favouring this option. Mirroring to the TV was not regarded as popular – 4 out of
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40 participants preferring this condition. Only one participant out of 40 said that

the commonalities did not help them.

Regarding the participants’ reasoning for their preferences – many of those who

enjoyed the content mirrored from the TV to the tablet appeared to do so because

it allowed them to get a gist of what was happening on the TV, meaning that they

could better choose when to look up to view the TV content – “I could see this

thing [the mirrored TV content] in the corner of the screen and if there was something

I thought was really interesting and I wanted to see in full view, I could just look up at

the TV. I felt like I was in control” (P34) – “My preference is having the small screen

in the corner of the device – you sort of then look at the TV if you see that something

interesting is going to happen on it in more detail” (P39).

When comparing C2 and C3, the techniques which mirrored the TV on the tab-

let, the participants tended to prefer C2 because of the way it occluded the tablet

content – i.e., C2 fully occluded a small part of it, instead of partially occluding all

content, as C3 does. This trade-o� between size and opacity was something that

the participants discussed extensively; for instance, P26 preferred C3 as it allowed

for better resolution for the video content – “I think it was easier to both watch the

show and google at the same time, because of the overlay – you weren’t losing any size

of screen.” (P35). Many participants who preferred C2 noted that even though the

mirrored video was small, because they were using it as a cue when to look up at

the full size picture on the TV this wasn’t a major concern, as indicated by P22 – “It

was handy – didn’t feel it got in the way of anything. And sometimes, as it was a little

small, for the more visual aspects I would look up to see what was going on.”
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Participants also noted di�erences in the way that they experienced their eyes

shifting around the tablet screen between the mobile device intra-screen condi-

tions – C2 and C3. Some users’ comments tended to indicate that they preferred

C3 because it allowed the them to monitor the events better on the TV as they did

not need to consciously switch their gaze to the tablet computer’s corner in their

peripheral, but simply change their focus slightly and look ‘through’ the overlaid

content – “...the one that was [mirrored] behind gave me the opportunity to read

what was on the screen without having to move my eyes to see what was happening”

(P8). But on the other hand they found that the intermixing of the video and the

material on the tablet often became confusing, especially for those doing the free-

browse condition – “I couldn’t see when I wanted to look at the internet properly –

it put me o� what was going on behind it” (P38). One participant even found the

underlaid video content disorienting to the point where it made them feel slightly

nauseous – “yeah there was a big swooping shot and I was like *blergh*” – P21. One

participant noted a limitation of C2 may be the fact that as well as fully occlud-

ing an area, it may totally block o� interface elements with some applications if

not thought out properly – “I thought that it was quite useful, but if you need to

interact with anything in the top corner – like to close an app or something – you

can’t.” (P30).

Participants generally did not respond as positively when the content from the

tablet was mirrored onto the TV (C4). Generally, this was because they believed

it to be occluding the larger screen – “it got in the way when I was watching the

TV ” (P1). Also, participants often noted that, as it was on the TV, it did not a�ord

reading text – “I didn’t like that so much because the writing was smaller and I found

it easier to read when it was right in front of me” (P2). Another concern from the
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participants was typing – as they were using a non-tactile (tablet) keyboard, this

meant that they had to regularly look down at the tablet to type regardless, for

example, P29, who had issues typing in queries on the second screen and looking

at the TV, just resorted to switching back to the tablet regardless – “I couldn’t type

on the tablet and look up. I couldn’t move back and forth between the screens”.

The ‘default’ condition, without any commonalities – the one all second screeners

currently experience in their day to day viewing – was the least preferred accord-

ing to our data. Our interviews suggest that this is due to perceived switching cost

and the mental load of the simultaneous information streams – for example P14’s

comment – “...and the most di�cult was the last one (C1) because I had to check the

TV and the tablet”. In fact, only one participant (P18) noted disliking the common-

ality methods as they were not familiar with their regular second screen routine –

“In the beginning, it’s a little overwhelming because you’re not used to watching this

way. But actually, you’re used to doing the 4th method (C1)”.

8.5.5 Discussion

It was clear from the post-clip questionnaire that the commonality methods ap-

peared to help the participants take in the information across the two screens,

to varying degrees. Mirroring from the TV into the corner of the tablet (C2) ap-

peared to be the most e�ective method for the companion and the free-browse

case. Moreover, the methods in which the TV was mirrored to the tablet were con-

sidered the most e�ective. The interview data suggests that C3 did not perform

as well as C2 because of the way that it visually clashed with the video content.

Evidently, this was more predominant in the free-browse case – where the visual

content was dictated by the user freely browsing the web. As one would expect,
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however, there were some strong inter-participant and inter-content variances due

to di�erences in personal preferences.

The commonality methods also appeared to reduce the perceived cost of the par-

ticipants moving their focus from one display to another in both the companion

and the free-browse condition. The qualitative interview data suggests that the

participants were switching their focus intra-device, and then making an active

decision to switch their focus when they wanted – empowering them to be more

in control of their own attention, in contrast to say, the broadcaster driving the

experience, as discussed in the previous chapter.

Here, the screen-in-screen method on the tablet (C2) resulted in signi�cantly lower

switching cost than when replicated on the TV (C4). This �nding is likely because

the TV updates faster than the tablet, and therefore the method enabled the parti-

cipants to monitor the events on the TV, and to look up when their attention was

caught by the visuals of the TV in the corner, or when something in the audio could

not be clearly inferred from the small screen in the corner of the tablet.

When checking to determine how aware the participants were of the tablet mater-

ial, we expected that the method in which we mirrored the tablet content to the

TV would improve this signi�cantly compared to the baseline (no commonalities),

which it did. However, what we did not expect was that, when browsing the web,

the participants appeared more aware of the tablet content for the two methods

which mirrored content from the TV to the tablet. This, as indicated by the inter-

view data, is likely because they did not have to look up at the TV as much to �ll

in the gaps in their (visual) perception, essentially meaning they were, as a result

of this, more focused on their web browsing experience. These tablet awareness
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e�ects, however, were only seen in the free-browse, and not the companion con-

dition. A potential explanation here is that it is simply the amount of information

on the web browser, and the cognitive e�ort associated with knowledge query

which exacerbated this e�ect, as shown in Chapter 5.

Evidently, the log data shows that the participants navigated around the applica-

tion much more when in the condition in which we mirrored the TV in the corner

of the mobile device. In light of the subjective quantitative and qualitative data,

this is likely because they experienced the least mental demand in this scenario,

and therefore were able to engage more with the application. The animation, how-

ever, did not show this pattern. The log data suggests that this is because most

participants went through the transitions in the animation, and just stopped at the

�nal one for each – resulting in quite uniform inter-condition data.

This propensity to search for more information when the TV was mirrored onto

the tablet was also re�ected in the amount of web browsing the participants did –

this is likely the same e�ect being exhibited – as the participants can easily monitor

the TV in the app, they were able to engage with it more. This e�ect, interestingly,

was not seen when the browser was placed over the full mirrored TV screen on

the tablet. The interview data indicates that this may be to do with the perceived

issues some of the participants faced in this condition due to the two streams of

content clashing.

8.6 implications, feasibility and the future

Our investigation has suggested strongly that methods in which material is mirrored

from the TV to a mobile device can be of signi�cant bene�t to users in mitigating
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the attention constraints of multi-device media. This was particularly noted when

mirroring from the TV to a tablet in a screen-in-screen method. In addition, it is

clear that other methods, such as placing a video stream behind content on a mo-

bile device, are also useful technique, most bene�cial to scenarios in which the

content on the mobile device can be designed around this – e.g. companion con-

tent scenarios. We, therefore, suggest that, in general, to improve the experience

of such applications, designers should consider using techniques that use such du-

plication of common elements, in order to reduce the e�ort required in viewing

companion applications or similar material.

Though we envision a future in which both persistent and non-persistent duplic-

ate mirroring can be easily integrated into cross-device media scenarios, further

research is still required. Our studies, for example, have not explored the e�ect of

persistence: all of our commonality methods were constant and the participants

were not able to, for example, dismiss the duplicated video from their attended

device. Future prototypes, such as that shown in Figure 29 will transcend this con-

straint, and allow users to control which mirroring method they employ in their

browsing. Future work could then observe, longitudinally, and appropriation of

mirroring methods by users in their everyday viewing.

Such investigations, however, would open up new problems, questions and areas

for design. The further investigation of such methods on a variety of devices, for ex-

ample, would be of considerable interest as a next step. By exploring diverse form

factors, and screen sizes of everyday mobile devices we can explore the transfer-

ability of commonality methods across device types. With smaller devices, such as

smartphones and phablets, there are likely to be bottlenecks in the e�ectiveness

of the techniques, leading to new design requirements. For example, the screen-in-
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Figure 29: This �gure shows a demonstrator application to explain this research

at the British Science Festival. The icons at the top allow the user to seamlessly

switch between any of the tested UI layout types.

screen condition in our experiments (C2), is likely to require adaption to mitigate

against occlusion of the materials under the video content. In such cases, methods

such as C3, C4 (and indeed methods not discussed in this chapter) may begin to

become more bene�cial to users.

Thinking beyond the second screening scenario, the ideas and �ndings in this

chapter have implications for other use cases: for example, we could extend cur-

rent mobile device EPGs by integrating the feed from the TV into the corner of the

screen, allowing a user to choose a new programme while still retaining awareness

of the content running on the television screen. Designs such as those proposed in

this chapter may assist designers in overcoming the the issues with eyes-o� inter-

actions with non-tactile surfaces (e.g., tablets) when engaging with EPGs.

Finally, in terms of the infrastructure to enable such experiences, the barrier to

entry is still quite high. It is assumed that our users have a Smart TV, devices con-

nected to it, and a seamless and uninterrupted internet connection. Having such

infrastructure in our homes, however, is clearly an accelerating trend, and as more
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of us adopt to, and become familiar with, fast internet-enabled home networks the

opportunities for multi-device experiences are only going to increase. With recent

developments in the protocols of cross-device interaction – for example the BBC’s

recent work on Frame-Accurate multi-device content [141] – the possibilities for

these cross-device scenarios entering our living room is growing. Propelled by the

apparent strong demand of users to have more engaging multi-device experiences,

there is great potential for interaction designers and researchers to enhance the

understanding and impact of this design space.

8.7 conclusion

This chapter has explored display commonalities – the concept of duplicating ele-

ments of a user experience over multiple screens, in order to lower the cognitive

e�ort required to engage with dual-screen material. Through discussions with pro-

fessional content designers, we re�ned our initial design space and conducted an

empirical investigation of the proposed techniques under the two prominent scen-

arios in this use case – web browsing and companion content.

Regarding the research questions, there was clear evidence in this chapter that the

addition of duplicate mirroring reduce the requirement to switch screens unneces-

sarily and that it allowed the users to take in the content across the screens more

e�ectively, providing additional insight to RQ3. Regarding RQ4, we saw evidence

that many of the users were, in conditions in which the content was mirrored from

the television to the mobile device, looking at the unattended mirrored screen and

then making an active decision to switch their attention; implying that this method

a�orded additional autonomy, which users took advantage of.
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By analysing the objective and subjective data we have been able determine the

e�cacy of the proposed techniques. In general we found that, by duplicating the

video of the television on a handheld device we can, by extension of currently

technology, signi�cantly reduce the required level of cognitive e�ort require to en-

gage with dual-screens. The �ndings and design concepts proposed in this chapter,

which were explored from a designer and a user perspective, can better equip con-

tent creators and developers to overcome the disjuncts in visual attention that exist

in multiple screen scenarios and, therefore, improve the UX of cross-device me-

dia.





CHAPTER NINE

Conclusions and Future Work

From inception, this thesis has argued for the explicit design of cross-device atten-

tion. Our work has aimed to understand and to orchestrate user focus as a design

lever to overcome users’ mental overload, with a goal of towards fostering harmo-

nious cross-device experiences. Second screening, a ubiquitous manifestation of

the multi-device world we inhabit, involves high levels of attention resources, and

throughout this thesis we have investigated factors which a�ect the distribution

of attention and how they can be used to enhance such experiences.

In the early stages of this work (chapters 1 and 2) we outline a clear area of invest-

igation from the literature. The literature on attention in this cross-device scenario

reports extensively on attention issues around cross-device media, without o�er-

ing any solutions per se. We therefore, throughout this thesis, have focused on

better understanding, and designing for, this scenario.

We began the contributing chapters of this thesis by �rst understanding the atten-

tion bottlenecks of this use case through a large scale survey and in-depth inter-

views with second screeners. We found that although some speci�c factors, such

as genre of programme, are clear indicators of cross device complexity, bringing us

to probe deeper into our understanding of cross device complexity. To this end, we

conducted a study to empirically investigate the e�ect of varying complexity on a

mobile device. This led us on to consider another focus of this thesis – intervening

175
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in attention, for example, altering the complexity of a mobile device (Chapter 6) or

through additional stimuli (Chapter 7).

For these interventions, we explored additional methods to a�ect the way in which

users distribute attention across devices, focusing on minimally invasive exten-

sions to prior existing technology; evaluating them comprehensively and looking

at the tradeo� between content creator and user control. Our results, for each in-

tervention, frame where such techniques may be useful to practitioners. Many of

the interventions presented in this thesis were more e�ective than regular view-

ing for attention management, i.e. the systems which users currently engage with,

in terms of subjective preferences and objective measures of preferred attention

distribution. We now outline, in more detail, the speci�c contributions of this

thesis, noting what designers and the TV HCI community may glean from our

research.

9.1 contributions and reflection on research qestions

In the Background (Section 2) we �rst outline the drivers behind the popularity

of the second screen use case, describing the academic research around its rise to

prominence. We then explored the attention-based literature around the focus of

this and outline a number of shortcomings. With this, in Chapter 4 we then pro-

gressed to conduct two studies to better understand attention for second screeners

from the users’ perspective.

Results from our online survey suggested that the addition of a second screen

to participants’ television experiences adds signi�cant additional mental e�ort.
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Moreover, for certain genres constant attention is required required attendance

to understand nuanced concepts and details.

Further, second screen interactions which required knowledge query generally led

to programme disruption. We outlined the e�ects of genre and the cautionary tales

around designing for cross device media, continuing by exploring user re�ections

deeper through interviews. In this study we explored the myriad ways the mo-

bile device is transforming even the most linear of television experiences. In this

chapter our primary contributions are:

– A more complete understanding of the e�ect of programming genre on second

screening;

– A categorisation of the main patterns around users accounting for missed

content: mitigating and compensating;

– An overview of the ‘types’ of second screening we encountered, towards the

creation of personas designers may utilise.

In terms of the research questions of this thesis, outlined in Chapter 3, we begin to

answer RQ1, in that we outline many of the main issues that face users when enga-

ging with mobile devices. Our �ndings, here, bolster the need to consider TV genre

in relation to types of second screen content users engage with. In addition, we out-

line the ways in which users overcome the issues (mitigating and compensating)

and outline some potential strategies to support these behaviours (e.g., allowing

pausing and rewinding with synchronised in-app content).

In Chapter 5 we progressed from understanding the current experience of second

screening to further consider how we may better understand cross-device com-
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plexity, with a view to create more appropriate second screen material. By con-

ducting experiments with television programmes and time synchronised second

screen material of varying complexity, we explored the e�ects of varying textual

and graphical detail on the experience. Our primary contributions in this chapter

were:

– An empirical investigation of what constitutes ‘complex’ second screen con-

tent from an objective and subjective perspective;

– A more detailed understanding of what constitutes complex television ma-

terial through discussions with users;

– Guidelines for complexity in terms of second screen textual complexity using

standardised metrics.

In this chapter we gather more data to understand RQ1 and RQ2 – relating the

experienced mental e�ort to engage with content to speci�c quantities and com-

plexities of textual and graphical content.

By utilising the results of the users’ objective feedback on the characteristics of

complex TV content from Chapter 5, we further considered how textual complex-

ity (a clear driver of cross-device attention) may be varied by an algorithm (an

adaptive UI), or by the user (an adaptable UI). We conducted an empirical user

study to evaluate the e�ect of the adaptive and adaptable UIs with users with a

view to better answer RQ3. From our studies we found that: users experienced

the adaption, despite not being informed of its presence before the trials; and that,

in general, they strongly preferred the materials to be curated for them, over a

randomised baseline or them adapting the materials.
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The evidence suggests that our methods a�orded a better cross-device experience

as they were able to better take in the content across the two screens. Complex-

ity adjustment a�orded a more passive ‘sit back’ experience, when the adaption

was fully driven by the device, and provoked some participants to become more

active and take more control in the way they viewed the content by adjusting the

complexity. This chapter o�ers a number of key contributions, namely:

– a proposal and investigation of adaptable and adaptive content in the context

of variably textual complexity on a mobile device while second screening;

– a validation of our heuristics, derived in the previous chapter, for determin-

ing what constitutes ‘complex’ video material;

– deeper insight into how our �ndings from the previous chapter relate to

textual complexity and the viewer experience.

This chapter showed that it is possible to intervene in users’ attention to improve

the way they manage it (RQ3), and supported the results of the previous chapter,

aiding the understanding of RQ2. Further, we began to explore RQ4 – the extent to

which a user should be in control of their own attention management. The two in-

terventions in this chapter a�orded high user-autonomy (an adaptable interface)

and low user-autonomy (an adaptive interface). There was evidence supporting

both high and low autonomy – some users preferred to sit back and have the con-

tent presented to them (adjusted to the television), and others wished to go in

search for more content to �nd out more (more/less information buttons). In the

next chapter, we investigated RQ4 deeper by exploring what happens when a user

is directed and is given low autonomy over their own experience.
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In Chapter 7, instead of changing the material, we explored how content creat-

ors can create shifts in attention to a given device at a key moment in a broad-

cast experience. We conducted an experiment in which we embedded auditory

and visual stimuli within cross-device media. Our data suggested that to attract

attention quickly to an unattended device, we should consider auditory methods,

especially abstract sounds (earcons).

To allow users to defer when they switch their attention, we should inform them

visually, on the attended device. Our �ndings suggest that such our approach –

mediating attention – helped users break the innate tension in not knowing when

to look at a given screen, aiding them in not missing material or frequently check-

ing for updates. We frame our results as a series of potential design levers for

those wishing to design cross-device experiences. Our key novel contributions,

here, are:

– a proposal, and an empirical investigation of, additional stimuli in cross-

device media;

– strong evidence suggesting that users prefer their attention to be driven by

some additional stimuli;

– a framework for designers to evoke shifts in attention between devices at

given times and urgencies.

Regarding the extent to which the user should be in control of their own exper-

ience (RQ4) we found that this low user-autonomy method of directing their at-

tention allowed the participants to overcome may of the issues of multi-device

content experience, for example, where to look at what time and how not to miss
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relevant content. In general, mediating attention with additional audio-visual stim-

uli was found to be a highly e�ective and preferable method for intervening in

users attention, despite their lower autonomy in the experience (further answer-

ing RQ3).

Our �nal contributing chapter, Chapter 8, explores methods by which we may util-

ise duplicate elements – which we term display commonalities – of a user experi-

ence across multiple screens so that users may better adjust their own attention, to

reduce the cognitive e�ort and switching cost associated with multi-device exper-

iences. We �rst outline a design space, whittling this down with discussions with

professional UX designers and a creative director at the BBC.

We then conduct a large-scale empirical investigation in a companion content, and

standard web browsing condition. Our results suggest that, through duplication

of video from a television on a handheld device, we may signi�cantly lower the

amount of mental e�ort required to engage with a dual-screen experience, for both

a free-browsing and a companion content case. The techniques and design space in

this chapter o�ers a new perspective on screen mirroring – by mirroring unatten-

ded elements within an attended display we better blend the digital worlds – allow-

ing users to feel they require less mental e�ort and are required to switch attention

less. In our �nal contributing chapter, the key novel contributions are:

– a mirroring concept for cross-device interaction – to incorporate duplicate

elements as a design lever to reduce switching cost and attention required

to engage;

– insight from designers into mirroring with regards to the feasibility of screen

mirroring in cross-device content;
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– an empirical investigation of display commonalities, showing a clear bene�t

for duplication of television content on a mobile device.

The main goal of exploring this display technique was to explore giving the user ad-

ditional autonomy of their experience (further answering RQ4). In contrast to the

previous chapter on mediating attention, this chapter involved a high-autonomy

technique – essentially giving the user the ability to better manage their atten-

tion by providing unattended content on attended devices. Our evidence suggests

high autonomy cam also be an e�ective method of attention management in cross-

device scenarios.

9.2 a generic framework for designing interventions

The contribution this thesis makes is a more thorough understanding of the way

that users engage with their devices, and a series of tools to assist content de-

velopers and application developers to manage cross-device attention. However,

beyond this, an over-arching and extensible contribution of our work is our meth-

odology. We have followed a user-centred design methodology to understand and

design interventions for this context, taking insights from our studies into action-

able preventative measures and interventions. Our methodology impacts on three

main parties: those who study the behaviours around technology; those who cre-

ate cross-device experiences; and the technology-level media content developers,

who ultimately develop the applications.

In Figure 30, we describe the generic framework we have explored in this thesis,

towards enabling optimum attention distribution for users. At the bottom of the

hierarchy is its most fundamental component; understanding the problems users
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UnderstandingStudy and measure the problem

Manage the effects of the problem

Technology level

Content creator level

Assist users overcome the problem

Design content more appropriately

Assisting Managing

Designing

Behavioural research level

Figure 30: A Bottom-up hierarchy of designing attentionmanagement techniques.

have around managing their attention. Throughout this work we explored this

through online questionnaires, interviews and empirical studies of attention dis-

tribution. This is work that lends itself to the techniques of behavioural scientists

and initial qualitative probes, such as interviews and questionnaires.

Up a level, we use this information to prevent the issues around attention manage-

ment, for example, in our work by controlling the complexity of the material (com-

plexity curation). Curating the materials is arguably the job of a content creator

where, guided by some insight about the e�ects of certain content (for example,

the e�ect of textual complexity), the content creator reaches some active decision

about the complexity of the material they provide.

Finally, there is a divergence – one can either assist users in managing their own

attention issues, or manage it for them in some way. These are technology-level

interventions, which may be embedded into cross-device experiences to reach the

intended goal. We can allow users to manage their own attention by giving them

a ‘crutch’ to rely upon to prevent the issues. For example, we allow them to adjust

the complexity in some way, or more quickly attend the unattended display (see

Chapter 8). As for managing the users’ attention, we showed that this is possible
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by mediating their attention with noti�cations, in�uencing them to attend certain

information at at given time.

This framework has not only allowed us to design interventions to positively af-

fect the way users engage with dual-screen experiences, but it can also be applied

to deeper considering the issues around this use case, and assist others in design-

ing attention. Ultimately, after considering methods to improve cross-device atten-

tion issues after preventing (Figure 30), one must consider whether the situation is

more �t for interventions which assist users in managing their attention, or more

direct management. This is dependent on the autonomy required for the experi-

ence.

9.2.1 Autonomy of Intervention

Throughout our interventions we explored varying degrees of control from the

perspective of the content creator and the user (RQ4). We illustrate in Figure 31, for

example, that general second screening, such as browsing related content, o�ers

high user autonomy. Little to no input is provided from the content creator and

the two digital worlds sit in separation. With companion applications, for example,

we see more control shift to the content creator, with varying user autonomy of

attention dependent on the application. Then �nally, increasingly levels of content

creator control with methods such as mediating attention, where the broadcaster

can shift user attention with varying degrees of urgency, to a given screen.

There is a clear continuum of autonomy for those designing cross-device experi-

ences to consider – the level to which one should engage a user is vital in terms

of integrating the work of this thesis into any experience. Our techniques can,
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Figure 31:How the interventions, in bold, �t in terms of howmuch control the user

or content creator is given over a user’s attention. For example, to second screen

requires low content creator control and a�ords high user autonomy, whereas a

content creator mediating a user’s attention gives the content creator more con-

trol of attention.

therefore, be interchanged to o�er varying degrees of autonomy to both content

creators and users.

What we present throughout our work in relation to RQ4 (“to what extent should

the user be in control of the way their attention is managed in a given context?) is

not an answer to the question “what autonomy should one provide?", but a series of

techniques to provide varying degrees of user control. Above all, it is vital to note

that we found that techniques that provide high and low user control can both be

highly e�ective to assist users in managing the way they engage with multi-device

media systems, and that this is highly related to the context of use and the way in

which the techniques are implemented.
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9.3 limitations of this work

Although this thesis has provided strong evidence for our �ndings and thorough

empirical investigations of our interventions, it is important that we de�ne the

constraints of our research so that others may develop our techniques, and gain

further insight from our work.

With regards to context of use, our investigations of interventions were wholly

investigated in a lab environment, either at the BBC or at Swansea University. We

focused on using ‘second screeners’ in our research, however we did not consider

them in their native context (their homes). Moreover, the television content we

used, though made as broad as possible in each study, was bound by the fact that

it was archive footage from the BBC. Newer media paradigms, such as streamed

video such as YouTube or Twitch may yield di�erent insights.

In extension to this, our research was guided, and ultimately, bounded by the tech-

nology of the time – the uptake of capacitive touch-screen mobile devices in the

living room has shaped this research. If conducted in �ve years, the devices and in-

teractions may di�er considerably. Longer term trails with users’ personal devices,

in the form of a deployment would yield further insight for our �ndings – most

notably, their durability and their robustness to an adapting usage context.

As our research aimed to focus on enhancing cross-device experiences, we mostly

concentrated on situations where second screening was related to the television

material. In many situations, this is not the focus, however. This was done mostly

as in our empirical studies we wished to explored the independent variables at

hand. A longitudinal approach to our work would have o�ered more in terms
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of qualitative feedback and general acceptability, but less data for our speci�c re-

search questions.

Finally, in terms of our capture of visual quantitive data, we opted for a method

of video markup, largely because dual-screen eye tracking is relatively unreliable

and invasive. However, such methods would give us more detailed information

around gaze and �xations of attention which we could only approximate with our

methods. The future will likely o�er us more capable methods of dual-screen eye

tracking and allow future researchers to better elaborate on our �ndings.

9.4 future work

We believe that while our presented research answers questions and o�ers solu-

tions, it also asks further questions of its own. There are numerous extensible

areas in this thesis. Our work on understanding cross-device visual complexity,

for example, could be furthered with an inverse approach. Instead of o�ering the

participant varying levels of textual complexity, we could o�er them the opportun-

ity to freely explore on the device, and then measure the perceived objective and

subjective e�ects. Through more detailed analysis of gaze, and by using in-depth

thematic analysis of interview data paired with device logs, we could probe deeper

into query formulation, text comprehension and the general e�ects of the multi-

device interaction. Such a top-down approach would o�er a rich picture of usage,

albeit without being able to answer more speci�c research questions.

Similarly, in Chapter 6 our approach, which used a companion application, could

be extended by comparing regular and ‘simple’ web pages, for example1. Such an

1 Simple Wikipedia: simple.wikipedia.org



188 conclusions and future work

approach would allow for the investigation to take place with more user autonomy,

while sacri�cing control of experimental conditions such as textual complexity.

In our work on mediating attention, in Chapter 7, we considered how a designer

may command attention across multiple devices. Here, we used simple noti�cation-

style cues in the programme and device’s content. We envision a future wherein

this is extensible and can be applied creatively by digital content creators, towards

Jerry Kramskoy’s ambition of Orchestrated Media [83]. Imagine strategically em-

bedding additional audio/visual material into the experience with the express in-

tention of mediating attention, across a multitude of devices. For instance, a rustle

in the user’s peripheral attention as they watch a nature documentary could hint

at unexplored material on their device; and a low-pass �lter on the audio of the

television, with a dimming of the visuals could suggest more pertinent material on

the handheld device.

Our �nal intervention of the thesis, which explored display commonalties, could

bene�t from a longitudinal study. To integrate such techniques into a user’s every-

day viewing and to remain natural, however, would be a signi�cant challenge.

Open APIs for online streaming services, such as YouTube, a�ord integration to

applications with relative ease, but o�ering integration into a variety of viewing

contexts, including users’ cable/terrestrial TV viewing is a signi�cant challenge.

Perhaps, as viewing habits converge to on-demand, online video, this will be more

realisable.

More broadly, much of this research can be furthered with the addition of simple

sensing technologies to aid us in further understanding user needs by inferring

their interruptibility, mood and current activities to provide content and data which
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is appropriate. Work on indicative usage models, such as that by Leroy et al. [85],

seeks to look at how we may infer television watchers’ interest using 3D head pose

estimation aims to understand what types of content content users are interested

in and therefore adjust their viewer pro�le, allowing more bespoke content to be

provided. Further, the IDInteraction Project2, aims to inform devices through in-

ferences about data captured what a user may want, in terms of content, at a given

moment.

Such research may extend our research by learning when a given feature may be re-

quired – by capturing how the user is behaving one may infer needs and therefore

provide appropriate interventions and content. In the context of our work, taking

mediating attention as an example; with inertial sensor data, a device can infer that

a user has put a device down to rest on their sofa, and therefore provide appropriate

level of noti�cation to make the user aware that new content has arrived. Finally,

this thesis does not explore a combination of interventions. For instance, future

research could consider the use of multiple interventions towards a common goal

– a mixture of the manipulation of attention methods described in chapters 6 and

7 could allow a designer to drive attention towards a device with the intention of

presenting more or less complex content for a desired outcome. For instance, in

times of less attention-focused moments of a programme, one could initiate atten-

tion shifts towards more information-rich content on a mobile device.

Beyond the scope of this thesis, many of our �ndings and techniques may be

broadly applicable to more than the multi-device media use case. Multi-device eco-

systems are ubiquitous, and many may be supported by elements of this thesis, es-

pecially as second screening is one of the most ubiquitous cross-device scenarios

2 ID Interaction Project: http://idinteraction.cs.manchester.ac.uk/
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and a potential exemplar for interaction designers. For example, the concepts and

research methodology explored when investigating mediating attention in Chapter

7 may assist us in better enabling control, and prioritisation of, attention in com-

plex multi-modal multi-screen environments, such as aircraft cockpits.

Concepts such as display commonalities may be applied in any scenario where a

user is tasked with monitoring a series of events – by strategically employing un-

attended feeds of information within attended streams, one may reduce the cog-

nitive demands and attention switching costs associated with many cross-device

and multi-display environments. Further, the implications for the way we a�ect

users’ attention may have implications for the teaching scenarios described in the

background of this thesis (Chapter 2). For instance, methodologies of curating the

complexity of educational tablet content in the classroom dependent on how much

the instructor is engaging with the students, may promote more managed active

and passive learning.

9.5 concluding remarks

The work in this thesis began in early 2014, when uptake of mobile devices in

the living room was a rapidly increasing phenomenon. Since then, the dreams of

the connected living room and streaming services have become mostly realised

for the citizens of developed countries. Indeed, over the course of the past 3 years

the average living room landscape has changed irreversibly. One could argue that,

as the mobile device has become more prominent in our lives, the television has

become the ‘second screen’.
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This considered, with its superior viewing characteristics and a�ordances for shared

experiences with co-located individuals, it will likely not become obsolete, but a

skeuomorph of its former self. Now, with the multitude of internet enabled con-

nected screens in our home, and the increasing ambiguity of ‘television’, it is vital

that future media is driven not only by creative �air, but also shaped by rigorous

human-factors research.
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Online Questionnaire
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Overview of Questionnaire
The following questions are designed to assess your current experience with dualscreen television.
If you conduct this questionnaire, you should to some extent engage in second screening. By second
screen we refer to any handheld device you interact with while watching TV, for example a laptop,
smartphone, or tablet.

The questions will first focus on your demographics – age, viewing habits, etc. – then probe, more
specifically, your experience when second screening. Some questions are mandatory, some are not.
If you are not sure, or do not want to answer a question, place 'N/A' in the answer field.

For the experiment you will have the chance to be awarded with 1 of 3 prizes one £50 and two £25.
Participants will be randomly chosen.

Before undertaking the experiment please read the consent form and bill of rights forms thoroughly:

http://cs.swan.ac.uk/~cstneate/docs/

By continuing with this experiment, you indicate that you agree with its terms and conditions.

*Required

Demographics: About You

1. Please state your age. *

2. Please state your gender *

3. Is English your first language? *
Tick all that apply.

Yes

No

4. If you answered 'no' to the previous
question, what is your first language?

5. How many hours/minutes (can be less than
1hr) on average of video media do you watch
per day? This includes catch up services and
streaming websites such as YouTube. *

6.What type of shows do you generally watch?
If you responded ‘0’ for the previous
question leave the answer blank. *



2/5

7. Do you ever search for additional content related to the show you are watching on a
secondary device, such as a tablet computer or smartphone? *
Tick all that apply.

Yes

No

8. Concerning the previous question. If you said yes, please give an example, and note the
device(s) that you use to do so. *

9. Are you often involved with other activities while watching television (e.g. talking to family,
or social networking)? If so, please list the main activities. *

10. I often use touch screen devices such as smartphones or tablet computers. *
Mark only one oval.

1 2 3 4 5

Strongly disagree Strongly agree

11. I find that I am easily distracted by content on my devices (tablet, smartphone, etc.), such
as social media, when watching television. *
Mark only one oval.

1 2 3 4 5

Strongly disagree Strongly agree

12. I easily get absorbed in television and lose all sense of time. *
Mark only one oval.

1 2 3 4 5

Strongly disagree Strongly agree

13. I often have the television on in the background while doing other things. *
Mark only one oval.

1 2 3 4 5

Strongly agree Strongly disagree
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Skip to question 14.

Questions
We will now ask about your second screening experience. Please read all questions carefully.

14.When I watch TV I experience: *
Mark only one oval.

1 2 3 4 5

Low mental effort High mental effort

15.When I watch TV while using a secondary device (i.e. a smartphone) I experience: *
Mark only one oval.

1 2 3 4 5

Low mental effort High mental effort

16.When I watch TV while searching for related information (like Googling an actor) this
requires: *
Mark only one oval.

1 2 3 4 5

Low mental effort High mental effort

17.When I watch TV while social networking (like using Facebook) on a second screen this
requires: *
Mark only one oval.

1 2 3 4 5

Low mental effort High mental effort

18.When I watch TV while engaged with a second screen I am aware of visual content
happening on the TV (e.g. if a scene changes). *
Mark only one oval.

1 2 3 4 5

Strongly disagree Strongly agree

19.When I watch TV and view a secondary screen I am aware of auditory content on the TV
(e.g. what people say). *
Mark only one oval.

1 2 3 4 5

Strongly disagree Strongly agree
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20.When I watch TV and view a secondary screen I am aware of what's happening visually on
my secondary device (e.g. social network feeds updating). *
Mark only one oval.

1 2 3 4 5

Strongly disagree Strongly agree

21. Certain types of programmes require more mental effort to watch while second screening:
*
Mark only one oval.

1 2 3 4 5

Strongly disagree Strongly agree

22. If you agreed to some extent with the previous question, can you note some genres/shows
that require more effort.

23. I am likely to focus on the second screen content when I accompany my TV viewing with a
second screen. *
Mark only one oval.

1 2 3 4 5

Strongly disagree Strongly agree

24. I am likely to focus on the TV programme when I accompany my TV viewing with a second
screen. *
Mark only one oval.

1 2 3 4 5

Strongly disagree Strongly agree

25. I am more likely to use a second screen for some shows than others. *
Mark only one oval.

1 2 3 4 5

Strongly disagree Strongly agree
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Powered by

26. Regarding the previous question please note some shows/genres you're more likely to
second screen for. Feel free to elaborate why. *

End of Questionnaire
The questionnaire is now done, and you get to enter the prize draw!

27. Please enter your email address below if you
wish to enter the prize draw. The winners will
be randomly chosen, and your email
addresses will only be used to inform the
prizewinners.



Appendix B

Visual Complexity Questionnaire



Second Screen Visual Complexity

Participant Data Form

Participant Number: . . . . . .

Please state your gender.

. . . . . . . . . . . . . . . . . . . . . . . .

Please state your age.

. . . . . . . . . . . . . . . . . . . . . . . .

How many hours (or minutes) on average of video media do you watch per day? This includes catchup services
and streaming websites such as YouTube.

. . . . . . . . . . . . . . . . . . . . . . . .

What type of shows do you generally watch? If you responded ‘0’ for the previous question leave the answer blank.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Do you ever search for additional content related to the show you are watching on a secondary device, such as a
tablet computer or smartphone? If so, please provide an example. Noting the device(s) that you use to do so.

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No

Are you often involved with other activities while watching television (e.g. talking to family, or social networking)?
If so, please list the main activities.

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No

Do you have any uncorrected visual or hearing impairments? If so, please elaborate.

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No



State how much you agree with the following statements:

I often use touch screen devices such as smartphones or tablet computers.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I find that I am easily distracted by content on my devices (tablet, smartphone, etc), such as social media, when
watching television.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I easily get absorbed in television and lose all sense of time.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I often have the television on in the background while doing other things.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

This concludes your data collection, please contact the test administrator and we shall begin the
experiment.



Clip 1 (Inca) Questionnaire

Please answer the following questions about the content you just engaged with.

I found it challenging to take in the content on the television when second screen content appeared.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found it challenging to take in the content on the tablet with the television distracting me.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I was missing material on the TV because of the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I was missing material on the tablet because of the TV.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I could easily take in the picture-based content on the second screen content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I could easily take in the text-based content on the second screen content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

Rate, out of 10, how visually complex you found the content on the second screen.

. . . . . . . . .



Clip 2 (Snooker) Questionnaire

Please answer the following questions about the content you just engaged with.

I found it challenging to take in the content on the television when second screen content appeared.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found it challenging to take in the content on the tablet with the television distracting me.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I was missing material on the TV because of the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I was missing material on the tablet because of the TV.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I could easily take in the picture-based content on the second screen content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I could easily take in the text-based content on the second screen content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

Rate, out of 10, how visually complex you found the content on the second screen.

. . . . . . . . .



Clip 3 (Click) Questionnaire

Please answer the following questions about the content you just engaged with.

I found it challenging to take in the content on the television when second screen content appeared.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found it challenging to take in the content on the tablet with the television distracting me.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I was missing material on the TV because of the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I was missing material on the tablet because of the TV.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I could easily take in the picture-based content on the second screen content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I could easily take in the text-based content on the second screen content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

Rate, out of 10, how visually complex you found the content on the second screen.

. . . . . . . . .



Clip 4 (Eggheads) Questionnaire

Please answer the following questions about the content you just engaged with.

I found it challenging to take in the content on the television when second screen content appeared.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found it challenging to take in the content on the tablet with the television distracting me.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I was missing material on the TV because of the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I was missing material on the tablet because of the TV.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I could easily take in the picture-based content on the second screen content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt I could easily take in the text-based content on the second screen content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

Rate, out of 10, how visually complex you found the content on the second screen.

. . . . . . . . .



Post Study Questionnaire

Please answer this short questionnaire so that we may gather your impressions of the second screen
content.

The more detailed information on the second screen positively impacted my experience.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

The less detailed information on the second screen positively impacted my experience.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

Sometimes I found it challenging to take in all the material on both screens at the same time.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found it easy to focus on both the second screen content, and the television at all times.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2



Appendix C

Complexity Adjustment

Questionnaire



Second Screen Complexity Adjustment Experiment

Participant Data Form

Participant Number: . . . . . .

Please state your gender.

. . . . . . . . . . . . . . . . . . . . . . . .

Please state your age.

. . . . . . . . . . . . . . . . . . . . . . . .

How many hours (or minutes) on average of video media do you watch per day? This includes catchup services
and streaming websites such as YouTube.

. . . . . . . . . . . . . . . . . . . . . . . .

What type of shows do you generally watch? If you responded ‘0’ for the previous question leave the answer blank.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Do you ever search for additional content related to the show you are watching on a secondary device, such as a
tablet computer or smartphone? If so, please provide an example. Noting the device(s) that you use to do so.

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No

Are you often involved with other activities while watching television (e.g. talking to family, or social networking)?
If so, please list the main activities.

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No

Have you ever used a ‘companion application’ – an app designed to go along with a TV show or series?

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No

Do you have any uncorrected visual or hearing impairments? If so, please elaborate.

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No



State how much you agree with the following statements

I often use touch screen devices such as smartphones or tablet computers.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I find that I am easily distracted by content on my devices (tablet, smartphone, etc), such as social media, when
watching television.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I easily get absorbed in television and lose all sense of time.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I often have the television on in the background while doing other things.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I often miss something on the TV while engaging with a secondary device (like a smartphone, tablet, laptop).

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

This concludes your data collection, please contact the test administrator and we shall begin the
experiment.



Clip 1 - Africa: Sahara

Please answer the following questions about the content you just engaged with.

I found the level of detail on the tablet allowed me to take in the content on the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found the level of detail on the tablet allowed me to take in the content on the television.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that the level of detail on the tablet allowed me to pay attention to both the TV programme, and the
tablet content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

The attention required to watch the TV meant that I had to sacrifice viewing a display to engage with the other.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

The level of detail on the tablet meant that I had to sacrifice viewing a display to engage with the other.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt the level of detail on the tablet was...

Too little. Just right. Too much.
Rating: 2 2 2 2 2



Clip 2 - The Weakest Link

Please answer the following questions about the content you just engaged with.

I found the level of detail on the tablet allowed me to take in the content on the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found the level of detail on the tablet allowed me to take in the content on the television.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that the level of detail on the tablet allowed me to pay attention to both the TV programme, and the
tablet content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

The attention required to watch the TV meant that I had to sacrifice viewing a display to engage with the other.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

The level of detail on the tablet meant that I had to sacrifice viewing a display to engage with the other.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt the level of detail on the tablet was...

Too little. Just right. Too much.
Rating: 2 2 2 2 2



Clip 3 - James Martin: Home Comforts

Please answer the following questions about the content you just engaged with.

I found the level of detail on the tablet allowed me to take in the content on the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found the level of detail on the tablet allowed me to take in the content on the television.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that the level of detail on the tablet allowed me to pay attention to both the TV programme, and the
tablet content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

The attention required to watch the TV meant that I had to sacrifice viewing a display to engage with the other.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

The level of detail on the tablet meant that I had to sacrifice viewing a display to engage with the other.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt the level of detail on the tablet was...

Too little. Just right. Too much.
Rating: 2 2 2 2 2



Post Study Questionnaire

Please answer this short questionnaire so that we may gather your impressions of the second screen
content.

I felt that the detail of tablet content in the first clip (Sahara) enhanced the dual screen experience as a whole

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt that the detail of tablet content in the second clip (The Weakest Link) enhanced the dual screen
experience as a whole

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt that the detail of tablet content in the third clip (Home Comforts) enhanced the dual screen experience
as a whole

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I enjoy watching documentaries like Sahara.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I enjoy watching quiz shows such as The Weakest Link.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I enjoy watching shows about cooking like Home Comforts.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

END OF QUESTIONNAIRE





Appendix D

Mediating Attention Questionnaire



Designing Alerts for Media Contexts

Participant Data

Participant Number: . . . . . .

Please state your gender.

. . . . . . . . . . . . . . . . . . . . . . . .

Please state your age.

. . . . . . . . . . . . . . . . . . . . . . . .

How many hours on average of media do you watch per day? This includes catchup
services and streaming websites such as YouTube.

. . . . . . . . . . . . . . . . . . . . . . . .

What type of shows do you generally watch? If you responded ‘0’ for the previous
question leave the answer blank.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

On a scale of 1 to 10 rate how much you like nature documentaries.

. . . . . . . . . . . . . . . . . . . . . . . .

Do you ever search for additional content related to the show on a secondary device,
such as a tablet computer or smartphone? If so, please provide an example. Noting the
device(s) that you use to do so.

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No



Do you have any uncorrected visual or hearing impairments? If so, please elaborate.

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No

State how much you agree with the following statements:

I often use touch screen devices such as smartphones or tablet computers.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I find that I am easily distracted by content on my devices (tablet, smartphone, etc),
such as social media, when watching television.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I easily get absorbed in television and lose all sense of time.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

This concludes your data collection. Please contact the test administrator so that we may
begin the experiment.



Post-test questionnaire

This section is designed to get your subjective feedback about the techniques used to
alert you to the new content while you were watching television.

Please answer the following questions about the noticeability of the alerting tech-
niques. If you did not notice a specific type of alert, note below.

I found that when the content appeared with no alert I was drawn to the new content
on the iPad.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that when the content appeared with animation (shaking) I was drawn to the
new content on the iPad.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that when the content appeared with musical sounds I was drawn to the new
content on the iPad.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that when the content appeared with related sounds I was drawn to the new
content on the iPad.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2



I found that when the content appeared on the television with no animation I was drawn
to the new content on the iPad.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that when the content appeared on the television with animation (shaking) I was
drawn to the new content on the iPad.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

Please answer the following questions about your experience of switching between
the two screens. If you did not notice a specific type of alert, note below.

I found that when the content appeared on the device with no alert the transition to
the second screen was natural.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that when the content appeared on the device with animation (shaking) the
transition to the second screen was natural.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that when the content appeared with a musical sound the transition to the
second screen was natural.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2



I found that when the content appeared with a related sound the transition to the second
screen was natural.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that when the content appeared with the notification on the television the tran-
sition to the second screen was natural.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that when the content appeared with the animated (shaking) notification on the
television the transition to the second screen was natural.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

Please rate the following alerting techniques with regards to your general prefe-
rences . Feel free to elaborate as to why on the line below.

I liked media appearing on device without an alert.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

Reason (if any): . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



I liked media appearing on device with animation.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

Reason (if any): . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

I liked media appearing on device with a musical sound.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

Reason (if any): . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

I liked media appearing on device with a related sound.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

Reason (if any): . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

I liked media appearing on the TV with no animation.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

Reason (if any): . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



I liked media appearing on the TV with animation (shaking).

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

Reason (if any): . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

END OF EXPERIMENT



Appendix E

Display Commonalities

Questionnaire



Dual-screen Display Commonalities

Participant Data Form

Participant Number: . . . . . .

Please state your gender.

. . . . . . . . . . . . . . . . . . . . . . . .

Please state your age.

. . . . . . . . . . . . . . . . . . . . . . . .

How many hours (or minutes) on average of video media do you watch per day? This includes catchup services and streaming
websites such as YouTube.

. . . . . . . . . . . . . . . . . . . . . . . .

What type of shows do you generally watch? If you responded ‘0’ for the previous question leave the answer blank.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Do you ever search for additional content related to the show you are watching on a secondary device, such as a tablet computer
or smartphone? If so, please provide an example. Noting the device(s) that you use to do so.

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No

Are you often involved with other activities while watching television (e.g. talking to family, or social networking)? If so, please
list the main activities.

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No

Have you ever used a ‘companion application’ – an app designed to go along with a TV show or series?

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No

Do you have any uncorrected visual or hearing impairments? If so, please elaborate.

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No



State how much you agree with the following statements

I often use touch screen devices such as smartphones or tablet computers.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I find that I am easily distracted by content on my devices (tablet, smartphone, etc.), such as social media, when watching
television.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I easily get absorbed in television and lose all sense of time.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I often have the television on in the background while doing other things.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I often miss something on the TV while engaging with a secondary device (like a smartphone, tablet, laptop).

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

This concludes your initial data collection, please contact the test administrator and we shall begin the experiment.



Clip 1 – Wild China

I found that I could take in the content over the two screens at the same time effectively.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I had to shift my viewing between the screens a lot to take in the TV and tablet content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found this commonality (or lack thereof) presentation method (the way the screen was mirrored on the ‘other’ screen) visually
appealing.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found the commonality method (or lack thereof) used got in the way of my content viewing on the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that the commonality method (or lack thereof) got in the way of viewing the TV material.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt like I had good awareness of what was happening on the TV while looking at the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt like I had good awareness of what was happening on the tablet while looking at the TV.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2



Clip 2 – The Australian Open

I found that I could take in the content over the two screens at the same time effectively.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I had to shift my viewing between the screens a lot to take in the TV and tablet content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found this commonality (or lack thereof) presentation method (the way the screen was mirrored on the ‘other’ screen) visually
appealing.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found the commonality method (or lack thereof) used got in the way of my content viewing on the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that the commonality method (or lack thereof) got in the way of viewing the TV material.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt like I had good awareness of what was happening on the TV while looking at the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt like I had good awareness of what was happening on the tablet while looking at the TV.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2



Clip 3 – The VW Scandal

I found that I could take in the content over the two screens at the same time effectively.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I had to shift my viewing between the screens a lot to take in the TV and tablet content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found this commonality (or lack thereof) presentation method (the way the screen was mirrored on the ‘other’ screen) visually
appealing.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found the commonality method (or lack thereof) used got in the way of my content viewing on the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that the commonality method (or lack thereof) got in the way of viewing the TV material.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt like I had good awareness of what was happening on the TV while looking at the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt like I had good awareness of what was happening on the tablet while looking at the TV.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2



Clip 4 – Eggheads

I found that I could take in the content over the two screens at the same time effectively.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I had to shift my viewing between the screens a lot to take in the TV and tablet content.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found this commonality (or lack thereof) presentation method (the way the screen was mirrored on the ‘other’ screen) visually
appealing.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found the commonality method (or lack thereof) used got in the way of my content viewing on the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that the commonality method (or lack thereof) got in the way of viewing the TV material.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt like I had good awareness of what was happening on the TV while looking at the tablet.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I felt like I had good awareness of what was happening on the tablet while looking at the TV.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2



Post Study Questionnaire

Your answers here apply to the experiment as a whole and refer to all clips and techniques used.

Have you ever watched any of these specific programmes before? If so, which ones?

2 Yes – . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 No

I found that in Clip 1 (Wild China) the user interface required mental effort to view the content on both screens.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that in Clip 2 (The Australian Open) the user interface required mental effort to view the content on both screens.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that in Clip 3 (The VW Scandal) the user interface required mental effort to view the content on both screens.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I found that in Clip 4 (Eggheads) the user interface required mental effort to view the content on both screens.

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I liked Clip 1 (Wild China) show

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2



I liked Clip 2 (The Australian Open) show

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I liked Clip 3 (The VW Scandal) show

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

I liked Clip 4 (Eggheads) show

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Rating: 2 2 2 2 2

END OF QUESTIONNAIRE – WE WILL NOW CONDUCT A SHORT INTERVIEW.





Appendix F

Research Consent Forms



Swansea University – Computer Science Department 

 
Research Consent Form 

 
 

This consent form, a copy of which has been given to you, is only part of the process of 
informed consent.  It should give you the basic idea of what the research is about and 
what your participation will involve.  If you would like more detail about something 
mentioned here, or information not included here, please ask.  Please take the time to 
read this form carefully and to understand any accompanying information. 

Research Project Title 

Dual-screen Usage: Online Survey 

Researcher 
Mr Timothy Neate 

Experiment Purpose 

The purpose of this online survey is to probe current usage of dual-screen scenarios in terms of 
attention. We aim to uncover information about how much focus is required for certain second 
screen interactions, in relation to primary screen content. 

Participant Recruitment and Selection 
You were recruited via an online mailing list or similar. You were selected because you had some 
experience using a second screen while watching TV.  To incentivise the experiment, three 
participants will be awarded vouchers at random – one £50, and two £25. 

Procedure 
For the survey participants will be asked to first fill out demographics forms. Then, we will ask the 
experimental questions, which will focus on dual-screen interactions. You will be asked to fill in 
information about your viewing habits in relation to second screen. 

Your Data Collection 
Your demographics data will be stored and kept anonymous throughout the process – for example, 
participants will not provide their names and only be referred to with numbers. 
 
Data Archiving/Destruction 
All data personal will be made anonymous on collection, and kept private while being analysed. 
When reported the data will be totally anonymous. 

Confidentiality 
All information gathered will be confidential, and participant anonymity will be strictly maintained. 
Participant numbers will be used instead of names and nothing that may identify the participants 



will be reported in the results, except for anonymous contextually relevant information such as their 
role. 

Likelihood of Discomfort 
There is no likelihood of discomfort or risk associated with participation.  

Researcher 
Mr. Timothy Neate is working on his PhD in the Computer Science Department at the Swansea 
University.  His research considers the design of dual-screen digital content for the television 
experience. His work is supervised by Professor Matt Jones (Swansea University), and Dr. Michael 
Evans (BBC R&D). 
The researcher can be contacted in Room 503 (FIT Lab) Faraday Tower, Swansea University, 
Singleton Park, Swansea, UK. His email address is tdjneate@gmail.com, and his academic website 
is cs.swan.ac.uk/~cstneate/. 

Finding out about Results 
The Participants can find out the results of the study by contacting the researcher after March 2017, 
or by asking to be updated on the progress of the research by email. 

Agreement 
Your continuation with the experiment indicates that you have understood to your satisfaction the 
information regarding participation in the research project and agree to take part as a participant.  In 
no way does this waive you legal rights nor release the investigators, sponsors, or involved 
institutions from their legal and professional responsibilities.  You are free to not answer specific 
items or questions in interviews or on questionnaires.  You are free to withdraw from the study at 
any time without penalty.  Your continued participation should be as informed as your initial 
consent, so you should feel free to ask for clarification or new information throughout your 
participation.  If you have further questions concerning matters related to this research, please 
contact the researcher. 
 
A copy of this consent form has been given to you to keep for your records and reference. 
 
 

 

 

 
 
 
 
 
 



Swansea University – Computer Science Department 

 
Research Consent Form 

 
 

This consent form, a copy of which has been given to you, is only part of the process of 
informed consent.  It should give you the basic idea of what the research is about and 
what your participation will involve.  If you would like more detail about something 
mentioned here, or information not included here, please ask.  Please take the time to 
read this form carefully and to understand any accompanying information. 

Research Project Title 
Investigating the Impact of Visual Complexity in Companion Content 

Researcher 
Mr Timothy Neate 

Experiment Purpose 
The purpose of this experiment is to investigate the objective and subjective impact of visual 
complexity on a second screen when a user is watching television. 

Participant Recruitment and Selection 
You are one of 20 participants recruited from Salford University and the BBC after being contacted 
via a mailing list. Each participant in this study is a willing adult and was chosen on a first come 
first served basis. 

Procedure 
The experiment should take around 40 minutes. First you will be asked to fill out a demographics 
form, then you will be asked to watch four clips from a variety of television shows, each around 6/7 
minutes. The clips will be accompanied by a ‘second screen experience’ on a tablet computer. This 
will involve (non-interactive) textual and graphical information. After each clip you will be 
expected to fill out a short questionnaire to reflect on your experience. Then, upon watching all 
clips, there will be a final questionnaire to gather your overall experience, as well as a short 
interview. 

You Data Collection 
Some data will be collected during the experiment. In the pre-experiment questionnaire you will be 
asked some demographics information such as age and gender. Also, during and after the 
experiment some data will be gathered so that we may best evaluate your experience. You will be 
filmed during the experiment so that we may infer further conclusions. 
 
Data Archiving/Destruction 
All data personal will be anonymized on collection, kept private while being analysed, and will be 
destroyed once the results have been reported. With regards to video data, this will be kept securely, 
and privately throughout the analysis process and will be deleted once inspected.  



Confidentiality 
All information gathered will be confidential, and participant anonymity will be strictly maintained. 
Participant numbers will be used instead of names and nothing that may identify the participants 
will be reported in the results. 

Likelihood of Discomfort 
There is no likelihood of discomfort or risk associated with participation.  

Researcher 
Mr. Timothy Neate is working on his PhD in the Computer Science Department at the Swansea 
University.  His research considers the design of second screen digital content for the television 
experience. His work is supervised by Professor Matt Jones (Swansea University), and Dr Michael 
Evans (BBC R&D). 
 
The researcher can be contacted in Room 500 Faraday Tower, Swansea University, Singleton Park, 
Swansea, UK. His email address is tdjneate@gmail.com. 

Finding out about Results 
The Participants can find out the results of the study by contacting the researcher after March 2016. 

Agreement 
Your signature on this form indicates that you have understood to your satisfaction the information 
regarding participation in the research project and agree to take part as a participant.  In no way 
does this waive you legal rights nor release the investigators, sponsors, or involved institutions from 
their legal and professional responsibilities.  You are free to not answer specific items or questions 
in interviews or on questionnaires.  You are free to withdraw from the study at any time without 
penalty.  Your continued participation should be as informed as your initial consent, so you should 
feel free to ask for clarification or new information throughout your participation.  If you have 
further questions concerning matters related to this research, please contact the researcher. 
 
    
Participant  Date 
 
    
Investigator/Witness Date 
 
A copy of this consent form has been given to you to keep for your records and reference. 
 



Swansea University – Computer Science Department 

 
Research Consent Form 

 
 

This consent form, a copy of which has been given to you, is only part of the process of 
informed consent.  It should give you the basic idea of what the research is about and 
what your participation will involve.  If you would like more detail about something 
mentioned here, or information not included here, please ask.  Please take the time to 
read this form carefully and to understand any accompanying information. 

Research Project Title 

Methods for Second Screen Complexity Control 

Researcher 
Mr Timothy Neate 

Experiment Purpose 
The purpose of this experiment is to investigate the objective and subjective impact of different 
methods of complexity control on the second screen.  

Participant Recruitment and Selection 
You are a participant recruited from Salford University or the BBC after being contacted via a 
mailing list. Each participant in this study is a willing adult and was chosen on a first come first 
served basis.  

Procedure 
The experiment should take around 40 minutes. First you will be asked to fill out a demographics 
form, then you will be asked to watch three clips from a variety of television shows, each around 7 
minutes in length. The clips will be accompanied by a ‘second screen experience’ on a tablet 
computer. This will involve graphical and textual information, and short quizzes related to the 
show. After each clip you will be asked to fill out a short questionnaire to reflect on your 
experience. Then, upon watching all three clips, there is a final questionnaire to gather your overall 
experience. This is all concluded with a short interview and debrief. 
 

Your Data Collection 
Some data will be collected during the experiment. In the pre-experiment questionnaire you will be 
asked some demographics information such as age and gender. Also, during and after the 
experiment some data will be gathered so that we may best evaluate your experience. You will be 
filmed during the experiment so that we may infer further conclusions. In addition, we log data such 
as gyroscopes and touch data from the device. 
 
 
 
Data Archiving/Destruction 



All data personal will be made anonymous on collection, and kept private while being analysed. 
With regards to video data, this will be kept securely, and privately throughout the analysis process 
and deleted once fully reported upon. 

Confidentiality 
All information gathered will be confidential, and participant anonymity will be strictly maintained. 
Participant numbers will be used instead of names and nothing that may identify the participants 
will be reported in the results. 

Likelihood of Discomfort 
There is no likelihood of discomfort or risk associated with participation.  

Researcher 
Mr. Timothy Neate is working on his PhD in the Computer Science Department at the Swansea 
University.  His research considers the design of second screen digital content for the television 
experience. His work is supervised by Professor Matt Jones (Swansea University), and Doctor 
Michael Evans (BBC R&D). 
The researcher can be contacted in Room 503 (FIT Lab) Faraday Tower, Swansea University, 
Singleton Park, Swansea, UK. His email address is tdjneate@gmail.com, and personal website is 
cs.swan.ac.uk/~cstneate/. 

Finding out about Results 
The Participants can find out the results of the study by contacting the researcher after March 2017, 
or by asking to be updated on the progress of the research. 

Agreement 
Your signature on this form indicates that you have understood to your satisfaction the information 
regarding participation in the research project and agree to take part as a participant.  In no way 
does this waive you legal rights nor release the investigators, sponsors, or involved institutions from 
their legal and professional responsibilities.  You are free to not answer specific items or questions 
in interviews or on questionnaires.  You are free to withdraw from the study at any time without 
penalty.  Your continued participation should be as informed as your initial consent, so you should 
feel free to ask for clarification or new information throughout your participation.  If you have 
further questions concerning matters related to this research, please contact the researcher. 
 
    
Participant  Date 
 
    
Investigator/Witness Date 
 
A copy of this consent form has been given to you to keep for your records and reference. 



Swansea University – Computer Science Department 

 
Research Consent Form 

 
 

This consent form, a copy of which has been given to you, is only part of the process of 
informed consent.  It should give you the basic idea of what the research is about and 
what your participation will involve.  If you would like more detail about something 
mentioned here, or information not included here, please ask.  Please take the time to 
read this form carefully and to understand any accompanying information. 

Research Project Title 

Display Commonalities Focus Group 

Researcher 
Mr Timothy Neate 

Experiment Purpose 
The purpose of this experiment is to discuss our current design space for display commonalities to 
interested stakeholders at the BBC. We want to understand, of our proposed methods, which are the 
most feasible from a broadcaster’s perspective, with an aim to whittle the options down to 2 or 3 
such that we may conduct a systematic user study.  

Participant Recruitment and Selection 
You have been specially selected as you are BBC staff engaged in the creation of second-screen 
content, or are somehow related to the production of related content. 

Procedure 
In this focus group the facilitator (Tim) will first be finding out about you by asking each 
participant to briefly explain his or her role in the creation of content. Then we will progress to give 
an overview of this focus group, discussing display commonalities. Upon confirming that everyone 
is up to speed, we will then exhibit our prototypes and await your feedback and get your 
perspectives. We will then draw out the positives and negatives of each prototype and wrap up with 
a brief conclusion. 

Your Data Collection 
For this focus group we will take some photos for evidence, but mostly we will be using a 
dictaphone to record the conversations. These will be transcribed for analysis. 
 
Data Archiving/Destruction 
All data personal will be made anonymous on collection, and kept private while being analysed. 
With regards to video data, this will be kept securely, and privately throughout the analysis process 
and deleted once fully reported upon. 



Confidentiality 
All information gathered will be confidential, and participant anonymity will be strictly maintained. 
Participant numbers will be used instead of names and nothing that may identify the participants 
will be reported in the results, except for anonymous contextually relevant information such as their 
role. 

Likelihood of Discomfort 
There is no likelihood of discomfort or risk associated with participation.  

Researcher 
Mr. Timothy Neate is working on his PhD in the Computer Science Department at the Swansea 
University.  His research considers the design of dual-screen digital content for the television 
experience. His work is supervised by Professor Matt Jones (Swansea University), and Dr. Michael 
Evans (BBC R&D). 
The researcher can be contacted in Room 503 (FIT Lab) Faraday Tower, Swansea University, 
Singleton Park, Swansea, UK. His email address is tdjneate@gmail.com, and his academic website 
is cs.swan.ac.uk/~cstneate/. 

Finding out about Results 
The Participants can find out the results of the study by contacting the researcher after March 2017, 
or by asking to be updated on the progress of the research by email. 

Agreement 
Your signature on this form indicates that you have understood to your satisfaction the information 
regarding participation in the research project and agree to take part as a participant.  In no way 
does this waive you legal rights nor release the investigators, sponsors, or involved institutions from 
their legal and professional responsibilities.  You are free to not answer specific items or questions 
in interviews or on questionnaires.  You are free to withdraw from the study at any time without 
penalty.  Your continued participation should be as informed as your initial consent, so you should 
feel free to ask for clarification or new information throughout your participation.  If you have 
further questions concerning matters related to this research, please contact the researcher. 
 
    
Participant  Date 
 
    
Investigator/Witness Date 
 
A copy of this consent form has been given to you to keep for your records and reference. 
 
 
 



Swansea University – Computer Science Department 
 

Research Consent Form 
 
 

This consent form, a copy of which has been given to you, is only part of the process of 
informed consent.  It should give you the basic idea of what the research is about and 
what your participation will involve.  If you would like more detail about something 
mentioned here, or information not included here, please ask.  Please take the time to 
read this form carefully and to understand any accompanying information. 

Research Project Title 
Display Commonalities Usability Study 
Researcher 
Mr Timothy Neate 

Experiment Purpose 
The purpose of this experiment is to evaluate the design space for using commonalties in dual-
screen TV. By commonalities, we mean duplicating certain elements of one screen on the other. For 
example, by mirroring the video content of the television on the tablet. During this we encourage 
you engage with the browser on the second screen, as well as the television. 

Participant Recruitment and Selection 
You have been selected from as a person interested in being involved in this experiment. 

Procedure 
For this study we will first ask some information about you - we will collect demographics and 
other experiment related information to enable more in-depth analysis of the data. Then, we will 
begin the experiment. For this we will play you four short clips while browsing information related 
to the show. We will use this to test the different commonality methods, compared to a baseline.  
 
 
Your Data Collection 
For this experiment we will be recording you with a camera. Moreover, we will conduct a short 
interview. Further, we will collect demographic information about you.  
 
Data Archiving/Destruction 
All data personal will be made anonymous on collection, and kept private while being analyzed. 
With regards to video data, this will be kept securely, and privately throughout the analysis process 
and deleted once fully reported upon. 

Confidentiality 
All information gathered will be confidential, and participant anonymity will be strictly maintained. 
Participant numbers will be used instead of names and nothing that may identify the participants 
will be reported in the results, except for anonymous contextually relevant information such as their 
role. 

Likelihood of Discomfort 



There is no likelihood of discomfort or risk associated with participation.  

Researcher 
Mr. Timothy Neate is working on his PhD in the Computer Science Department at the Swansea 
University.  His research considers the design of dual-screen digital content for the television 
experience. His work is supervised by Professor Matt Jones (Swansea University), and Dr. Michael 
Evans (BBC R&D). The researcher can be contacted in Room 503 (FIT Lab) Faraday Tower, 
Swansea University, Singleton Park, Swansea, UK. His email address is  HYPERLINK 
"mailto:tdjneate@gmail.com" tdjneate@gmail.com, and his academic website is 
cs.swan.ac.uk/~cstneate/. 

Finding out about Results 
The Participants can find out the results of the study by contacting the researcher after March 2017, 
or by asking to be updated on the progress of the research by email. 

Agreement 
Your signature on this form indicates that you have understood to your satisfaction the information 
regarding participation in the research project and agree to take part as a participant.  In no way 
does this waive you legal rights nor release the investigators, sponsors, or involved institutions from 
their legal and professional responsibilities.  You are free to not answer specific items or questions 
in interviews or on questionnaires.  You are free to withdraw from the study at any time without 
penalty.  Your continued participation should be as informed as your initial consent, so you should 
feel free to ask for clarification or new information throughout your participation.  If you have 
further questions concerning matters related to this research, please contact the researcher. 
 
    
Participant  Date 
 
    
Investigator/Witness Date 
 
A copy of this consent form has been given to you to keep for your records and reference. 
 
 
 
 
 
 
 
 
 
 
 



Swansea University – Computer Science Department 

Research Participant’s Bill of Rights 
 

The following is a list of your rights if you participate in a research project organised within the Department 
of Computer Science at Swansea University. 
 
As a research participant, you have the right: 

 

• To be treated with respect and dignity in every phase of the research. 
 

• To be fully and clearly informed of all aspects of the research prior to becoming involved in it. 

 
• To enter into clear, informed, and written agreement with the researcher prior to becoming involved 
in the activity.  You should sense NO pressure, explicit or otherwise, to sign this contract. 
 

• To choose explicitly whether or not you will become involved in the research under the clearly 
stated provision that refusal to participate or the choice to withdraw during the activity can be made at 
any time without penalty to you. 
 

• To be treated with honesty, integrity, openness, and straightforwardness in all phases of the research, 
including a guarantee that you will not unknowingly be deceived during the course of the research. 
 

• To receive something in return for your time and energy. 
 

• To demand proof that an independent and competent ethical review of human rights and protections 
associated with the research has been successfully completed. 
 

• To demand complete personal confidentiality and privacy in any reports of the research unless you 
have explicitly negotiated otherwise. 
 

• To expect that your personal welfare is protected and promoted in all phases of the research, 
including knowing that no harm will come to you. 
 

• To be informed of the results of the research study in a language you understand. 
• To be offered a range of research studies or experiences from which to select, if the research is part 
of fulfilling your educational or employment goals. 
 

The contents of this bill were prepared by the University of Calgary who examined all of the relevant Ethical 
Standards from the Canadian Psychological Association’s Code of Ethics for Psychologists, 1991 and 
rewrote these to be of relevance to research participants. 
 

Descriptions of the CPA Ethical Code and the CPA Ethical Standards relevant to each of these rights are 
available at http://www.cpa.ca/ethics2000.html and 
http://www.psych.ucalgary.ca/Research/ethics/bill/billcode.html if you would like to examine them. 
 
The complete CPA Ethical Code can be found in Canadian Psychological Association “Companion manual 
for the Canadian Code of Ethics for Psychologists” (1992). 
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