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Accelerated nonlocal nonsymmetric dispersion
for monostable equations on the real line

Dmitri Finkelshtein1 Pasha Tkachov2

October 31, 2017

Abstract

We consider the accelerated propagation of solutions to equations with
a nonlocal linear dispersion on the real line and monostable nonlinearities
(both local or nonlocal, however, not degenerated at 0), in the case when
either of the dispersion kernel or the initial condition has regularly heavy
tails at both ±∞, perhaps different. We show that, in such case, the
propagation to the right direction is fully determined by the right tails
of either the kernel or the initial condition. We describe both cases of
integrable and monotone initial conditions which may give different orders
of the acceleration. Our approach is based, in particular, on the extension
of the theory of sub-exponential distributions, which we introduced early
in [16].

Keywords: nonlocal diffusion; reaction-diffusion equation; front prop-
agation; acceleration; monostable equation; nonlocal nonlinearity; long-
time behavior; integral equation

2010 Mathematics Subject Classification: 35B40, 35K57, 47G20,
45G10

1 Introduction
We will study non-negative solutions u : R×R+ → R+ := [0,∞) to the equation

∂

∂t
u(x, t) = κ

∫
R
a(x− y)u(y, t) dx−mu(x, t)− u(x, t)(Gu)(x, t),

u(x, 0) = u0(x).

(1.1)

Here κ,m > 0; 0 ≤ a ∈ L1(R)∩L∞(R) with
∫
R a(x) dx = 1; and G is a nonnega-

tive mapping on functions which is acting in x, i.e. (Gu)(x, t) :=
(
Gu(·, t)

)
(x) ≥

0 for u ≥ 0.
We will distinguish two cases for the initial condition u0 : R→ R+:

lim
x→±∞

u0(x) = 0, (C1)
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and
lim
x→∞

u0(x) = 0, inf
x≤−ρ

u0(x) > 0 for some ρ ≥ 0. (C2)

We will not assume any symmetricity of either a(x) or, in the case (C1), u0(x);
in particular, each of them may behave differently at ∞ and −∞.

The function u(x, t) may be interpreted as the local density of an evolving in
time system of entities which reproduce themselves, compete, and die. The re-
production appears according to the dispersion, which is realized via the fecun-
dity rate κ and the density a of a probability dispersion distribution. The death
may appear due the constant inner mortality m > 0 within the system, as well
as due to the density dependent rate Gu ≥ 0, which describes a competition
within the system. For another interpretation for the equation (1.1) rewritten in
the reaction-diffusion form (1.2) and further references, see below and also [14].

We consider (1.1) in the space E := L∞(R) with the standard ess sup-norm.
By a solution to (1.1) on R+, we understand the so-called classical solution,
that is a mapping u : R+ → E which is continuous in t ∈ R+ and continuously
differentiable (in the sense of the norm in E) in t ∈ (0,∞).

We start with the following assumptions:

β := κ −m > 0. (A1)

There exists θ > 0, such that, for each 0 ≤ v ≤ θ,
0 = G0 ≤ Gv ≤ Gθ = β.

(A2)

Here and below we write v ≤ w for v, w ∈ E, if v(x) ≤ w(x) for a.a. x ∈ R.
Note that we will often just write x ∈ R omitting ‘for a.a.’ before this.

As a result, u ≡ 0 and u ≡ θ are stationary solutions to (1.1). The rest of
assumptions, (A3)–(A11), are considered in Section 2 below. In particular, they
ensure that, between 0 and θ, there are not other constant stationary solutions
to (1.1); and also that u ≡ 0 is an asymptotically unstable solution and u ≡ θ
is an asymptotically stable one. Because of this, the equation (1.1) belongs to
the class of the so-called monostable equations, see e.g. [3]. One can also rewrite
(1.1) in the so-called reaction-diffusion form

∂

∂t
u(x, t) = κ(a ∗ u)(x, t)− κu(x, t) + (Fu)(x, t),

u(x, 0) = u0(x),
(1.2)

where the symbol ∗ stands for the classical convolution on R, i.e.

(a ∗ v)(x) :=

∫
R
a(x− y)v(y) dy, x ∈ R, (1.3)

and the reaction F is given by
Fv := v(β −Gv), v ∈ E. (1.4)

Then, under assumptions (A1)–(A2), we will have that

Fθ = F0 = 0 ≤ Fv ≤ βv, 0 ≤ v ≤ θ. (1.5)

The assumption (A3) below yields, in particular, that G is continuous at 0 on
{v ∈ E : 0 ≤ v ≤ θ}; as a result, we require that the reaction F in (1.2) is such
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that Fv
v → β > 0 as v → 0+ (both convergences are in E). Because of F0 = 0,

we get then that the Fréchet derivative of F must be a (strictly positive) constant
mapping. In particular, we do not allow the degenerate reaction F ′(0) = 0,
see e.g. [1] and cf. Example 1.1 below. Therefore, we consider a sub-class of
monostable reaction-diffusion equations of the form (1.2).

The solution u to the equation (1.2) may be interpreted as a density of
a species which invades according to a nonlocal diffusion within the space R
meeting a reaction F , see e.g. [12, 22]. In the recent decade, there is a growing
interest to the study of nonlocal monostable reaction-diffusion equations, see
e.g. [4, 7, 8, 18,23,25,29]; for the origins of the topic see also [2, 9, 24,27].

We will distinguish two main classes of the examples for G or F , which fulfill
the assumptions of Section 2; see [14, Examples 1.6–1.8] for further details and
references. Note that, in both examples of F below, the mapping Gu = β − Fu

u
is well-defined, cf. (1.4).

Example 1.1 (Reaction–diffusion equation with a local reaction). Consider
(1.2) with F (u) = f(u) for a function f : R → R which satisfies the following
assumptions, for some θ > 0,

f is Lipschitz continuous on [0, θ];

lim
r→0+

f(r)

r
= β;

f(0) = f(θ) = 0; 0 < f(r) < βr, r ∈ (0, θ).

In particular, if f is differentiable at 0, then we require f ′(0) = β > 0.

Example 1.2 (Spatial logistic equation and its generalizations). Consider a
function 0 ≤ a− ∈ L1(R) with

∫
R a
−(x) dx = 1, such that, for some δ > 0,

κa(x)− βa−(x) ≥ δ11Bδ(0)(x), x ∈ R. (1.6)

Here and below,

Br(x0) := [x0 − r, x0 + r], r > 0, x0 ∈ R.

Take an arbitrary θ > 0 and consider (1.2) with

Fu = γku(θ − a− ∗ u)k, γk :=
β

θk
, k ∈ N. (1.7)

To formulate our main result, we start with the following definition.

Definition 1.3. Let β > 0 be given by (A1).

1) Let b : R→ R+ be continuous and strictly decreasing on (ρ,∞), for some
ρ > 0, with lim

x→∞
b(x) = 0. Then, for some τ > 0, there exists a function

r(t) = r(t, b), t > τ , which uniquely solves the equation

b
(
r(t)

)
= e−βt, t > τ, (1.8)

and r(t)→∞, t→∞.
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2) Similarly, if the function b is continuous and strictly increasing on (−∞,−ρ)
with lim

x→−∞
b(x) = 0, then one can define l(t) = l(t, b)→∞, t→∞ as the

unique solution to the equation

b
(
−l(t)

)
= e−βt, t > τ. (1.9)

In other words, r(t) and l(t) are given through the inverse functions to− log b,
namely, for t > τ ,

r(t, b) =
(
− log b �R+

)−1
(βt), l(t, b) =

(
− log b �R−

)−1
(βt). (1.10)

We are going to find sufficient conditions on a and u0, such that the cor-
responding solution u to (1.1), in the case (C1), becomes arbitrary close to θ
(as t goes to ∞) inside the (expanded) interval (−l(t), r(t)) and becomes arbi-
trary close to 0 outside of this interval. In the case (C2), one has to consider
the interval (−∞, r(t)) instead. Here l(t) = l(t, b) and r(t) = r(t, b), where,
cf. (1.10),

log b(x) ∼ log max
{
a(x), u0(x)

}
, x→∞, if (C1) holds, (1.11)

log b(x) ∼ log max

{∫ ∞
x

a(y) dy, u0(x)

}
, x→∞, if (C2) holds, (1.12)

and we suppose that the function b has regularly heavy tails at ∞, see Defini-
tion 1.4 below. Here and below the notation f(x) ∼ g(x), x → ∞ means that
f(x)
g(x) → 1, x→∞. In particular, for any small ε, δ > 0, we will have that{

x > 0
∣∣ u(x, t) ∈ (δ, θ − δ)

}
⊂
(
r(t− tε), r(t+ tε)

)
for all t big enough; in the case (C1), the corresponding result also holds for
negative values of x and the function l(t) instead.

Definition 1.4. 1) A bounded function b : R → R+ is said to have a regu-
larly heavy tail at∞ in the sense of densities, if b ∈ L1(R+), b is decreasing
to 0 and convex on (ρ,∞) for some ρ > 0, and

b
(
x+ y

)
∼ b(x), y ∈ R, x→∞, (1.13)∫ x

0

b(x− y)b(y) dy ∼ 2

(∫
R+

b(y) dy

)
b(x), x→∞. (1.14)

A bounded function b : R → R+ is said to have a regularly heavy tail at
−∞ in the sense of densities, if the function b(−x) has a regularly heavy
tail at ∞ in the sense of densities.

2) A bounded function b : R → R+ is said to have a regularly heavy tail at
∞ in the sense of distributions, if b is decreasing to 0 on R, b is convex on
(ρ,∞) for some ρ > 0, and

−
∫ x

0

b(x− y) db(y) ∼ 2b(−∞)b(x), x→∞, (1.15)

where db(y) is the Lebesgue–Stieltjes measure associated with b.
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Remark 1.5. By [17, Lemmas 3.2, 3.4 and Definition 2.21], (1.15) implies (1.13).

Remark 1.6. Note that if b : R → R+ has a regularly heavy tail at ∞ in the
sense of densities and b ∈ L1(R), then the function

B(x) :=

∫ ∞
x

b(y) dy, x ∈ R (1.16)

has a regularly heavy tail at∞ in the sense of distribution. The inverse statement
is not, in general, true, cf. [17, Section 4.2].

Examples of functions with regularly heavy tails at∞ in the sense of densities
are the following:

(log x)µx−q, (log x)µxν exp
(
−p(log x)q

)
,

(log x)µxν exp
(
−xα

)
, (log x)µxν exp

(
− x

(log x)q

)
,

(1.17)

where p > 0, q > 1, α ∈ (0, 1), ν, µ ∈ R. See also Lemma 3.3 below for a sufficient
condition, which can be checked for further ‘intermediate’ asymptotics at ∞.
To get examples of functions with regularly heavy tails at ∞ in the sense of
distributions, one can use (1.16).

Note that, see Lemma 3.3 for details, any b with a regularly heavy tail at ∞
in the sense of densities is such that, for each k > 0,

ekxb(x)→∞, x→∞;

this explains the name: the tail of b at ∞ is ‘heavier’ than the tail of an expo-
nential function. By Remark 1.5, the same property has each b with a regularly
heavy tail at ∞ in the sense of distributions.

Now one can formulate our main result; recall that the exact formulations
for the assumptions (A3)–(A11) are given in Section 2 below.

Theorem 1. Let either (A1)–(A10) hold or (A11) hold. Let 0 ≤ u0 ≤ θ, u0 6≡ 0
and u be the corresponding solution to (1.1).

1) Let u0 satisfy (C1) and functions b, b1, b2 : R → R+ have regularly heavy
tails at both ±∞ in the sense of densities, and the following assumptions
hold

either u0(x) ≥ b1(x) or a(x) ≥ b1(x), x ∈ R, (1.18)

max
{
a(x), u0(x)

}
≤ b2(x), x ∈ R. (1.19)

Suppose also that

log b1(x) ∼ log b2(x) ∼ log b(x), (1.20)

as x→ ±∞. Then, for each ε ∈ (0, 1),

lim
t→∞

ess inf
[−l(t−εt,b),r(t−εt,b)]

u(x, t) = θ, (1.21)

lim
t→∞

ess sup
(−∞,−l(t+εt,b)]∪[r(t+εt,b),∞)

u(x, t) = 0. (1.22)
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2) Let u0 satisfy (C2) and functions b, b1, b2 : R → R+ have regularly heavy
tails at∞ in the sense of distributions, and the following assumptions hold

either u0(x) ≥ b1(x) or
∫ ∞
x

a(y) dy ≥ b1(x), x ∈ R, (1.23)

max

{∫ ∞
x

a(y) dy, u0(x)

}
≤ b2(x), x ∈ R. (1.24)

Suppose also that (1.20) holds as x→∞. Then, for each ε ∈ (0, 1),

lim
t→∞

ess inf
(−∞,r(t−εt,b)]

u(x, t) = θ, (1.25)

lim
t→∞

ess sup
[r(t+εt,b),∞)

u(x, t) = 0. (1.26)

Remark 1.7. For a brevity of notations, we treat here and in the sequel the
condition u0 6≡ 0 as follows: there exist δ, ρ > 0 and x0 ∈ R, such that u0(x) ≥ δ
for a.a. x ∈ Bρ(x0).
Remark 1.8. We will see in Theorems 2 and 3 below, that the assumptions on
b1 and b2 may be slightly weaken.

Stress that the convergences in (1.21)–(1.22) or (1.25)–(1.26) are indeed ‘ac-
celerated’ in t, since, because of (3.12), each b : R → R+ with regularly heavy
tail(s) (in either of senses) satisfies, for each k > 0,

r(t, b)− kt→∞, l(t, b)− kt→∞, t→∞. (1.27)

The reason to introduce the function b in Theorem 1 is two-fold. First, we
allow some flexibility in the choice of b1 and b2 and hence of a and u0. For
example, b1 may be a function from (1.17) with negative values of ν and µ,
whereas b2 may be ‘the same’ function, but with positive values of ν and µ;
then u0 and a (or

∫∞
x
a in the second part of Theorem 1) may fluctuate between

such b1 and b2. In this case, one can take b equal to ‘the same’ function, but with
ν = µ = 0, since then (1.20) evidently holds. Secondly, choosing such b, one can
find r(t, b) explicitly (i.e. (1.8) can be solved). Namely, cf. [14, Example 2.18],
one has the following values of r(t) = r(t, b):

b(x) = x−q, r(t) = exp
(β
q
t
)

;

b(x) = exp
(
−p(log x)q

)
, r(t) = exp

((β
p
t
) 1
q

)
;

b(x) = exp
(
−xα

)
, r(t) = (βt)

1
α ;

b(x) = exp
(
− x

(log x)q

)
, r(t) ∼ βt(log t)α, t→∞.

(Recall that here q > 1, α ∈ (0, 1), p > 0.) Note that, for b(−x) and l(t) = l(t, b),
the same examples hold.
Remark 1.9. In view of (1.10)–(1.12), the asymptotic of r(t) may be different
in the cases (C1) and (C2) for the same kernel a. For example, let a(x) =
x−q, q > 2, for large x; then

∫∞
x
a(y) dy is proportional to x−q+1 for large x.

Therefore, if u0 decays at +∞ faster than x−q, then, in the case (C1), we will
get r(t) = exp

(
β
q t
)
, whereas, in the case (C2), we will get r(t) = exp

(
β
q−1 t

)
.

Hence the propagation in the latter case will be faster.
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Our method is based on the usage of functions with regularly heavy tails
because of the following reasons. The conditions on G we require imply the
effect called the linear determinacy in e.g. [26], or linear selection in [20], cf.
also the pulled fronts in [19]. The effect is that the long-time behavior of the
solutions to (1.1) is well-described by the solutions to the corresponding problem
linearized at the unstable stationary solution u ≡ 0, that is

∂

∂t
w(x, t) = κ

∫
R
a(x− y)w(y, t) dx−mw(x, t),

w(x, 0) = u0(x).

(1.28)

Indeed, note that the term u(x, t)(Gu)(x, t) in (1.1) is small for ‘big’ values of
x relatively to u(x, t), provided that G is continuous at 0 ∈ E. Next, because
of (A2), we have that u(x, t) ≤ w(x, t) for all x and t. The solution to (1.28)
is given through a series of the convolution powers, and the main peculiarity
of the functions with regularly heavy tails at infinity is that their convolution
powers can be estimated by the functions themselves. For the monotone case
related to (C2), it was the classical Kesten’s bound for distributions on R, see
e.g. [17, Theorem 3.34] and Lemma 3.7 below. For the integrable case related
to (C1), we used our extension of Kesten’s bound to the densities on R, see [16,
Theorem 2.22] and Lemma 3.6 below. This is the main tool to get (1.22) and
(1.26), see Theorem 3.

In order to prove the convergence to θ as well, namely, to get (1.21) and
(1.25), we construct in (4.3) a minorant g(x, t) to the solution u(x, t) to (1.1),
which is a sub-solution to the linear equation (1.28) with m replaced by m+ δ
for a small δ > 0. The detailed realization of the lower estimates is given in
Section 4.

For an overview of the existing results about the propagation of solutions
to (1.1) (even over Rd, d ≥ 1), we refer the reader to [14, Subsection 1.5].
In brief, for the case d = 1 considered in the present paper, the situation is
the following. If both the kernel a and the initial condition u0 are light-tailed,
more precisely, if a is exponentially integrable and u0 is exponentially bounded,
then, for example, (1.21)–(1.22) hold for linear r(t) = c+t and l(t) = c−t (with
explicit formulas for c± ∈ R). This case corresponds to the (non-accelerated)
linear dispersion spreading.

The accelerated case for the local non-linearity (see Example 1.1) was known
in the mathematical biology, see e.g. [21]. The first rigorous result in this direc-
tion was done by Garnier [18], who proved an analogue of (1.21)–(1.22) for a
compactly supported initial condition u0 and symmetric heavy-tailed kernel a,
such that (A9) holds. However, in his approach, instead of the function r(t+εt, b)
in (1.22) with arbitrary small ε > 0, appeared this function with an unknown
ε > 0, i.e. the result was not sharp.

Our results in [14], being rephrased for the case d = 1, yield both (1.21)–
(1.22) for (C1) and (1.25)–(1.26) for (C2), provided that the function b in The-
orem 1 was symmetric for (C1) (and r(t) = l(t) then), and b was the antideriva-
tive, cf. (1.16), of a symmetric function for (C2). Note that the functions a and
u0 were not need to be symmetric, up to the equivalence (1.20) though. In par-
ticular, either a or u0 (but not both) might be still light-tailed. Recently, an
alternative approach was proposed in [5], where an analogous result to (1.21)–
(1.22) was obtained (for d = 1 and in the special case of Example 1.1), provided
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that both the kernel a and the initial condition u0 are symmetric, and a is
heavy-tailed; the technique used there goes back to [10]. In another recent pa-
per [1], also for the case of Example 1.1, a similar result was obtained for a
non-necessary symmetric a and for u0 which satisfies (C2) with the additional
restriction that u0(x) = 0 for large x.

Therefore, the present paper is seemed to be the first one which deals with the
case when either of the kernel and the initial condition has (perhaps different)
heavy tails at both ±∞ in the case of an integrable initial condition, or considers
a monotone-like initial condition which is not necessarily vanishing at +∞. We
stress that Theorem 1 shows that the acceleration for the propagation of the
solution to (1.1) to the right direction is fully determined by the right tails of
either a or u0.

Note also the effect similar to the observed in Remark 1.9 about the pos-
sibility of different speeds for the cases (C1) and (C2) was also shown for an
analogue of (1.1) with the fractional Laplacian (in particular, when a is singular
and non-integrable), see [6, 11].

2 Assumptions and properties
Describe now the rest of our assumptions. The first ones guarantee the existence-
uniqueness and comparison results of Proposition 2.1 below.

There exists lθ > 0, such that, for each 0 ≤ v, w ≤ θ
‖Gv −Gw‖ ≤ lθ‖v − w‖.

(A3)

For some p ≥ 0 and for each 0 ≤ v ≤ w ≤ θ,
κa ∗ v − v Gv + pv ≤ κa ∗ w − wGw + pw.

(A4)

Proposition 2.1 ([15, Theorems 2.1, 2.2, Proposition 4.2]). Let assumptions
(A1)–(A4) hold, and 0 ≤ u0 ≤ θ. Then, for each T > 0, there exists a unique
solution u = u(x, t) to (1.1) for t ∈ [0, T ]; and

0 ≤ u(·, t) ≤ θ for all t > 0. (2.1)

Moreover, let 0 ≤ v0 ≤ θ and v = v(x, t) be the corresponding solution to (1.1);
then u0 ≤ v0 implies that

0 ≤ u(·, t) ≤ v(·, t) ≤ θ for all t > 0. (2.2)

Remark 2.2. Note that the assumption (A1) excludes the trivial case when
u(x, t) converges to 0 as t → ∞ uniformly in x ∈ R. Next, we have shown
in [15, Theorems 2.2] that the assumptions (A1)–(A4) are sufficient to get the
comparison principle for solutions to (1.1) with initial conditions 0 ≤ u0 ≤ θ
(for the exact formulation see also Lemma 4.5 below). For particular cases of
G the assumption (A4) is also a necessary condition for the comparison. For
instance, in the case of Example 1.2 with k = 1, the condition (A4) reads as

κa(x) ≥ (κ −m)a−(x), x ∈ R,

cf. (1.6). It was shown in [13, Remark 3.6], that if the latter inequality fails, the
solution may not satisfy (2.1).
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The rest of assumptions we need, in particular, to show that a solution
u = u(x, t) to (1.1) converges to θ locally in space, when time tends to ∞, see
Proposition 2.3 below for the exact formulation.

There exist ρ, δ > 0, such that a(x) ≥ ρ for |x| ≤ δ. (A5)

For any 0 ≤ vn, v ≤ θ, such that vn
loc

==⇒ v, n→∞,

Gvn
loc

==⇒ Gv, n→∞,
(A6)

where loc
==⇒ means uniform convergence on all compact subsets of R.

For each y ∈ R and 0 ≤ v ≤ θ,
(TyGv)(x) = (GTyv)(x) for x ∈ R,

(A7)

where Ty : E → E, y ∈ R is the translation operator, given by

(Tyv)(x) := v(x− y), x ∈ R. (2.3)

The condition (A7) implies that, for any r ≡ const ∈ (0, θ), Gr ≡ const.
We will assume then also that

Gr < β, r ∈ (0, θ). (A8)

Finally, we will distinguish two cases. If the condition∫
R
|y|a(y)dy <∞ (A9)

holds, then we set

m :=

∫
R
xa(x) dx, (2.4)

and assume, additionally to (A4), that

there exist p ≥ 0, b ∈ C∞(R) ∩ L∞(R), δ > 0, such that
a(x)− b(x) ≥ δ11Bδ(0)(x), x ∈ R,

w Gw ≤ κb ∗ w + pw for 0 ≤ w ≤ θ.
(A10)

Otherwise, if (A9) does not hold, then we assume that,

for each n ∈ N, there exist

0 ≤ an ∈ L1(R), κn > 0, Gn : E → E, θn ∈ (0, θ]

which satisfy (A1)–(A10) instead of a, κ, G, θ,
correspondingly, such that

mn :=

∫
R
xan(x)dx ∈ R, θn > θ − 1

n
, n ∈ N,

κnan ∗ w − wGnw ≤ κa ∗ w − wGw for 0 ≤ w ≤ θn, n ∈ N.

(A11)

If (A9) does not hold (e.g. a(x) ∼ |x|−2 as x→∞ and/or x→ −∞, see the
main results below), then, to fulfill (A11) in Examples 1.1–1.2, we choose, for
m ∈ (0,κ), a sequence of sets Λn ⊂ R, Λn ↗ R, such that κn := κ

∫
Λn
a(x)dx >

9



m, and define an(x) :=
(∫

Λn
a(x)dx

)−1
11Λn(x)a(x), x ∈ R. In Example 1.1, we

take Gn := G, whereas, in Example 1.2 and k = 1 in (1.7) (the general k can be
considered analogously), we set Gnu := κ−a−n ∗u, where a−n (x) := 11Λn(x)a−(x),
x ∈ R. Since θn := (κn −m)/

(
κ−
∫
R a
−
n (x) dx

)
→ θ, n → ∞, one can assume

that θn > θ − 1
n .

Proposition 2.3. Let 0 ≤ u0 ≤ θ, u0 6≡ 0, and let u = u(x, t) be the corre-
sponding solution to (1.1).

1) ([15, Theorem 2.3]) Let (A1)–(A10) hold and m be given by (2.4). Then,
for each compact set K ⊂ R,

lim
t→∞

ess inf
x∈K

u(x+ tm, t) = θ. (2.5)

2) (cf. [15, Theorem 2.5]) Let (A11) hold. Then, for each compact set K ⊂ R
and for each n ∈ N,

lim inf
t→∞

ess inf
x∈K

u(x+ tmn, t) ≥ θ −
1

n
. (2.6)

Remark 2.4. Note that the proof of the second statement in Proposition 2.3 is
a straightforward modification of that in [15, Theorem 2.5].
Remark 2.5. Note also that we required in Definition 1.4 an additional convexity
at infinity of a regularly heavy-tailed function just to cover the case m 6= 0 in
(2.4) or mn 6= 0 in (A11), see the usage of Proposition 3.12 in the proof of
Theorem 2 below.

3 Technical tools
Definition 3.1. A function b : R→ R+ is said to be

– (right-side) long-tailed, if there exists ρ ≥ 0, such that b(x) > 0 for all x ≥ ρ;
and, for any y ≥ 0,

lim
x→∞

b(x+ y)

b(x)
= 1; (3.1)

– (right-side) tail-decreasing (tail-continuous, tail-convex, tail-log-convex), if
b(x) > 0, x ∈ (ρ,∞), for some ρ ≥ 0, and b is strictly decreasing to 0
(respectively, b is continuous, b is convex, log b is convex) on (ρ,∞);

– sub-exponential on R+ in the sense of densities, if b ∈ L1(R+)∩L∞(R+), b is
long-tailed, and∫ x

0

b(x− y)b(y) dy ∼ 2

(∫
R+

b(y) dy

)
b(x), x→∞; (3.2)

– sub-exponential on R+ in the sense of distributions, if b ∈ L∞(R+), b is
decreasing to 0 on R+, and

−
∫ x

0

b(x− y) db(y) ∼ 2b(−∞)b(x), x→∞, (3.3)

where db(y) is the Lebesgue–Stieltjes measure associated with b.
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Remark 3.2. If b is sub-exponential on R+ in the sense of densities, then the
function

(
‖b‖L1(R+)

)−1
b(x) is a sub-exponential probability density on R+, cf.

e.g. [17, Definition 4.6].
If b is sub-exponential on R+ in the sense of distributions, the function

11R+
(x)
(

1 −
(
b(−∞)

)−1
b(x)

)
is a sub-exponential probability distribution on

R+, cf. e.g. [17, Definition 3.1].
As it was point out in Remark 1.5, cf. [17, Lemmas 3.2, 3.4 and Defini-

tion 2.21], if b is sub-exponential in the sense of distributions, then (3.1) holds.

Lemma 3.3. Let b : R→ R+ be (right-side) long-tailed.

1) ([17, Lemma 2.17]) For each k > 0,

lim
x→∞

ekxb(x) =∞; (3.4)

2) ([17, Lemma 2.19, Proposition 2.20]) There exists a non-decreasing func-
tion h : (0,∞)→ (0,∞), with h(x) <

x

2
and lim

x→∞
h(x) =∞, such that

lim
x→∞

sup
|y|≤h(x)

∣∣∣∣b(x+ y)

b(x)
− 1

∣∣∣∣ = 0; (3.5)

3) ([17, Theorem 4.15, Section 4.2]) Let, additionally, b be a tail-log-convex
function, such that b ∈ L1(R+); and suppose that the function h in (3.5)
can be chosen such that

lim
x→∞

x b
(
h(x)

)
= 0. (3.6)

Then b is sub-exponential on R+ in the sense of densities and the function
(1.16) is sub-exponential on R+ in the sense of distributions.

Remark 3.4. By [16, Proposition 2.15], if b : R → R+ is tail-decreasing and
0 < h(x) < x

2 with lim
x→∞

h(x) =∞, then (3.5) is equivalent to

lim
x→∞

b(x± h(x))

b(x)
= 1.

Example 3.5 ([16, Subsection 3.2]). Let b : R → R+ be a bounded tail-
decreasing and tail-log-convex function, such that, for some C > 0, the function
Cb(x) has either of the asymptotics (1.17) as x → ∞, where p > 0, q > 1,
α ∈ (0, 1), ν, µ ∈ R. Then h(x) in (3.5) can be chosen such that (3.6) holds; in
particular, then b is sub-exponential on R+. Note also that the functions (1.17)
themselves are tail-decreasing and tail-log-convex.

Lemma 3.6. Let b ∈ L1(R,R+) be sub-exponential on R+ in the sense of
densities. Suppose that there exist ρ,K > 0, such that

b(x+ y) ≤ Kb(x), x > ρ, y > 0 (3.7)

(for example, let b be tail-decreasing).
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1) ([16, Theorem 2.19]; for n = 2, see also [17, Lemma 4.13]) For each n ≥ 2,

lim
x→∞

b∗n(x)

b(x)
= n

(∫
R
b(y) dy

)n−1

,

where b∗n(x) = (b ∗ . . . ∗ b︸ ︷︷ ︸
n

)(x), x ∈ R, and ∗ is given by (1.3).

2) ([16, Theorem 2.22]) Let, additionally, b be bounded and there exist a
bounded d : R → R+ which is sub-exponential on R+, such that (3.7)
holds with b replaced by d, and, for some D > 0 and ρ′ > 0,

b(−x) ≤ Dd(x), x > ρ′ (3.8)

(for example, let (3.8) hold with d(x) = 1
1+|x|1+δ , x ∈ R, δ > 0). Then, for

any δ ∈ (0, 1), there exist Cδ, xδ > 0, such that

b∗n(x) ≤ Cδ(1 + δ)n
(∫

R
b(y) dy

)n−1

b(x) (3.9)

for all x > xδ, n ∈ N.

Lemma 3.7. Let b : R→ R+ be bounded, continuous, and decreasing on R to 0
function, which is sub-exponential on R+ in the sense of distributions. Denote
b?1(x) := b(x), x ∈ R. For each n ≥ 2, we consider the Lebesgue–Stieltjes
integral

b?n(x) := −
∫
R
b(x− y)db?(n−1)(y), x ∈ R. (3.10)

1) ([17, Corollary 3.20]) For each n ≥ 2,

b?n(x) ∼ n
(
b(−∞)

)n−1
b(x), x→∞.

2) ([17, Theorem 3.34]) For each δ ∈ (0, 1), there exists Cδ > 0, such that

b?n(x) ≤ Cδ(1 + δ)n
(
b(−∞)

)n−1
b(x), x ≥ 0. (3.11)

Remark 3.8. Let b ∈ L1(R) and B be given by (1.16). Then

B?n(x) =

∫ ∞
x

b∗n(y) dy, x ∈ R.

Recall that here by ? we denote the convolution (3.10) of decreasing bounded
functions on the real line (e.g. tails of probability distributions), whereas by
∗ we denote the convolution (1.3) of integrable functions on the real line (e.g.
probability densities).

Lemma 3.9 ([14, Lemma 2.15]). Let b : R→ R+ be (right-side) tail-decreasing
and long-tailed function. Then, for any k > 0,

r(t, b)− kt→∞, t→∞. (3.12)
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Evidently, if b(−x) is (right-side) tail-decreasing and long-tailed, (3.12) holds
for l(t, b).

For Theorem 1, we will use the functions r(t ± εt, b) and l(t ± εt, b) for an
arbitrary small ε > 0. This allow us to estimate r(t± εt, b), where, for example,
b is given by (1.17) with µ, ν ∈ R by r(t ± ε̃t, b0), where b0 corresponds to
µ = ν = 0. Namely, we start with the following definition.

Definition 3.10. Let b1, b2 : R+ → R+ and, for some ρ ≥ 0, bi(x) > 0 for
all s ∈ [ρ,∞), i = 1, 2. The functions b1 and b2 are said to be (asymptotically)
log-equivalent, if

log b1(x) ∼ log b2(x), x→∞. (3.13)

Lemma 3.11 ([14, Proposition 2.16]). Let b1, b2 : R→ R+ be two tail-decreasing
functions which are log-equivalent, i.e. (3.13) holds. Define

η±ε (t, b) := r(t± εt, b), t > τ. (3.14)

Then, for any 0 < ε1 < ε < ε2 < 1, there exists τ > 0, such that, for all t ≥ τ ,

η−ε2(t, b2) ≤ η−ε (t, b1) ≤ η−ε1(t, b2) ≤ η+
ε1(t, b2) ≤ η+

ε (t, b1) ≤ η+
ε2(t, b2). (3.15)

Clearly, replacing b(x) on b(−x) in (3.14), one gets an analogue of (3.15) for
l(t± εt).

Proposition 3.12. Let b : R → R+ be (right-side) long-tailed, tail-decreasing,
and tail-convex. Then for any 0 < ε1 < ε2 < 1 and k > 0, there exists τ =
τ(k, ε1, ε2) > 0, such that

r(t− ε1t, b) ≥ r(t− ε2t, b) + kt, t ≥ τ. (3.16)

Proof. Since b is decreasing and convex on (ρ,∞) for some ρ > 0, it is well-
known that the inverse function b−1 is also convex on (0, α) for some α > 0. Since
t 7→ e−β(1−ε)t is also a convex function, we conclude that, for each ε ∈ (0, 1), the
function [τ ′,∞) 3 t 7→ η(t) := r(t, b) is convex (for big enough τ ′ > 0). Prove
that

f(t) := η
(
(1− ε1)t

)
− η
(
(1− ε2)t

)
, t ≥ τ ′

is a non-decreasing function. Indeed, since η(·) is convex, we have that the func-

tion
η(t)− η(s)

t− s
, t, s ≥ τ ′, is non-decreasing in each of coordinates. Therefore,

for each t1 > t2 > τ ′, we have (1− ε1)t1 > (1− ε2)t2 and then

η
(
(1− ε2)t1

)
− η
(
(1− ε2)t2

)
(1− ε2)(t1 − t2)

≤
η
(
(1− ε1)t1

)
− η
(
(1− ε2)t2

)
(1− ε1)t1 − (1− ε2)t2

≤
η
(
(1− ε1)t1

)
− η
(
(1− ε1)t2

)
(1− ε1)(t1 − t2)

,

Multiplying this on 1− ε2 ≤ 1− ε1, one gets

η
(
(1− ε2)t1

)
− η
(
(1− ε2)t2

)
< η

(
(1− ε1)t1

)
− η
(
(1− ε1)t2

)
,

that implies f(t1) > f(t2). We set

ν := inf
t≥τ ′

f(t) = f(τ ′) > 0. (3.17)
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Since b is long-tailed, one gets

lim
x→∞

sup
0≤y≤1

log
b(x+ y)

b(x)
= lim
x→∞

log sup
0≤y≤1

b(x+ y)

b(x)
= 0.

Therefore, for any δ > 0, there exists x0 = x0(δ) ≥ ρ, such that

sup
0≤y≤1

(log b(x)− log b(x+ y)) ≤ δ, x ≥ x0. (3.18)

Let τ = τ(δ, ε1, ε2) ≥ τ ′ be such that η
(
(1 − ε2)t

)
≥ x0, for all t ≥ τ . For any

fixed t ≥ τ , consider N = N(t), such that

∆ :=
1

N
f(t) ∈

[
min

{
ν,

1

2

}
, 1
]
.

Then, by (3.18), (3.17), for all t ≥ τ , one gets

(ε2 − ε1)βt = log b
(
η
(
(1− ε1)t

))
− log b

(
η
(
(1− ε2)t

))
=

N−1∑
j=0

(
log b

(
η
(
(1− ε1)t

)
+ j∆

)
− log b

(
η
(
(1− ε2)t

)
+ ∆ + j∆

))
≤ δN ≤ δ

min
{
ν, 1

2

}f(t).

Hence, for any k > 0, it is sufficient to choose δ ≤ βν(ε2−ε1)
k . The proof is

fulfilled.

Clearly, the corresponding analogue to (3.16) holds for l(·) as well.

4 Convergence to positive stationary solution
Definition 4.1. 1) Let L(R+) denote the set of all right-side long-tailed,

tail-decreasing and tail-continuous bounded functions b : R → R+. Let
L(R−) be the set of all b : R → R+, such that b(−x) belongs to L(R+).
We set also

L(R) := L(R+) ∩ L(R−).

2) Let P(R−) denote the set of all bounded functions b : R → R+ such
inf
x≤−ρ

b(x) > 0 for some ρ > 0. Let P(R+) denote the set of all bounded

functions b : R→ R+ such inf
x≥ρ

b(x) > 0 for some ρ > 0. We set

PL(R) := P(R−) ∩ L(R+).

Let (A1) hold. It will be convenient for us to extend Definition 1.3 by setting

l(t, b) :=∞, b ∈ P(R−), r(t, b) :=∞, b ∈ P(R+), (4.1)

for t > τ with a needed τ > 0.
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Proposition 4.2. Let (A1) hold. Let b : R → R+ be such that b ∈ L(R+) ∪
P(R+) and b ∈ L(R−) ∪ P(R−). Let ε ∈ (0, 1) be fixed, and τ = τ(ε) > 0 be
such that both

lt := l(t− εt, b), rt := r(t− εt, b) (4.2)

are well-defined for t > τ ; cf. also (4.1). Let λ > 0 be arbitrary. For t > τ and
x ∈ R, we define

g(x, t) = gε(x, t) := λ11(−lt,rt)(x) + λb(x)eβ
−
ε t11R\(−lt,rt)(x) ∈ (0, λ]. (4.3)

Then, for each δ ∈ (0, εβ), there exists t0 = t0(ε, δ) > τ , such that, for all t ≥ t0,
the function g is a sub-solution to the equation

∂v

∂t
(x, t) = κ(a ∗ v)(x, t)− (m+ δ)v(x, t).

Namely, for all t ≥ t0 and x ∈ R,

(Fδg)(x, t) :=
∂g

∂t
(x, t)− κ(a ∗ g)(x, t) + (m+ δ)g(x, t) ≤ 0. (4.4)

Proof. It is sufficient to prove (4.4) for x ≥ 0; indeed, then the result for x < 0
may be obtained by replacing b(x) on b(−x). Since b is long-tailed, (3.5) yields
that, for any δ1 ∈

(
0, βε−δκ

)
, there exists x0 = x0(δ1), such that

sup
|y|≤h(x)

b(x+ y)

b(x)
≥ 1− δ1, x ≥ x0. (4.5)

In the sequel, to keep unified notations, we assume that both h(rt) and rt−h(rt)
are equal to ∞ when rt = ∞, t > τ , cf. (4.1) (remember that, by Lemma 3.3,
h(x) < x

2 ).
Note also, that, by the above,

lim
t→∞

rt = lim
t→∞

lt =∞ (4.6)

(it may be, see (4.1), that either of, or both, rt and lt are equal to ∞ for all
t > τ).

Prove, first, that there exists t0 = t0(ε, δ) > τ , such that

(a ∗ g)(x, t)

g(x, t)
≥ (1− δ1)

∫ lt

−h(rt)

a(y)dy (4.7)

for all x ≥ 0 and t ≥ t0. Note that, clearly,

(a ∗ g)(x, t) ≥
∫ lt

−h(rt)

a(y)g(x− y, t)dy (4.8)

for x ∈ R and t > τ .
1. Let x ∈ [0, rt−h(rt)), t > τ . Then −h(rt) ≤ y ≤ lt yields −lt ≤ x−y < rt

and hence, by (4.8), (4.3),

(a ∗ g)(x, t)

g(x, t)
≥ 1

λ
λ

∫ lt

−h(rt)

a(y)dy,
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that implies (4.7). If b ∈ L(R+), i.e. if rt < ∞ for t > τ , then we consider also
two other possibilities.

2. Let x ∈ [rt − h(rt), rt), t > τ . Then it is straightforward to get from (4.8)
and (4.3), that

(a ∗ g)(x, t)

g(x, t)
≥
∫ lt

x−rt
a(y)dy +

∫ x−rt

−h(rt)

a(y)
b(x− y)

b(rt)
dy, (4.9)

where we used also that b(rt) = e−β
−
ε t for t > τ . Next, for the considered x,

−h(rt) ≤ y ≤ x − rt yields 0 ≤ x − y − rt < h(rt), and hence, by (4.5), there
exists t1 > τ such that for all t ≥ t1 and x ∈ [rt − h(rt), rt]

b(x− y)

b(rt)
=
b
(
rt + (x− y − rt)

)
b(rt)

≥ 1− δ1,

that, together with (4.9), implies (4.7).
3. Let x ≥ rt, t > τ . Then, by (4.8) and (4.3),

(a ∗ g)(x, t)

g(x)
≥ λe−β

−
ε t

λb(x)

∫ lt

x−rt
a(y)dy +

∫ x−rt

−h(rt)

a(y)
b(x− y)

b(x)
dy. (4.10)

Next, e−β
−
ε t = b(rt) ≥ b(x) for t > τ , since b is decreasing on [rt,∞). The latter

also implies that b(x− y) ≥ b(x) if only 0 ≤ y ≤ x− rt. Finally, by (4.5), there
exists t2 > t1, such that b(x− y) ≥ (1− δ1)b(x), if only −h(rt) ≤ y < 0, x ≥ rt,
t ≥ t2. As a result, (4.10) implies (4.7), which is proved hence for all x ≥ 0 and
t ≥ t2.

Note that, by (4.3),

∂g

∂t
(x, t) = β−ε b(x)eβ

−
ε t11R\(−lt,rt)(x) ≤ β−ε g(x, t). (4.11)

Then, combining (4.7) and (4.11), one gets

− (Fδg)(x, t)

g(x, t)
≥ −β−ε + κ(1− δ1)

∫ lt

−h(rt)

a(y)dy − (m+ δ) (4.12)

for all x ≥ 0 and t ≥ t2. By (4.6), we have that

−β−ε + κ(1− δ1)

∫ lt

−h(rt)

a(y)dy − (m+ δ)→ ε(κ −m)− δ1κ − δ > 0,

as t → ∞. Combining this with (4.12), we conclude that there exists t0 ≥ t2,
such that (4.4) holds for x ≥ 0 and t ≥ t0.

Remark 4.3. It is worth noting that, indeed, in the proof of Proposition 4.2,
both t1 and t2 and hence t0 do not depend on λ.

Proposition 4.4. Let (A1)–(A3) hold and b : R→ R+ be such that b ∈ L(R+)∪
P(R+) and b ∈ L(R−) ∪ P(R−). Then, for each ε ∈ (0, 1), there exist λ0 =
λ0(ε) ∈ (0, θ) and τ0 = τ0(ε) > 0, such that, for each λ ∈ (0, λ0), the function
g = g(x, t), given by (4.3), is a sub-solution to (1.1). Namely, for all t ≥ τ0 and
x ∈ R,

(Fg)(x, t) :=
∂g

∂t
(x, t)− κ(a ∗ g)(x, t)

+mg(x, t) + g(x, t)(Gg)(x, t) ≤ 0. (4.13)
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Proof. Take any ε ∈ (0, 1) and δ ∈ (0, εβ). By (A1)–(A3), there exists λ0 =
λ0(δ) = λ0(ε) ∈ (0, θ), such that 0 ≤ u ≤ λ0 implies

0 ≤ Gu ≤ δ. (4.14)

By Proposition 4.2 and Remark 4.3, for each λ ∈ (0, λ0], the function g = g(x, t),
given by (4.3), satisfies (4.4) for all x ∈ R and t > τ0 for some τ0 > 0. Since
(4.3) yields g ≤ λ0, then (4.14) and (4.4) imply

−Fg = −∂g
∂t

+ κ(a ∗ g)−mg − g(Gg)

≥ −∂g
∂t

+ κ(a ∗ g)−mg − δg = −Fδg ≥ 0,

that yields (4.13).

To proceed further we will need the following generalization of the compar-
ison (2.2) for solutions to (1.1).

Lemma 4.5 ([15, Theorems 2.2]). Let (A1)–(A4) hold. Let T > 0 be fixed.
Suppose that u1, u2 : [0, T ] → E are continuous mappings, continuously differ-
entiable in t ∈ (0, T ], and such that, for (x, t) ∈ R× (0, T ],

∂u1

∂t
− κa ∗ u1 +mu1 + u1Gu1 ≤

∂u2

∂t
− κa ∗ u2 +mu2 + u2Gu2,

u1(x, t) ≥ 0, u2(x, t) ≤ θ,
0 ≤ u1(x, 0) ≤ u2(x, 0) ≤ θ.

Then u1(x, t) ≤ u2(x, t) for (x, t) ∈ R× [0, T ].

Theorem 2. Let either (A1)–(A10) hold or (A11) hold. Let 0 ≤ u0 ≤ θ, u0 6≡ 0
(cf. Remark 1.7), and let u = u(x, t) be the corresponding solution to (1.1).
Suppose also that there exist b : R→ R+ and D, ρ > 0, such that

1) either (C1) holds, b ∈ L(R), the inequality

(a ∗ u0)(x) ≥ Db(x), (4.15)

holds for all |x| > ρ, and b is convex on (−∞, ρ) and on (ρ,∞).

2) or (C2) holds, b ∈ PL(R), the inequality (4.15) holds for all x > ρ, and b
is convex on (ρ,∞).

Then, for each ε ∈ (0, 1),

lim
t→∞

ess inf
x∈Λ−ε (t,b)

u(x, t) = θ, (4.16)

where

Λ−ε (t, b) :=

{
[−l(t− εt, b), r(t− εt, b)], b ∈ L(R),

(−∞, r(t− εt, b)], b ∈ PL(R).
(4.17)
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Proof. First, we note that, by Proposition 2.1, 0 ≤ u0 ≤ θ implies 0 ≤ u(·, t) ≤ θ
for t > 0.

Let (C1) hold and b ∈ L(R). Since u0 6≡ 0 in the sense of Remark 1.7, there
exists a continuous function ũ0 : R → R+, such that ũ0(x) ≤ u0(x), x ∈ R
and ũ0(x) ≥ δ for all x ∈ Bρ(x0) with some x0 ∈ R, δ, ρ > 0. Let ũ(x, t)
be the corresponding solution to (1.1). Then by [15, Theorem 2.1], ũ(·, t) is a
continuous function for all t > 0. We set also Iρ := [−ρ, ρ].

Let (C2) hold and b ∈ PL(R). Then there exists a non-increasing continuous
function ũ0 : R→ R+ which is strictly decreasing on (−∞,−ρ) for some ρ > 0,
such that ũ0(x) ≤ u0(x), x ∈ R and ũ0(x) ≥ δ, x < −ρ for some δ > 0.
Let ũ(x, t) be the corresponding solution to (1.1). Then by [15, Theorem 2.1,
Proposition 5.7], ũ(·, t) is a continuous and non-increasing function for all t > 0.
We set then Iρ := (−∞, ρ].

In both cases, by Proposition 2.1,

ũ(x, t) ≤ u(x, t), x ∈ R, t ≥ 0. (4.18)

Moreover, by [15, Proposition 5.3],

ũ(x, t) > inf
y∈R
s>0

ũ(y, s) ≥ 0, x ∈ R, t > 0. (4.19)

Fix an arbitrary ε ∈ (0, 1) and take any δ ∈ (0, ε). Consider λ0 = λ0(δ) > 0
and τ0 = τ0(δ) > 0, both given by Proposition 4.4. Then, by (4.19),

γ := min
x∈Iρ

ũ(x, τ0) > 0,

and, by (4.18),

u(x, τ0) ≥ γ, x ∈ Iρ. (4.20)

By (A2), 0 ≤ u ≤ θ implies Gu ≤ β. Rewrite (1.1) in the form (1.2) with F
given by (1.4), then, by (1.5), Fu ≥ 0. Then, it is straightforward to show by
Duhamel’s principle (see [14, formula (4.16)]), that, for all t > 0,

u(x, t) ≥ κte−κt(a ∗ u0)(x), x ∈ R. (4.21)

Let us re-define the given function b by setting b(x) := γ
D for x ∈ Iρ. Note

that, by Definition 4.1, the re-defined function will still belong to either L(R)
or PL(R), and, by Definition 1.3 and (4.17), for big enough t, the set Λ−ε (t, b)
will remain the same for the new b. For the new b, (4.15), (4.20), (4.21) yield

u(x, τ0) ≥ Dκte−κtb(x), x ∈ R. (4.22)

Next, combining again (4.18) and (4.19), we will get, cf. (1.8), (1.9), (4.2),
(4.17),

λ1 := ess inf
x∈Λ−δ (τ0,b)

u(x, τ0) > 0. (4.23)

Set now
λ := min

{
λ0, λ1, Dκτ0e−(κ+β−δ )τ0

}
.
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Then, by (4.22), (4.23), and (4.3), we have, for a.a. x ∈ R,

u(x, τ0) ≥ gδ(x, τ0). (4.24)

Since, by Proposition 4.4, gδ is a sub-solution to (1.1), we immediately conclude
from Lemma 4.5 and (4.24), that, for each τ ≥ 0,

u(x, τ0 + τ) ≥ gδ(x, τ0 + τ), for a.a. x ∈ R.

In particular, cf. (4.3), (4.17),

u(x, τ0 + τ) ≥ λ for a.a. x ∈ Λ−δ (τ0 + τ, b), τ ≥ 0. (4.25)

Fix an arbitrary τ ≥ 0, such that

r((τ0 + τ)(1− δ), b) > 2, l((τ0 + τ)(1− δ), b) > 2;

for the latter, see also (4.1) in the case b ∈ PL(R). Set

Λ̃ :=


[
−l((τ0 + τ)(1− δ), b) + 1, r((τ0 + τ)(1− δ), b)− 1

]
, b ∈ L(R),(

−∞, r((τ0 + τ)(1− δ), b)− 1
]
, b ∈ PL(R).

Clearly,

Λ−δ (τ0 + τ, b) =
⋃
y∈Λ̃

B1(y). (4.26)

Take and fix now an arbitrary y ∈ Λ̃. Then, by (4.25),

u(x, τ0 + τ) ≥ λ11B1(y)(x), x ∈ R. (4.27)

Consider the equation (1.1) with the initial condition v0(x) = λ11B1(y)(x), x ∈
R; let v(x, t) be the corresponding solution to (1.1). By the uniqueness and
comparison (2.2) in Proposition 2.1, (4.27) yields

u(x, τ0 + τ + t) ≥ v(x, t), x ∈ R, t ∈ R+. (4.28)

Let, first, (A1)–(A10) hold. Take an arbitrary µ ∈ (0, θ). Apply Proposi-
tion 2.3 to the solution v and K = B1(y); then there exists tµ ≥ 1, such that
v(x+ tµm, tµ) ≥ µ for a.a. x ∈ B1(y). As a result, by (4.28),

u(x+ tµm, τ0 + τ + tµ) ≥ µ, (4.29)

for each τ ≥ 0 and a.a. x ∈ B1(y). Stress that, by (A7), tµ does not depend
on a y ∈ R; therefore, beside y ∈ Λ̃ = Λ̃(τ), tµ does not depend on τ . As a
result, by (4.26) for any δ ∈ (0, 1) and µ ∈ (0, θ), there exist λ0 = λ0(δ) > 0,
τ0 = τ0(δ) > 0, and tµ ≥ 1, such that, for all τ ≥ 0 and for a.a. x ∈ Λ−δ (τ0 +τ, b),
the inequality (4.29) holds.

Take any ε̃ ∈ (δ, ε). Apply now [14, Lemma 3.1] for ε2 := ε̃ > δ =: ε1,
t1 = τ0, t2 = τ0 + t; cf. also (3.14). One gets that there exists τ1 ≥ 0, such that,
for all τ ≥ τ1,

r((τ + τ0 + tµ)(1− ε̃), b) ≤ r((τ + τ0)(1− δ), b),
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and the same inequality holds for l(·, b). As a result, (4.29) holds for all τ ≥ τ1
and a.a. x ∈ Λ−ε̃ (τ0 + τ + tµ, b) ⊂ Λ−δ (τ0 + τ, b).

In particular, for all τ > 0,

u(x, τ0 + τ + tµ) ≥ µ, (4.30)

provided that

−l((τ0 + τ + tµ)(1− ε̃), b)− tµm < x < r((τ0 + τ + tµ)(1− ε̃), b)− tµm,

cf. also (4.1) for the case b ∈ PL(R). Denote T := τ0 + τ + tµ. Let m ≥ 0 (the
opposite case may be considered analogously). Then, in particular, (4.30) holds
for all

−l(T (1− ε), b) < x < r(T (1− ε̃), b)− Tm,

as l(·, b) is increasing. By Proposition 3.12,

r(T (1− ε), b) ≤ r(T (1− ε̃), b)− Tm

for T big enough. As a result, (4.30) holds for all

−l(T (1− ε), b) < x < r(T (1− ε), b),

and big enough T . In other words, we have then that (4.30) holds for all x ∈
Λ−ε (τ0 + τ + tµ, b) and τ > τ2 for some τ2 > τ1. Since µ ∈ (0, θ) was arbitrary,
the latter fact yields (4.16).

Let now (A11) hold. Then, for a sufficiently large n ∈ N, we will take an
arbitrary µ ∈

(
0, θ− 1

n

)
, and, using (2.6) and the same arguments as the above,

we will show that (4.30) holds for all x ∈ Λ−ε (τ0 + τ + tµ, b) and big enough τ .
Then, the arbitrariness of n and µ yields (4.16) as well.

The following result is a simple modification of [14, Proposition 3.17].

Proposition 4.6. Let f ∈ L1(R,R+) and g ∈ L(R)∪PL(R). Then there exists
D > 0 such that

(g ∗ f)(x) ≥ Dg(x) (4.31)

for all |x| ≥ ρ if g ∈ L(R) and for all x > ρ if g ∈ PL(R).

Proof. For any r > 0, we have that

(g ∗ f)(x)

g(x)
≥
∫
|y|≤r

g(x− y)

g(x)
f(y) dy

≥
(

1− sup
|y|≤r

∣∣∣g(x− y)

g(x)
− 1
∣∣∣) ∫

|y|≤r
f(y) dy.

By Lemma 3.3, item 2, and Definition 4.1, one gets that the latter expression
in brackets converges to 0 as x→ ±∞ for the case g ∈ L(R) or x→∞ for the
case g ∈ PL(R). Therefore, there exists D > 0, such that (g∗f)(x)

g(x) ≥ D.

Corollary 4.7. Let either (A1)–(A10) hold or (A11) hold. Let u0 ∈ E+
θ , u0 6≡

0, cf. Remark 1.7; and let u be the corresponding solution to (1.1).
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1) Let u0 ∈ L1(R). Suppose that, for some b ∈ L(R), ρ > 0,

either u0(x) ≥ b(x) or a(x) ≥ b(x), |x| > ρ.

Then (4.16) holds.

2) Let u0 is non-increasing on R, and limx→∞ u0(x) = 0. Suppose that, for
some b ∈ PL(R), ρ > 0, either

u0(x) ≥ b(x), x > ρ,

or, for some δ > 0, x0 ∈ R, u0(x) ≥ δ11(−∞,x0)(x), x ∈ R, and∫ ∞
x

a(y) dy ≥ b(x), x > ρ. (4.32)

Then (4.16) holds.

Proof. 1) The statement is a straightforward application of Theorem 2 and
inequality (4.31), applied for either

f = a, g = u011(−ρ,ρ) + b11R\(−ρ,ρ) ∈ L(R)

or
f = u0, g = a11(−ρ,ρ) + b11R\(−ρ,ρ) ∈ L(R)

2) The first case is also followed from Theorem 2 and inequality (4.31) with

f = a, g = u011(−∞,ρ) + b11[ρ,∞) ∈ PL(R)

f = a and g = u0 ∈ PL(R). The second case follows from the following
chain of inequalities: first, because of (4.32) and (3.1),

(a ∗ u0)(x) ≥ δ
∫ ∞
x−x0

a(y) dy ≥ δb(x− x0), x > ρ+ x0,

(assuming, without loss of generality that ρ + x0 > 0); and, because of
(3.1), for a small δ′ > 0,

b(x− x0) ≥ (1− δ′)b(x), x > ρδ′

for some ρδ′ > ρ+ x0.

5 Convergence to zero
Proposition 5.1. The following statements hold.

1) Let u0 satisfy (C1). Suppose that there exists p ∈ L1(R), such that both
p(s), p(−s) are sub-exponential on R+ in the sense of densities, and there
exist ρ,K > 0, such that

p(x+ τ) ≤ Kp(x), p(−x− τ) ≤ Kp(−x), x ≥ ρ, τ ≥ 0, (5.1)

max
{
a(x), u0(x)

}
≤ p(x), |x| ≥ ρ. (5.2)

Then, for any ε ∈ (0, 1), there exist Cε, xε > 0, such that

(a∗n ∗ u0)(x) ≤ Cε(1 + ε)np(x), |x| > xε, n ∈ N. (5.3)
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2) Let u0 satisfy (C2) and be of a bounded variation on R. Suppose that there
exists q ∈ L∞(R) which is decreasing to 0 on R and is sub-exponential on
R+ in the sense of distributions, and there exists ρ > 0, such that q is
continuous on [ρ,∞) and

max

{∫ ∞
x

a(y) dy, u0(x)

}
≤ q(x), x ≥ ρ. (5.4)

Then, for any ε ∈ (0, 1), there exist Cε, xε > 0, such that

(a∗n ∗ u0)(x) ≤ Cε(1 + ε)nq(x), x > xε, n ∈ N. (5.5)

Proof. 1) Define, for x ∈ R,

ã(x) := 11(−∞,R)(x)a(x) + 11[R,∞)(x)p(x),

ũ0(x) := 11(−∞,R)(x)u0(x) + 11[R,∞)(x)p(x),

where R = R(ε) > is chosen such that max
{
‖ã‖1, ‖ũ0‖1

‖u0‖1

}
≤
√

1 + ε. (Here the
sub-index 1 denotes the norm in L1(R).) Then a ≤ ã, u0 ≤ ũ0, and ã, ũ0

are sub-exponential on R+ in the sense of densities (cf. [16, Corollary 2.18]).
By (3.9), which we apply for δ =

√
1 + ε − 1, Cε = c̃ε√

1+ε
, b(x) = 1

‖ã‖1 ã(x),
x ∈ R, there exists x̃0 = x̃0(ε) > 0, such that

ã∗n(x) ≤ c̃ε(1 + ε)nã(x), x ≥ x̃0. (5.6)

Let us estimate

(a∗n ∗ u0)(x) =

∫ ∞
x̃0

a∗n(y)u0(x− y)dy +

∫ x̃0

−∞
a∗n(y)u0(x− y)dy

=: I1(x) + I2(x).

(5.7)

By (5.1), (5.6), the following estimate holds for x ≥ x̃0 + max{ρ,R} =: x̃1,

I1(x) ≤
∫ ∞
x̃0

ã∗n(y)ũ0(x− y)dy ≤
∫ ∞
x̃0

c̃ε(1 + ε)nã(y)ũ0(x− y)dy

≤ c̃ε(1 + ε)n(ã ∗ ũ0)(x);

I2(x) ≤
∫ x̃0

−∞
ã∗n(y)ũ0(x− y)dy =

∫ x̃0

−∞
ã∗n(y)p(x− y)dy

≤ Kp(x− x̃0)

∫ x̃0

−∞
ã∗n(y)dy ≤ K(1 + ε)

n
2 p(x− x̃0).

By [16, Proposition 2.17] and since p is long-tailed, there exists xε ≥ x̃1, such
that for all x ≥ xε,

(ã ∗ ũ0)(x) ≤ (1 + ε)2ã(x) = (1 + ε)2p(x),

p(x− x̃0) ≤ (1 + ε)p(x).

Hence, (5.3) holds for all x > xε and Cε := 2(1 + ε) max{c̃ε,K}. Redefining xε
and Cε if needed, we prove similarly (5.3) for all x < −xε.
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2) Define, for x ∈ R,

A(x) :=

∫ ∞
x

a(y)dy,

Ã(x) := 11(−∞,R)(x)

(∫ R

x

a(y)dy + q(R)

)
+ 11[R,∞)(x)q(x),

ũ0(x) := 11(−∞,R)(x)
(
u0(x)− u0(R) + q(R)

)
+ 11[R,∞)(x)q(x),

where R = R(ε) > 0 is such that max
{
ũ0(−∞), Ã(−∞)

A(−∞)

}
≤
√

1 + ε. Then A ≤
Ã, u0 ≤ ũ0, and Ã, ũ0 are sub-exponential on R+ in a sense of distributions.
By (3.11), which we apply for δ =

√
1 + ε− 1, Cδ = c̃ε√

1+ε
, b(x) = 1

Ã(−∞)
Ã(x),

x ∈ R, there exists x̃0 = x̃0(ε) ≥ 0 (in fact, one can put x̃0 = 0), such that∫ ∞
x

a∗n(y)dy = A?n(x) ≤ Ã?n(x) ≤ c̃ε(1 + ε)nÃ(x), x ≥ x̃0. (5.8)

Let us estimate (5.7) for chosen x̃0. By (5.8) and [28, Ch.I Theorem 4b], we
have for x ≥ x̃0 + max{ρ,R} =: x̃1,

I1(x) = −
∫ ∞
x̃0

u0(x− y)dA?n(y) = u0(x− x̃0)A?n(x̃0) +

∫ ∞
x̃0

A?n(y)du0(x− y)

≤ u0(x− x̃0) + c̃ε(1 + ε)n
∫ ∞
x̃0

Ã(y)du0(x− y)

≤ u0(x− x̃0) + c̃ε(1 + ε)nÃ(x̃0)u0(x− x̃0)− c̃ε(1 + ε)n
∫ ∞
x̃0

u0(x− y)dÃ(y)

≤ q(x− x̃0) + c̃ε(1 + ε)n(q(x− x̃0) + Ã?2(x));

I2(x) ≤ q(x− x̃0)

∫ x̃0

−∞
a∗n(y)dy ≤ q(x− x̃0).

Since Ã is sub-exponential and long-tailed, there exists xε ≥ x̃1, such that for
all x ≥ xε,

Ã?2(x) ≤ 2(1 + ε)Ã(x) = 2(1 + ε)q(x),

Ã(x− x̃0) = q(x− x̃0) ≤ (1 + ε)q(x).

Hence, (5.5) holds for Cε = (4 + 3ε)c̃ε, and the proof is fulfilled.

Definition 5.2. 1) Let S(R+) ⊂ L(R+) denote the set of all bounded func-
tions b : R→ R+ which are sub-exponential on R+ in the sense of densities,
tail-decreasing and tail-continuous. Let S(R−) ⊂ L(R−) be the set of all
bounded b : R→ R+, such that b(−x) belongs to S(R+). We set also

S(R) := S(R+) ∩ S(R−).

2) LetM(R) denote the set of all bounded monotone functions b : R→ R+

such that lim
x→∞

b(x) = 0. We set also

MS(R) :=M(R) ∩ S(R+).
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Proposition 5.3. Let (A1) hold and 0 ≤ u0 ∈ E. Suppose that u0 6≡ 0, cf.
Remark 1.7. Let w = w(x, t) be the corresponding solution to (1.28). Let either
(C1) hold and b ∈ S(R) be such that

max
{
a(x), u0(x)

}
≤ b(x), |x| > ρ, (5.9)

or (C2) hold and b ∈MS(R) be such that

max

{∫ ∞
x

a(y) dy, u0(x)

}
≤ b(x), x > ρ, (5.10)

for some ρ > 0. Then, for each ε ∈ (0, 1),

lim
t→∞

ess inf
x∈R\Λ+

ε (t,b)
w(x, t) = 0, (5.11)

where

Λ+
ε (t, b) :=

{
[−l(t+ εt, b), r(t+ εt, b)], b ∈ S(R),

(−∞, r(t+ εt, b)], b ∈MS(R).
(5.12)

Proof. The solution to (1.28) is given by

w(x, t) = e−mtu0(x) + e−mt
∞∑
n=1

(κt)n

n!
(a∗n ∗ u0)(x), x ∈ R.

By Proposition 5.1 with p = b for b ∈ S(R) or q = b for b ∈ MS(R), one gets
that, for any δ ∈ (0, 1), there exist Cδ, xδ > 0, such that, for all |x| > xδ > ρ,
in the case b ∈ S(R), and for all x > xδ > ρ, in the case b ∈MS(R),

w(x, t) ≤ e−mtu0(x) + e−mt
∞∑
n=1

(κt)n

n!
Cδ(1 + δ)nb(x)

and since, in both cases (5.9) and (5.10), u0(x) ≤ b(x) for the considered values
of x, one can continue

≤ max{Cδ, 1}eκ(1+δ)t−mtb(x).

Take any ε ∈ (0, 1) and δ′ ∈ (0, ε(κ −m)), and set δ = (κ−m)ε−δ′
κ ∈ (0, 1), that

ensures κ(1 + δ)−m = (κ −m)(1 + ε)− δ′. Therefore,

w(x, t) ≤ max{Cδ, 1}e−δ
′te(κ−m)(1+ε)tb(x),

again, for either all |x| > xδ or for all x > xδ, depending on the class to that b
belongs. By (4.17) and Definition 1.3, we conclude then that there exists τ > 0,
such that, for all t > τ ,

w(x, t) ≤ max{Cδ, 1}e−δ
′t, x ∈ R \ Λ+

ε (t, b),

that implies the statement.

Now we can easily get the corresponding result for the solution to (1.1).
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Theorem 3. Let (A1)–(A4) hold. Let 0 ≤ u0 ≤ θ, u0 6≡ 0 (cf. Remark 1.7), and
let u = u(x, t) be the corresponding solution to (1.1). Let a, u0 and b : R→ R+

satisfy the assumptions of Proposition 5.3. Then, for each ε ∈ (0, 1),

lim
t→∞

ess inf
x∈R\Λ+

ε (t,b)
u(x, t) = 0, (5.13)

where Λ+
ε is given by (5.12).

Proof. By Proposition 2.1, 0 ≤ u0 ≤ θ implies 0 ≤ u(·, t) ≤ θ for t > 0; and then,
by (A2), Gu ≥ 0. Then, it is straightforward to show by Duhamel’s principle,
that u(·, t) ≤ w(·, t), t > 0, where w solves (1.28). Hence the proof follows from
Proposition 5.3.

Finally, one can prove the main Theorem 1.

Proof of Theorem 1. Let ε ∈ (0, 1), b1 and b2 be fixed. Take any ε1 ∈ (0, ε).
Apply Corollary 4.7 for the function b1 and ε1, and apply Theorem 3 for the
function b2 and ε1. By (1.20), one can apply Lemma 3.11, then, for big t,

r(t− tε, b) ≤ r(t− tε1, b1), r(t+ tε1, b2) ≤ r(t+ tε, b),

and the same holds for l(·). Therefore, for big t,

Λ−ε (t, b) ⊂ Λ−ε1(t, b1), R \ Λ+
ε (t, b) ⊂ R \ Λ+

ε1(t, b1),

and hence

θ ≥ ess inf
x∈Λ−ε (t,b)

u(x, t) ≥ ess inf
x∈Λ−ε1 (t,b1)

u(x, t)→ θ, t→∞

and
0 ≤ ess sup

x∈R\Λ+
ε (t,b)

u(x, t) ≤ ess sup
x∈R\Λ+

ε1
(t,b1)

u(x, t)→ 0, t→∞,

that completes the proof.
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