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ABSTRACT
This paper presents a three-dimensional (3D) parallel multiple-relaxation-time lattice Boltzmann
model (MRT-LBM) for Bingham plastics which overcomes numerical instabilities in the simulation
of non-Newtonian fluids for the Bhatnagar–Gross–Krook (BGK) model. The MRT-LBM and several
relatedmathematical models are briefly described. Papanastasiou’s modifiedmodel is incorporated
for better numerical stability. The impact of the relaxation parameters of the model is studied in
detail. TheMRT-LBM is thenvalidated throughabenchmarkproblem: a 3D steadyPoiseuille flow. The
results from the numerical simulations are consistent with those derived analytically which indicates
that the MRT-LBM effectively simulates Bingham fluids but with better stability. A parallel MRT-LBM
framework is introduced, and the parallel efficiency is tested through a simple case. The MRT-LBM is
shown to be appropriate for parallel implementation and to have high efficiency. Finally, a Bingham
fluid flowing past a square-based prism with a fixed sphere is simulated. It is found the drag coeffi-
cient is a function of both Reynolds number (Re) and Bingham number (Bn). These results reveal the
flow behavior of Bingham plastics.
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1. Introduction

Bingham plastics or viscoplastic materials – such as
cement mortar, slurries, and suspensions – are widely
used in hydraulic and civil engineering. Themost impor-
tant characteristic of Binghamplastics is their yield stress,
which defines the point above which flow occurs. Math-
ematical models for Bingham plastics include the Bing-
ham model, the Herschel–Bulkley model, and the Cas-
son model (Mitsoulis, 2007). The traditional methods
of computational fluid dynamics (CFD), such as the
finite-volumemethod (Neofytou, 2005; Xu, Yuan, Repke,
& Wozny, 2012) and the finite-element method (Bell
& Surana, 1994; Ozmen-Cagatay & Kocaman, 2011),
are the most common numerical techniques used to
simulate Bingham plastic flows. However, such tradi-
tional methods often produce inaccuracies in cases of
complex geometries and boundary conditions (I.-B. Lee
et al., 2013; Mendoza, Succi, & Herrmann, 2013; Riddle,
Carruthers, Sharpe, McHugh, & Stocker, 2004). Despite
the adoption of special techniques (Tezduyar, 2001;
Tezduyar, Takizawa, Moorman, Wright, & Christopher,
2010) or complex grids (Deng,Mao, Tu, Zhang, & Zhang,
2012) to get round potential inaccuracies, simulations are
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cumbersome, thus prompting the development of a more
efficient numerical method for Bingham plastics.

The lattice Boltzmann model (LBM) has been a suc-
cessful substitute for traditional CFD methods in vari-
ous liquid flows (Haghani, Rahimian, & Taghilou, 2013;
C.-H. Lee, Huang, & Chiew, 2015). One of the most pop-
ular LBM models is the Bhatnagar–Gross–Krook (BGK)
model, in which only one single-relaxation time is used
(S. Chen & Doolen, 1998). Given its simplicity, the BGK
is an efficient numerical method for non-Newtonian flu-
ids. However, the BGK has a significant drawback con-
cerning low-viscosity fluids where it is often the case
that simulations are hampered by numerical instabil-
ities. To overcome this disadvantage, Chai, Shi, Guo,
and Rong (2011) introduced the multiple-relaxation-
time LBM (MRT-LBM) to model non-Newtonian fluids
in 2D. The MRT-LBM achieved a much better perfor-
mance in terms of numerical stability as different relax-
ation times can be individually adjusted in accordance
with specific problems (Lallemand & Luo, 2000).

The LBM has several advantages, including a simple
evolutional equation which is easy to parallelize with a
high parallel efficiency (Aidun & Clausen, 2010). Wang,

© 2016 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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Zhang, Bengough, andCrawford (2005) successfully sim-
ulated an incompressible flow in porous media through
a cell-based domain-decomposition on different clus-
ters. The parallel implementation and scaling results of
a hybrid lattice Boltzmann (LB)/finite-element code for
suspension flow simulations at the Argonne National
Laboratory and IBM’s Blue Gene/P were presented and
discussed by Clausen, Reasor, and Aidun (2010). A flex-
ible patch-based LB parallelization approach integrated
into the waLBerla software framework was used to com-
pare the parallel efficiencies of heterogeneous graphics
processing unit (GPU) and central processing unit (CPU)
clusters (Feichtinger et al., 2011). The LBM is effective
in realistic simulations at different parallel efficiencies,
which depend on the LBM codes and the architecture of
the clusters used. However, in their work, only the BGK
model was used in their test and comparison of parallel
efficiency. In this study, therefore, we took the next logi-
cal step to verify and compare parallel performance using
the MRT model.

This paper presents a three-dimensional (3D) parallel
MRT-LBM for Bingham plastics as an extension of previ-
ous research. The 3D MRT-LBM and the Papanastasiou
model (Papanastasiou, & Boudouvis, 1997) for Bingham
fluids are introduced in section 2 and the impact of relax-
ation parameters on the MRTmodel for a Bingham fluid
is discussed. Section 3 validates the 3D MRT-LBM for
Bingham fluids and the results are presented. Section 4
discusses the parallel performance of the 3D MRT-LBM
according to a benchmark cavity flow. Section 5 examines
a Bingham fluid flowing past a square-based prism with
a fixed sphere and conclusions are drawn in section 6.

2. Numerical method

2.1. D3Q19MRT-LBM

D’Humieres (1994) first proposed the MRT-LBM, also
known as a generalized LBM. A few years later, a
3D MRT-LBM was developed (d’Humieres, Ginzburg,
Krafczyk, Lallemand, & Luo, 2002), which demonstrated
better numerical stability compared to a BGK-LBM for
a Newtonian fluid. In this paper, a 3D MRT-LBM with a
D3Q19 model is used. The evolution equation is:

f(x + ciδt , t + δt) − f(x, t) = −�[f − feq], (1)

where f(x, t) = [f0(x, t), f1(x, t), f2(x, t), · · · , f17(x, t),
f18(x, t)]T , fi(x, t) is the density distribution function of
a fluid particle at position x and time t with velocity ci,
and fieq is the equilibriumdistribution function of fi(x, t),
which is given as

f eqi (x, t) = ωiρ

[
1 + ci · u

c2s
+ (ci · u)2

2c4s
− u2

2c2s

]
. (2)

The weighting factors ωi in the D3Q19 model are
given as

ωi =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1
3 , i = 0
1
18

, i = 1, · · · , 6
1
36

, i = 7, · · · , 18
. (3)

The corresponding particle velocities are

ci =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(0, 0, 0) i = 0
(±1, 0, 0), (0,±1, 0),

(0, 0,±1) i = 1, · · · , 6
(±1,±1, 0), (±1, 0,±1),

(0,±1,±1) i = 7, · · · , 18

. (4)

The only difference between MRT and BGK is the
collision matrix � = M−1SM, where M is the transfor-
mation matrix. The role ofM is to change f and feq from
the velocity space to the moment space with m = M · f
andmeq = M · feq, wherem denotes the moment vector:

m = (ρ, e, e2, jx, qx, jy, qy, jz, qz, 3pxx, 3πxx, pww,πww, pxy,

× pyz, pzx,mx,my,mz),T (5)

and the equilibrium value ofmeq is given as follows:

eeq = −11ρ + 19
ρ0

j · j = − 11ρ + 19
ρ0

(j2x + j2y + j2z),

(6a)

e2,eq = 3ρ − 11
2ρ0

j · j, (6b)

qeqx = −2
3
jx, qeqy = −2

3
jy, qeqz = −2

3
jz, (6c)

peqxx = 1
3ρ0

(2j2x − j2y − j2z), peqww = 1
ρ0

(j2y − j2z), (6d)

peqxy = 1
ρ0

jxjy, peqyz = 1
ρ0

jyjz, peqxz = 1
ρ0

jxjz, (6e)

π
eq
xx = −1

2
peqxx, π

eq
ww = −1

2
peqww, (6f)

meq
x = 0,meq

y = 0,meq
z = 0 (6g)

Details of M, mand meqcan be found in d’Humieres
et al. (2002).

S ≡ diag (0, s1, s2, 0, s4, 0, s4, 0, s4, s9, s10, s9, s10, s13, s13,
s13, s16, s16, s16) is the diagonal relaxation matrix. The
kinematic viscosity ν is defined as (Lallemand & Luo,
2000):

ν = 1
3

(
1
s9

− 1
2

)
= 1

3

(
1
s13

− 1
2

)
. (7)
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The specific value of S can be found in section 2.4. The
collision process and the propagation process are carried
out in moment space and velocity space, respectively:

f+(x, t) = f(x, t) − M−1S(m − meq), (8)

f(x + ciδt , t + δt) = f+(x, t). (9)

In Equations (8) and (9), f+(x, t) denotes the post-
collision density distribution function.

2.2. Papanastasioumodel for Binghamfluids

Different constitutive equations have been proposed to
model the stress-deformation behavior of viscoplastic
materials (Bird, Dai, & Yarusso, 1983), among which the
Binghammodel is most popular due to its simplicity and
can be shown as:{

τ = τ0+μpγ̇ , |τ | > τ0

γ̇ = 0, |τ | < τ0
, (10)

where τ and τ0 are the shear stress and yield stress,
respectively, γ̇ is the shear rate, and μp represents the
plastic viscosity. Papanastasiou and Boudouvis (1997)
modified the equation as follows:

τ =
(

τ0

|γ̇ | [1 − e−m|γ̇ |] + μp

)
γ̇ , (11)

where m is introduced to overcome the discontinuity at
τ0. In this paper, m is set to 108 (S.-G. Chen, Sun, Jin,
& Liu, 2014). From Equation (11), the apparent viscosity
can be obtained:

μ = τ

γ̇
= μp + τ0

|γ̇ | [1 − e−m|γ̇ |], (12)

where |γ̇ | = √
2	γ̇ =

[
2

3∑
α,β=1

SαβSαβ

]1/ 2

and 	γ̇ is

the second invariant of the strain rate tensor Sαβ =
(∂βuα + ∂αuβ). Chai et al. (2011) and Chai and Zhao
(2012) proved that Sαβ is a function of the density dis-
tribution function:

Sαβ = − 1
2ρc2s δt

18∑
i=0

ciαciβ
18∑
j=0

(M−1SM)ijfj(1)(x, t)

(13)
where fi(1)(x, t) = fi(x, t) − fieq(x, t) is the non- equilib-
rium part.

The relaxation factor s9, s13 can be obtained using
Equation (7) once the apparent viscosity is known. The
criterion used to track the flow (yielded) of Bingham flu-
ids is when the magnitude of the extra stress |τ | exceeds
the yield stress τ0.

2.3. The effect of relaxation parameters in the
MRT-LBM for Binghamfluid

For Newtonian fluid, it is understood that theMRT-LBM
can overcome numerical instabilities at very low viscosi-
ties. However, the potential advantages of applying the
MRT-LBM to Bingham fluid have not, so far, been stud-
ied. In this section, we examine the effect of relaxation
parameters in MRT-LBM for the Bingham fluid using a
numerical approach. For the sake of simplicity, we first
consider a D2Q9 MRT-LBM. The results can easily be
extended to 3D.

In the MRT-LBM, the density distribution functions,
which have no physical meaning, can be decoupled
through transformation. The new moment represen-
tations have an obvious physical significance, such as
hydrodynamic quantities and their fluxes, etc. Thus, each
relaxation parameter can be controlled independently
using this mechanism.

In the D2Q9 MRT-LBM there are nine relaxation
parameters: S = (s0, s1, s2, s3, s4, s5, s6, s7, s8). We con-
sider a classical benchmark – Poiseuille flow in dimen-
sionless form. The boundary conditions are the same as
those in S.-G. Chen et al. (2014). The equivalent pressure
gradient is −∇P = 1.667 × 10−5, the plastic viscosity
μp = 0.24, and the yield stress τ0 = 0.004. The lattice
spacing δx = 0.001m, the time step δt = 0.001 s, and the
density of the Bingham fluid ρ0 = 1000 kg/m3. Firstly,
the following two cases were compared (Figure 1(a)). The
relaxation parameters were the same as in our previous
work for case 1, where S = (0, 1.1, 1.0, 0, 1.2, 0, 1.2, 1/ω,
1/ω), whereas all relaxation parameters were equal to
1/ω for case 2. It can be shown that the BGK-LBM can-
not converge to an analytical solution, especially in the
unyielded region where the shear rate is close to zero.
On the contrary, theMRT-LBM solution agrees very well
with the analytical solution, with an average error of only
0.25%.

Considering that s0, s3 and s5 are related to the con-
served quantities of density ρ and linear momentum
jx, jy, collisions in the moment space do not change these
conserved quantities. Thus, in case 3 s0, s3 and s5 are set
to 0, while other relaxation parameters are set to 1/ω.
It can be seen from Figure 1(b) that the deviations in
the unyielded region are smaller than in case 2. There-
fore, some higher-order moments have important effects
for a Bingham fluid, which are often insignificant in a
Newtonian fluid simulation.

Themoments qx and qy, which are third order accord-
ing to Lallemand and Luo (2000), relax with the relax-
ation parameters s4 and s6. In case 4, s4 and s6 are both
equal to 1.2, while other relaxation parameters remain
the same with case 3. A significant improvement in the
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(a) (b)

(c) (d)

Figure 1. Velocity profile of a central cross-section for the five cases. Case1: S = (0, 1.1, 1.0, 0, 1.2, 0, 1.2, 1/ω, 1/ω); case2: S = (1/ω,
1/ω, 1/ω, 1/ω, 1/ω, 1/ω, 1/ω, 1/ω, 1/ω); case3: S = (0, 1/ω, 1/ω, 0, 1/ω, 0, 1/ω, 1/ω, 1/ω); case4: S = (0, 1/ω, 1/ω, 0, 1.2, 0, 1.2, 1/ω, 1/ω);
case5: S = (0, 1/ω, 1.0, 0, 1.2, 0, 1.2, 1/ω, 1/ω); (a) case1 and case2; (b) case1 and case3; (c) case1 and case4; (d) case1 and case5.

unyielded region can be found in Figure 1(c). However,
the maximum velocity is not in good agreement with the
analytical solution.

The relaxation parameter s2, which is related to the
fourth-order moment ε, is considered in case 5 and set
to 1.0. It is obvious from Figure 1(d) that the result (the
average error is 1.8%) is much better than in the other
cases. The relaxation parameter s1 is determined by the
bulk viscosity and s7 and s8 are determined by shear vis-
cosity. If s1 is equal to 1.1 and s7 and s8 are set to 1/ω,
the standardMRT-LBM is recovered and amore accurate
solution is obtained.

From the numerical analysis of the relaxation param-
eters it was found that the higher-order moments have
a significant effect on the numerical stability in the
unyielded region where the shear rate is close to 0. By
adjusting the relaxation parameters carefully, the MRT-
LBM can overcome this numerical instability in the
unyielded region. We conclude, therefore, that the MRT-
LBM is more suitable than the BGK-LBM for the simula-
tion of Bingham fluids.

Through the same method as above, the relaxation
parameters in 3D can also be determined when the

error between numerical and analytical solutions is small
enough. In this paper, s1 = 1.13, s2 = s10 = 1.4, s4 = 1.2,
and s16 = 1.85.

2.4. Dimensionless numbers

In this work, the Reynolds number Re and the Bingham
number Bn are used to present the simulation results for
standard comparisons:

Re = ρUcLc
μp

,Bn = τ0Lc
μpUc

, (14)

where ρ is the density of the Bingham fluid, Lc is the
characteristic length, andUc is the characteristic velocity.

For spherical particles the drag coefficient Cd, which
is a dimensionless parameter, is usually employed:

Cd = |Fx|
0.5ρU2

c πr2
, (15)

where |Fx| is the drag force in the flow direction and r is
the radius of the spherical solid particle.

Previous studies (Beris, Tsamopoulos, Armstrong, &
Brown, 1985; Blackery&Mitsoulis, 1997; Yoshino, Hotta,
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Hirozane, & Endo, 2007) have used Stokes’ drag coeffi-
cient Cs to measure the relationship between this dimen-
sionless parameter and the yield stress. The current study
also uses Cs, which is expressed as

Cs = |Fx|
6πrμpUc

. (16)

3. Validation of the 3DMRT-LBM

3.1. 3D Poiseuille flow through the cross-section of
a circular tube

A 3D steady Poiseuille flow through a circular tube was
used to validate the 3D MRT-LBM. All the conditions
for this simulation are in dimensionless form. The sim-
ulation domain has 48 × 60 × 60 uniform lattices (Z ×
2R × 2R). The pressure boundary conditions put for-
ward by Zou and He (1997) are used at the inlet and
outlet. The pressure gradient G = −8.33 × 10−6 in lat-
tice units. The halfway bounce-back boundary condition
is applied to other walls. The lattices outside the tube
remain unchanged to save on computational time. The
plastic viscosity μp is set to 0.2, and Re is fixed at 0.95.
The Bn varies from 0 to 80 as the yield stress τ0 increases
from 0 to 0.00010. The lattice spacing δx = 0.001m, the
time step δt = 0.001 s and the density of the Bingham
fluid ρ0 = 1000 kg/m3. The analytical solution is given
by Chatzimina, Georgiou, Argyropaidas, Mitsoulis, and
Huilgol (2005):

uz(r) =

⎧⎪⎪⎨
⎪⎪⎩

− G
4μ

(R − r0)2, 0 ≤ r ≤ r0

− G
4μ

(R2 − r2) − τ0
μ

(R − r), r0 < r ≤ R
,

(17)

where r0 is the yield point given by r0 = − 2τ0
G , and

umax = − G
4μ(R − r0)2.

Figure 2 shows the analytical solutions (solid lines)
and numerical results (dots). The velocity profile is a
parabola at first, when yield stress is small. As the yield
stress increases the profile changes to a flat plateau (i.e.,
an unyielded region). The numerical results match the
analytical solutions well, which proves that the 3DMRT-
LBM is an effective tool for the simulation of Bingham
fluids.

The accuracy of the MRT-LBM approach has been
studied by Chai et al. (2011) and it is second-order accu-
rate in space, which is affected by fluid compressibility.
Thus, the maximumMa (Ma = umax

/
Cs) in their simu-

lation is 0.016 when τ0 is 0, which is much smaller than
1.0 in order to ensure a reasonably accurate solution.

3.2. 3D Poiseuille flow through the cross-section of
a square tube

The 3D MRT-LBM approach was further employed to
simulate the Poiseuille flow through a square tube. The
simulation domain has 60 × 60 × 60 uniform lattices; all
other computational conditions are the same as those in
section 3.1, including the pressure gradient and bound-
ary conditions.

As is shown by Figure 3, our results are consistent with
those of Vikhansky (2008). The unyielded zones include
two types: dead zones at the corners and a plug zone
at the center. A single parameter Bi, which is similar to
the Bingham number Bn, governs the distribution of the
yielded and unyielded zones. The rates of the radius of
the unyielded region to the side length at different values
of Bi are 0.51, 0.74, and 0.95.

Figure 2. Velocity profile of a cross-section of the circular tube, showing (left) the numerical simulation and corresponding analytical
solution at different yield stresses (x = 24, z = 30) and (right) the velocity profile of the central cross-section.
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Figure 3. Yielded (white) and unyielded (black) regions of a cross-section of the square tube for different values of Bi.

4. The parallel performance of theMRT-LBM

Equations (1), (8), and (9) indicate that the calculation
of the LBM is local and that only information regard-
ing the nearest neighbor cells is used during each time
step (Kandhai et al., 1998). This spatial locality makes the
LBM very well suited to parallel computing.

An equal-subdomain partitioning technique was
used to divide the domain into subdomains and the
message-passing interface (MPI) library (Figures 4 and
5) was adopted to transfer data between subdomains
(Feichtinger et al., 2011; Wang et al., 2005). A Bingham
fluid flowing in a cubic cavity was used as a benchmark

to verify the parallel performance of the 3D MRT-LBM.
Numerical experiments were conducted on the High-
Performance Computing Architecture of the Tsinghua
National Laboratory for Information Science and Tech-
nology, China. The details of this architecture are as
follows:

(1) Peak performance of 104 Teraflops with 740 com-
puting nodes (37 racks of 20 nodes).

(2) Each node contains two Intel Xeon X5670
(2.93GHz, 12 MB cache) CPUs, each with six cores
(a total of 8880 processor cores; 1 rack = 240 cores).

Figure 4. 2D representation of domain decomposition corresponding to processor numbers.
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Figure 5. Design for parallel simulations.
Note: TheMPI communication fromprocess I to process II is depicted. Thedata tobe communicated are extractedwithprovided functions
fromeach block and stored in send buffers. On the sending side, anMPI_Isend is scheduled; on the receiving side, themessage is received
with an MPI_Irecv.

(3) 32 or 48 GB RAM per node (28.9 TB in total).
(4) Bandwidth of up to 5.1 GB/s.

Generally, the turnaround of one iteration Ttotal is the
sum of the times for calculation Tcal and communication
Tcom. Thus,

Tcal = a
N3

nU
Tcom = b

N2

V
, (18)

Ttotal = Tcal + Tcom = a
N3

nU
+b

N2

V
, (19)

where a and b are parameters related to the architecture,
U is the computation speed, V is the communication
speed, N is the lattice resolution, and n is the number of
processors (Wang et al., 2005).

Weak scaling and strong scaling (Kandhai et al., 1998)
are two of the most common methods for the eval-
uation of scaling performance. Concerning weak scal-
ing, the subdomain size for one processor remains fixed
while the domain size is enlarged. As for strong scal-
ing, the processing core number is increased, whereas the
domain size is fixed. Two parameters, the speedup factor

Figure 6. Weak scaling results for the 3D MRT-LBM showing (left) total run time for 4000 iterations at different fixed subdomain sizes
and (right) the linear relationship between Ttotal and N2 according to Equation (19).
Note: The subdomain size on each process is fixed to 20×20×20, 30×30×30, and 40×40×40. The whole domain sizes vary from
20×20×20 to 360×360×360.
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S and efficiency E, are calculated to assess the parallel
computation:

S = T1

Tn
E = T1

nTn
, (20)

where T1 and Tn are the running times when a single
processor and n processors are used, respectively.

Equation (19) indicates that in weak scaling, N3/n is
constant; thus, Tcal remains fixed whereas Tcom increases
as the lattice resolution N increases and Ttotal is a lin-
ear function of N2. By contrast, in strong scaling, Tcom
and N remain unchanged whereas Tcaldecreases with an
increasing processor number; thus, Ttotal is proportional
to 1/n.

The weak scaling results are shown in Figure 6. The
larger the subdomain size, the longer the time required

to run 4000 iterations. The total run time Ttotal, and par-
ticularly the communication time Tcom, increase slowly
with an increasing number of cores; Ttotal and N2 also
hold a linear relationship (Equation (19)).

The strong scaling results are shown in Figure 7. For
one domain size, the total computing time keeps a perfect
linear relationship with the inverse of n, consistent with
the theoretical result from Equation (19). The speedup
first increases and then saturates as more processors are
used for a fixed domain size. When the same number
of processors is used, a higher speedup and efficiency
can be obtained with a larger computational domain.
Both speedup and efficiency decrease as the number of
processors increases because more time is spent on com-
munications. Besides, the efficiency E with different pro-
cessor numbers also relates to the domain size: a larger
domain size implies a higher efficiency. Sometimes, the

(a) (b)

(c) (d)

Figure 7. Strong scaling results for the 3DMRT-LBM showing (a) total run time for 4000 iterations at different domain sizes, (b) the linear
relationship between Ttotal and 1/n according to Equation (19), (c) speedup, and (d) efficiency.
Note: The whole domain size is fixed to 100×100×100, 300×300×300, and 500×500×500. The subdomain sizes vary from 10×10×12
to 500×500×500.
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speedup can be larger than the number of processors, and
the efficiency is higher than that which results from the
optimized use of cache memory.

In conclusion, the proposed 3D MRT-LBM is appro-
priate for parallel implementation, especially for large
domain sizes. The parallel efficiency is around 80%when
the domain size is 500×500×500 and 792 processors are
used. From Equation (8), the evolution equation of the
MRTmodel ismore complex than that of theBGKmodel,
and a matrix needs to be solved during each step. Thus
the computational cost of the MRTmodel is larger; how-
ever, the time spent on communication is almost the same
in both models. As a result, the parallel speedup or effi-
ciency of theMRT is better than that of the BGK since the
percentage of communication time is smaller. The par-
allel performance of the BGK and MRT models are also
dependent on the domain size and the number of proces-
sors used. Generally, with a larger domain size and more
processors, a better parallel efficiency can be achieved
with the MRTmodel. For example, with a domain size of
500×500×500, the total computational time of the MRT
is twice that of the BGK when 24 cores are used, but this
decreases to 1.2 times when 792 cores are used. When
24 cores and 792 cores are used, the speedup increases
from 24 to 475 and the efficiency decreases from 1.00
to 0.60 for the BGK model, contrasting with a speedup
increase from 24 to 607 and a decrease in efficiency from
1.00 to 0.78 for the MRT model. Therefore, the paral-
lel performance of the MRT model is better than that of
the BGK model, although the total computational time
of the MRT is greater. Concerning parallel efficiency, it
is certain that the total computational time of the MRT

model can be further decreased through the use of more
processors.

5. Bingham fluid flows around a fixed sphere

ABingham fluid flowing around a sphere is an important
benchmark problem in fluid mechanics. Because no ana-
lytical solution yet exists, many researchers (Beris et al.,
1985; Blackery & Mitsoulis, 1997; Prashant & Derksen,
2011) have tried to solve this problem using different
numerical methods, such as the finite element method
and the LBM. In this paper, a solution for the problem
is investigated based on the proposed MRT-LBM. The
calculated domain is a square-based prism with a size of
4×4×6 (L/d×L/d×H/d). The spatial resolution is such
that the spherical radius spans 6 lattices. The sphere is
assumed to be stationary, and the walls of the prism and
the fluid move at a constant velocity V (Figure 8). Such
a resolution is sufficient for achieving a reasonable accu-
racy (Derksen, 2008; Derksen & Sundaresan, 2007). The
circular boundary is approximated by a series of stairs,
and the moment exchange method is applied to calculate
the force imposed on the sphere.

To ensure a creeping flow,Re is set to 0.001, while Bn is
varied from 0.108 to 544.5 to draw comparisons with the
results of Blackery andMitsoulis (1997). In all cases,Cs is
calculated; the yielded and unyielded regions are shown
in Figure 9. These qualitative results are consistent with
those reported by Blackery and Mitsoulis (1997).

Aside from the qualitative results, a quantitative term
Cs is compared with that of Blackery and Mitsoulis
(1997), who determined an approximate relationship

Figure 8. The simulation domain and boundary conditions.
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Figure 9. Yielded (white) and unyielded (black) regions for Bingham fluid flowing around a fixed sphere for different values of Bn.

Figure 10. Cs increases as Bn increases, as observed by Blackery
and Mitsoulis (1997).

between Cs and Bn:

Cs = 1.98+1.92 × Bn0.92 0 < Bn < 1000. (21)

Table 1. The deviations between the present result and the
reference data.

Bn 0.1 1 10 20 50 200

Present 2.2 4.0 17.8 31.8 72.1 250.5
Reference 2.2 3.9 18.0 32.2 72.2 253.3
Error (%) 2.4 1.6 0.9 1.1 0.2 1.1

As shown in Figure 10 and Table 1, the numeri-
cal results using the MRT-LBM (square dots) are in
good agreement with those derived from Equation (21)
(solid lines). The average deviation between the present
result and the reference data is only 1.22%. As yield
stress increases, the resistance effect of the fixed sphere
becomes larger. As a result, Cs increases as Bn increases.

As with the 2D case (S.-G. Chen et al., 2014), the drag
coefficient Cd is composed of two parts:

Cd = CdB + CdN . (22)

In Equation (22), CdB and CdN are the drag coef-
ficients from Bingham fluid and Newtonian fluid,
respectively.
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A relation for CdN is provided according to the work
of Owen, Leonardi, and Feng (2011):

CdN = 21.12
Re

+ 6.3
Re0.5

+ 0.25. (23)

Concerning a spherical particle in a Bingham plas-
tic, for settlement to occur the diameter of the spherical
particle has to be larger than a critical diameter dc. Beth-
mont et al. (2003) have shown that a general form of this
criterion can be written as

dc = Kτ0

(ρs − ρf )g
, (24)

where τ0 is the yield stress, ρs is the density of the particle,
ρf is the density of the fluid, andK is a constant. However,
the existing data suggest significantly dispersed values for
K (between 11 and 25; see Roussel, 2006). For example,
Beris et al. (1985) determined thatK = 20.97 while Ans-
ley and Smith’s (1967) determined that K = 16.5. In this
paper, the value of K is presented according to the results
of the MRT-LBM.

According to Equation (24), the drag force on a spher-
ical particle to overcome the yield stress can be expressed
as follows:

FB = 2
3
Kτ0πr2. (25)

Introducing Equations (25) and (14) into Equation
(15), CdB can be derived theoretically:

CdB = FB
0.5ρU2

c A
= 4K

3
τ0

ρU2
c

= 4K
3

τ0Lc
/

μpUc

ρUcLc
/

μp

= 4K
3

Bn
Re

. (26)

CombiningEquation (26)with Equation (23), the drag
coefficient can be expressed as follows:

Cd = CdB + CdN = 4KBn
3Re

+ 21.12
Re

+ 6.3
Re0.5

+ 0.25.
(27)

The drag coefficients for different values of Bn and Re
are listed in Table 2. With the data in Table 2, a value
of K = 21.61 was determined using the least squares
method with an associated minimum error of 7.4%. This
result is similar to that of Beris et al. (1985), which was
obtained using the finite-element method. Thus,

Cd = 28.81Bn+21.12
Re

+ 6.3
Re0.5

+ 0.25. (28)

Figure 11 compares the numerical results (unfilled
dots) with Equation (28) (colored lines), which further
proves that Equation (28) can be applied to predict the
drag coefficient of the sphere particle in Bingham flows.

Table 2. The drag coefficients for different values of Bn and Re.

Cd Re = 1 Re = 10 Re = 20 Re = 50 Re = 100

Bn = 0 27.59 4.28 2.65 1.53 0.98
Bn = 1 54.00 6.70 4.26 1.92 0.92
Bn = 10 319.81 33.70 19.46 7.36 4.01
Bn = 20 560.73 80.97 30.16 12.35 7.25
Bn = 50 1376.17 136.79 70.58 31.95 13.23
Bn = 200 5256.92 601.85 301.77 105.60 52.12

Figure 11. Correlations between Cd , Bn, and Re.

The present results indicate that increasing Bn substan-
tially increases the drag coefficient in the systemwhen Re
is constant, while increasing Re decreases the drag coeffi-
cient for the same values of Bn; Newtonian fluids are also
characterized by this phenomenon.

6. Conclusions

A 3D MRT-LBM has been proposed for Bingham fluids
in this paper. Numerical evidence supporting the asser-
tion that the MRT-LBM is better than the BGK-LBM
in terms of stability and accuracy has been presented.
The MRT-LBM was validated using the Poiseuille flow,
which served as a benchmark. The flat plateau of the
velocity profile widens as the yield stress increases. The
consistency between the numerical and analytical solu-
tions validates the 3D MRT-LBM. The parallel comput-
ing experiments show that the proposed model is appro-
priate for parallel implementation, with a high level of
parallel efficiency.

The application of the MRT-LBM to a two-phase sys-
tem, which comprised the interaction between a Bing-
ham fluid and a fixed sphere, indicated that the highly
viscous region (unyielded region) becomes larger as Bn
increases. The qualitative relationship between CS and
Bn also confirms the effectiveness of the 3D MRT-LBM.
Finally, concerning the drag coefficient on a fixed sphere,
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it was found that, in contrast to the Newtonian fluid, the
drag coefficient is impacted by both Re and Bn.

This work demonstrated some characteristic flow
behavior of Bingham plastics but used only a relatively
simple scenario for the verification of the 3D parallel
MRT-LBM because the current main focus was on the
development of the numerical tool.

Simulating realistic flow problems such as self-
compacted concrete flowing through porous material is
our ultimate aim because such flows are of principal sig-
nificance in hydraulic engineering. Therefore, our future
work will focus on the 3D fluid–particle interaction for
Bingham fluids.
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