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The aim of this paper is to show that, for the eddy current model, the leading order term for the
perturbation in the magnetic field, due to the presence of a small conducting magnetic inclusion, can
be expressed in terms of a symmetric rank 2 polarization tensor. This tensor contains information about
the shape and material properties of the object and is independent of position. We apply a recently derived
asymptotic formula for the perturbed magnetic field, due to the presence of a conducting inclusion, which
is expressed in terms of a new class of rank 4 polarization tensors (Ammari, H., Chen, J., Chen, Z.,
Garnier, J. & Volkov, D. (2014) Target detection and characterization from electromagnetic induction
data. J. Math. Pures Appl., 101, 54–75.) and show that their result can be written in an alternative form
involving a symmetric rank 2 tensor involving 6 instead of 81 complex components in an orthonormal
coordinate frame. For objects with rotational and mirror symmetries we show that the number of coef-
ficients is still smaller. We include numerical examples to demonstrate that the new polarization tensors
can be accurately computed by solving a vector-valued transmission problem by hp-finite elements and
include examples to illustrate the agreement between the asymptotic formula describing the perturbed
fields and the numerical predictions.

Keywords: polarization tensors; asymptotic expansions; eddy currents; hp-finite elements; metal detec-
tors; land mine detection.

1. Introduction

There is considerable interest in being able to locate and characterize conducting objects from mea-
surements of mutual impedance between a transmitting and a receiving coil, where the coupling is
inductive rather than due to the propagation of radio waves. The most obvious examples are in metal
detection, where the goal is to identify and locate a highly conducting object in a low conducting
background and applications include security screening, archaeological searches, maintaining food
safety as well as for land mine clearance and the detection of unexploded ordnance (UXO). There
is also considerable interest in being able to produce conductivity images from multiple magnetic
induction measurements, most notably in magnetic induction tomography for medical applications
(Griffiths, 2005; Zolgharni et al., 2009) and industrial applications (Gaydecki et al., 2000; Soleimani
et al., 2007). Furthermore, eddy current sensing techniques are also commonly used for the monitor-
ing and defect detection in steel structures such as oil pipe lines and containment vessels as well as
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monitoring corrosion of steel reinforcement bars in concrete structures such as bridges and buildings
(Simmonds & Gaydecki, 1999).

The detection of land mines presents a huge challenge, the United Nations estimates that ‘there
are more than 110 million active mines [. . .] scattered in 68 countries with an equal number stockpiled
around the world waiting to be planted’ and that ‘every month over 2000 people are killed or maimed by
mine explosions (United Nations, 1997). Although metal detectors offer a portable means of detection
current techniques are often not able to distinguish between benign and dangerous targets and, therefore,
there is great interest in technological advancements that might increase the speed at which mines could
be detected and increase safety.

By considering the time harmonic regime, and denoting the electric field intensity vector by E and
the corresponding magnetic field intensity vector by H , Somersalo et al. (1992) compute the Fréchet
derivative of the Dirichet to Neumann (DtN) map with respect to small changes in permeability, permit-
tivity and conductivity, δμ, δε and δμ, respectively, in a bounded domain Ω and obtain∫

∂Ω

n̂ · (E × H∗
0 − E∗

0 × H) dS =
∫
Ω

(iωδμH0 · H∗
0 − iωδεE0 · E∗

0 + δσE0 · E∗
0) dΩ

+ O((δμ, δε, δσ )2),

as the parameter perturbations go to zero, where ω is the angular frequency, (E0, H0) and (E∗
0, H∗

0)

are pairs of unique solutions to the unperturbed problem (i.e. plane wave solutions) and E := E0 + δE,
H := H0 + δH denote the solutions to the Maxwell system using the perturbed parameters. However,
this is different to the situation of interest in the present work, which concerns the field perturbations due
to the presence of an inclusion with a large conductivity contrast compared to the background medium.

For a bounded domain, Ammari et al. (2001) have obtained the corresponding asymptotic for-
mula that describes the perturbation of the DtN map, which, when particularized for the case of sin-
gle small inclusion with parameters μ∗, ε∗ and σ∗ located at z, has a leading order term that can be
expressed in terms of w(z) · (T (εc

r )E0(z)) and ∇ × w(z) · (T (μr)H0(z)) as the object size, α, tends to
zero where (E0, H0) denote the solutions in the absence of the inclusion and w denotes a solution to the
free space vector wave equation. Here, μr − 1 =μ∗/μ0 − 1 denotes the relative permeability perturba-
tion, εc

r − 1 = 1/ε0(ε∗ − iσ∗/ω)− 1 the complex permittivity perturbation and T (c) the rank 2 Pólya &
Szegö (1951) polarization tensor parameterized by a contrast c. This tensor contains information about
the shape and material properties of the inclusion, simplifies to a multiple of the identity tensor for a
sphere and is diagonalizable for an ellipsoid (Ammari & Kang, 2007). Although the perturbation in
complex permittivity does include the possibility of describing a conducting object in a non-conducting
background this result is only applicable to wave propagation (electromagnetic scattering) problems at
fixed wavenumber k :=ω

√
ε0μ0, where ε0, μ0 denote the free space values of permittivity and perme-

ability, respectively.
Asymptopic formulae that describe the perturbation in the electromagnetic fields in unbounded

domains due to the presence of a conducting dielectric (and/or magnetic) inclusion have also been
obtained for the situation where α→ 0 (for fixed k) (Ammari & Volkov, 2005; Ledger & Lionheart,
2015) and also for a non-conducting dielectric (magnetic) object where k → 0 (for fixed α) (Baum,
1971; Dassios & Kleinman, 2000; Keller et al., 1972; Kleinman, 1967, 1973; Kleinman & Senior, 1982;
Ledger & Lionheart, 2015). The leading order terms in these results can also be expressed in terms of
the rank 2 (Pólya & Szegö, 1951) polarization tensor parameterized by μr and εc

r (μr and εr := ε∗/ε0

for the latter). The former category applies when the inclusion is small and conducting, but not to the
low-frequency case of k → 0, while the latter does apply when k → 0, but only for a non-conducting
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CHARACTERIZING THE SHAPE AND MATERIAL PROPERTIES OF HIDDEN TARGETS 3 of 23

object. Hence neither category describes the situation in magnetic induction where the inclusion is con-
ducting and the frequency is small.

Ammari et al. (2014b) have recently obtained an asymptotic expansion, which, for the first time,
correctly describes the perturbed magnetic field as α→ 0 for a conducting (possibly magnetic and mul-
tiply connected) object in the presence of a low-frequency background magnetic field, generated by
a coil with an alternating current. Rather than consider the limit as k → 0 for the full time-harmonic
Maxwell system, they instead consider the eddy current model where the displacement currents are
neglected. The leading order term they obtain is written in terms of two new polarization tensors, called
the permeability and conductivity tensors, which have different ranks, and the background magnetic
field evaluated at the position of the centre of the inclusion. An algorithm for identifying conducting
objects from induction data based on a process of classification by matching against a library of pre-
computed polarization tensors has also recently been proposed by Ammari et al. (2014a).

Our new contributions include considering, in detail, the properties of the conductivity and per-
meability tensors introduced by Ammari et al. (2014b). These studies enable us to show that, in prac-
tice, each of the tensors can be represented by just nine components in an orthonormal coordinate
frame. We show that it is also possible to express the perturbed magnetic field in terms of a reduced
rank 2 conductivity tensor and introduce a new symmetric rank 2 tensor, different from the Pólya
& Szegö (1951) tensor, which describes the inclusion in terms of just six independent components.
For a simple object, with rotational or mirror symmetries, we show that the number of independent
coefficients is still fewer. These results have important consequences for characterizing conducting
objects of different shapes and, in particular, target identification using dictionary based inverse algo-
rithms. We include a description of an efficient numerical approach for accurately computing these
new tensors, which is based on the regularized eddy current formulation using hp-finite elements
presented in Ledger & Zaglmayr (2010). We also present simulations, which indicate an excellent
agreement between the asymptotic formula of Ammari et al. using the numerically computed polar-
ization tensors and the fields obtained from solving the full eddy current problem, for a range of
case studies.

The presentation of the paper proceeds as follows: in Section 2, we describe the mathematical model
and simplifying assumptions made about the problem under consideration. Then, in Section 3, we quote
the asymptotic formula of Ammari et al. (2014b) and choose to express it in an alternative form con-
taining a single rank 4 tensor. In this section, we also state our main result, which shows that their
asymptotic formula can instead be written in terms of a new symmetric rank 2 polarization tensor, then,
in Section 4, we prove a series of lemmas required for the proof of our main result. In Section 5, we
discuss how further reductions in the number of independent components can be obtained if the object
is rotationally symmetric or has mirror symmetries and the additional simplifications for a sphere. Then,
in Section 6, we describe how the independent components of the tensors can be recovered from prac-
tical measurement data. In Section 7, we describe an approach to the numerical computation of the
polarization tensors based on hp-finite elements, in Section 8, we present a series of numerical results
to validate this approach and finish with our concluding remarks in 9.

2. Mathematical model

We follow Ammari et al. (2014b) and consider an electromagnetic inclusion in R
3 of the form

Bα = z + αB, where B ⊂ R
3 is a bounded, smooth domain containing the origin. Let Γ and Γα denote

the boundary of B and Bα , respectively, and μ0 the permeability of free space. We continue to follow
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4 of 23 P. D. LEDGER AND W. R. B. LIONHEART

their notation and write

μα =
{
μ∗ in Bα
μ0 in R

3 \ Bα
σα =

{
σ∗ in Bα
0 in R

3 \ Bα
, (2.1)

where μ∗ and σ∗ denote the object’s permeability and conductivity, respectively, which we assume to
be constant.

The time harmonic fields Eα and Hα that result from a time varying current source, J0, located
a positive distance from Bα and satisfying ∇ · J0 = 0 in R

3, and their interaction with the object Bα ,
satisfy the eddy current equations (Ammari et al., 2000)

∇ × Eα = iωμαHα in R
3, (2.2a)

∇ × Hα = σαEα + J0 in R
3, (2.2b)

Eα(x)= O(|x|−1), Hα(x)= O(|x|−1) as |x| → ∞, (2.2c)

where ω denotes the angular frequency. Letting α = 0 in (2.2) we obtain the corresponding fields, E0 and
H0, that result from time varying current source in the absence of an object. As described by Ammari
et al. (2000) and Hiptmair (2002), the eddy current model is completed by ∇ · Eα = 0 in Bc

α . Further-
more, Ammari et al. (2000) show that uniqueness of Eα in Bc

α is achieved by additionally specifying∫
Γα

n̂ · Eα

∣∣∣∣
+

dx = 0, (2.3)

and that, in practice, the decay of the fields is actually faster than the |x|−1 stated in the original eddy
current model.

The task is to describe the leading order term for the perturbation Hα(x)− H0(x), caused by the
presence of the object Bα , in terms of a polarization tensor, which is independent of position, with all
positional dependence appearing only through the evaluation of background fields.

3. Main result

For the eddy current model described above, Theorem 3.2 in Ammari et al. (2014b) describes the per-
turbed magnetic field at positions x away from z, due to the presence of object Bα , as α→ 0 when
ν := α2ωμ0σ∗ = O(1), such that ω grows asymptotically as fast as 1/α2, which we choose to write in
the alternative form stated below:1

Theorem 3.1 Let ν = O(1) and α→ 0 then, for x away from the location of the inclusion z,

(Hα − H0)(x)j = (D2
xG(x, z))�mM�mji(H0(z))i + (R(x))j, (3.1)

where G(x, z)= 1/4π |x − z| is the free space Laplace Green’s function, |R(x)| � Cα4‖H0‖W 2,∞(Bα) such
that R(x)= O(α4) is a small remainder term and C is as defined in Ammari et al. (2014b). In the above,

1 Note that I3 on p. 10 of Ammari et al. (2014b) requires that ∇xG(x,αξ + z))− ∇xG(x, z)− αD2
xG(x, z)ξ = O(α2), but

instead the correct choice is ∇xG(x,αξ + z))− ∇xG(x, z)+ αD2
xG(x, z)ξ = O(α2), which adds a minus sign to the definition of

P in (3.2).
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CHARACTERIZING THE SHAPE AND MATERIAL PROPERTIES OF HIDDEN TARGETS 5 of 23

Einstein summation convention is used,

M�mji :=P�mji + ̂̂N �mji,
̂̂N kmji := δkjδm�N�i,

are components of rank 4 tensors in an orthonormal coordinate system and

P�mji := − iνα3

2
êj ·

(
ê� ×

∫
B
ξm(θ i + êi × ξ) dξ

)
, (3.2)

N�i := α3

(
1 − μ0

μ∗

)∫
B

(
ê� · êi + 1

2
ê� · ∇ × θ i

)
dξ . (3.3)

Furthermore, êi is a unit vector for the ith Cartesian coordinate direction, (ξ)m = ξm is the mth compo-
nent of ξ 2 and θ i, i = 1, 2, 3, are the solutions to the transmission problem

∇ξ × μ−1∇ξ × θ i − iωσα2θ i = iωσα2êi × ξ in B ∪ Bc, (3.4a)

∇ξ · θ i = 0 in Bc, (3.4b)

[θ i × n̂]Γ = 0, [μ−1∇ξ × θ i × n̂]Γ = −2[μ−1]Γ êi × n̂ on Γ , (3.4c)

θ i(ξ)= O(|ξ |−1) as |ξ | → ∞, (3.4d)

where ξ is measured from the centre of B. By additionally specifying an analogues condition to (2.3)
the uniqueness of θ i in Bc can be achieved.

Proof. Considering Theorem 3.2 in Ammari et al. (2014b), rewriting it in tensoral notation and then

extending N =Njiêj ⊗ êi to ̂̂N = ̂̂N �mjiê� ⊗ êm ⊗ êj ⊗ êi the result (3.1) immediately follows. How-
ever, it remains to show that P =P�mjiiê� ⊗ êm ⊗ êj ⊗ êi and N are indeed rank 4 and rank 2 tensors in
an orthonormal coordinate frame, respectively. To do so it suffices to show that their components obey
appropriate transformation rules. In Proposition 4.3 in Ammari et al. (2014a) an equivalent statement to

P ′
�mki =R�rRmsRktRiuPrstu, (3.5)

for an orthogonal rotation R with determinate |R| = 1 is shown. Repeating similar steps to the proof of
Proposition 4.3 in Ammari et al. (2014a), but now tracking |R|, we see that (3.5) also holds for the case
where R=Rjiêj ⊗ êi is orthogonal with |R| = ±1 and hence the components of P transform as a rank
4 tensor. Introducing μ̃r =μr =μ∗/μ0 in B and μ̃r = 1 in Bc then, by writing the components of N in
the alternative equivalent form

Nji = α3[μ̃−1
r ]Γ

(∫
B

êi · êj dξ + 1

2

∫
Γ

êj × n̂− · θ i

∣∣∣∣
−

dξ

)
,

2 We will use the notation ξm for the mth component of ξ , but retain the notation (H0(z))i in (3.1) for the ith element of H0(z)
to ensure consistency with Ammari et al. (2014b).

 at Sw
ansea U

niversity on July 15, 2015
http://im

am
at.oxfordjournals.org/

D
ow

nloaded from
 



6 of 23 P. D. LEDGER AND W. R. B. LIONHEART

following similar steps and using a notation similar to that in Proposition 4.3 in Ammari et al. (2014a)
we obtain for |R| = ±1 that

Nji[R(B)] = α3[μ̃−1
r ]∂(R(B))

(∫
R(B)

δij dξ + 1

2

∫
∂R(B)

êj × n̂(ξ) · FR(B),êi(ξ) dξ

)
= α3[μ̃−1

r ]Γ

(∫
B
δij dξ + 1

2

∫
Γ

êj × (Rn̂(ξ)) · (|R|RFB,RT êi(ξ)) dξ

)
= α3[μ̃−1

r ]Γ

(∫
B
RipRjqδpq dξ + |R|2

2

∫
Γ

(R((RT êj)× n̂(ξ))) · (RFB,RT êi(ξ)) dξ

)
= α3[μ̃−1

r ]Γ

(∫
B
RipRjqδpq dξ + 1

2

∫
Γ

(RT êj)× n̂(ξ) · FB,RT êi(ξ) dξ

)
= α3[μ̃−1

r ]ΓRipRjq

(∫
B
δpq dξ + 1

2

∫
Γ

êq × n̂(ξ) · FB,êp(ξ) dξ

)
=RipRjqNpq[B],

where δpq is the Kronecker delta, FR(B),êi(Rξ)= |R|RFB,RT êi(ξ) has been applied in the first step and
FB,RT êi =

∑3
p=1 RipFB,êp has been applied in the second to last step. Note that the former follows from

Proposition 4.3 in Ammari et al. (2014a), but without assuming that |R| = 1, and the latter also follows
from the same proposition. Thus, in abbreviated notation, it follows that

N ′
ji =RjpRiqNpq,

so that the components of N transform as a rank 2 tensor. It immediately follows that ̂̂N and M are rank
4 tensors. Note that in this theorem, and throughout the remainder, we use the notation of a hat to denote
the extension of a tensor to a higher rank and a check to denote its corresponding contraction. �

Remark 3.1 Note that in (3.1) the jth component of the perturbed field is an index of the rank 4 tensor
M=M�mjiê� ⊗ êm ⊗ êj ⊗ êi and that D2

xG(x, z)= (D2
xG(x, z))�mê� ⊗ êm appears as a double contrac-

tion with M with summation over � and m. This is in contrast to other related results for perturbed
electromagnetic fields. For instance, in Ammari et al. (2001) the perturbed magnetic field for small con-
ducting object for the full Maxwell system is described in terms of the rank 2 Pólya & Szegö (1951)
polarization tensor, which only appears as a single contraction with the background field solution. We
address this apparent contradiction in the following theorem, which is our main result.

Theorem 3.2 Let ν = O(1) and α→ 0 then, for x away from the location of the inclusion z,

(Hα − H0)(x)j = (D2
xG(x, z))jm

}

}Mmi(H0(z))i + (R(x))j, (3.6)

where
}

}Mmi := − qCmi + Nmi are the components of the symmetric rank 2 tensor
}

}M in an orthonormal
coordinate frame. Furthermore, Nmi is defined in (3.3),

qCmi := − iνα3

4
êm ·

∫
B
ξ × (θ i + êi × ξ) dξ . (3.7)

and θ i, i = 1, 2, 3, are the solutions to the transmission problem (3.4).

 at Sw
ansea U

niversity on July 15, 2015
http://im

am
at.oxfordjournals.org/

D
ow

nloaded from
 



CHARACTERIZING THE SHAPE AND MATERIAL PROPERTIES OF HIDDEN TARGETS 7 of 23

Proof. The proof immediately follows from Lemmas 4.3 and 4.4 stated in Section 4 where Lemma 4.3

establishes that (D2
xG(x, z))�mM�mji = (D2

xG(x, z))jm
}

}Mmi and Lemma 4.4 establishes that
}

}M is complex
symmetric. �

Remark 3.2 Evaluating (3.6) in the direction q̂ at location s we obtain

q̂ · (Hα − H0)(s)= H̃0(z) · (}}MH0(z))+Δ, (3.8)

where, in particular, we have choosen H0(z) := D2
xG(t, z)m̂ as the (idealized) background magnetic field

generated by a coil at position t with dipole moment m̂, set H̃0(z) := D2
xG(s, z)q̂, as the background

magnetic field that would be generated by a coil at position s with dipole moment q̂, and Δ := q̂ · R(x).
Written in this form, (3.8) agrees with the prediction in the engineering literature, e.g. Baum (1971), Das
et al. (1990), Marsh et al. (2013) and Norton & Won (2001), which postulate that the magnetic field
perturbation can be described in terms of a complex symmetric rank 2 polarization tensor. However, to
the best of our knowledge, this is the first time that a rigorous mathematical justification and explicit

formula is now available for the six components of the complex symmetric rank 2 tensor
}

}M in an
orthonormal coordinate frame.

Remark 3.3 If the object is non-conducting and magnetic so that σ∗ = 0 and μ∗ |=μ0, then, provided
that Bα is a simply connected smooth object, the tensor N reduces to a symmetric polarization tensor
parameterized by a contrast μr :=μ∗/μ0 in the object (Ammari et al., 2014b). This, in turn, also agrees
with the first order generalized polarization tensor of Ammari & Kang (2007) and the Pólya & Szegö
(1951) polarization tensor whose (real) components in an orthonormal coordinate frame are

(N )ij = T (μr)ij = α3(μr − 1)|B|δij + α3(μr − 1)2
∫
Γ

n̂ · ∇φiξj dξ , (3.9)

where φi, i = 1, 2, 3, satisfies the transmission problem

∇2φi = 0 in B ∪ Bc, (3.10a)

[φi]Γ = 0,
∂φi

∂n̂

∣∣∣∣
+

− μr
∂φi

∂n̂

∣∣∣∣
−

= ∂ξi

∂n̂
on Γ , (3.10b)

φi → 0 as |ξ | → ∞. (3.10c)

4. Proof of lemmas for the main result

We prove a number of lemmas that will be useful for the proof of our main result. Throughout the
following the components of the tensors are taken to be with respect to an orthonormal (although not
necessarily right handed) coordinate frame.

Lemma 4.1 The components of the conductivity tensor P can be expressed as

P�mji = εj�s
qPmsi = εj�sCmsi, (4.1)
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8 of 23 P. D. LEDGER AND W. R. B. LIONHEART

where ε is the alternating tensor with components

εijk :=

⎧⎪⎨⎪⎩
1 ijk even permutation of 123

−1 ijk odd permutation of 123

0 otherwise

,

and C is rank 3 tensor density. The components of C are

Cmsi := β

∫
B
ξm(θsi + εspqδpiξq) dξ = − iνα3

2
ês ·

∫
B
ξm(θ i + êi × ξ) dξ ,

where β := −iνα3/2.

Proof. It suffices to write the components of P in the alternative form

P�mji = βδtjεt�s

∫
B
ξm(θsi + εspqδpiξq) dξ = βεj�s

∫
B
ξm(θsi + εsiqξq) dξ

= εj�s
qPmsi = εj�sCmsi, (4.2)

where θsi are the coefficents of the rank 2 tensor whose columns are θ i. Furthermore, C is a rank 3 tensor
density with components Cmsi = qPmsi = 1

2εsj�P�mji. �

Corollary 4.1 It follows from Lemma 4.1 that

P�mji = εj�sCmsi = −ε�jsCmsi = −Pjm�i,

which means that P�mji is skew-symmetric with respect to the indices � and j.

Lemma 4.2 The rank 3 tensor density C is skew symmetric with respect to the first two indices.

Proof. Starting from

ei × ξ = −θ i + μ0

iν
∇ × μ−1

∗ ∇ × θ i, (4.3)

in B where the subscript ξ on ∇ has been dropped (here and subsequently) for simplicity of notation, it
follows by application of the alternating tensor that

ξm = 1

2
εkpmêk ·

(
−θp + μ0

iν
∇ × μ−1

∗ ∇ × θp

)
, (4.4)

in B. It is useful to define χm := 1
2εkpmêk · (−θp + (1/iν)∇ × μ̃−1

r ∇ × θp) where μ̃r :=μ/μ0 such that
μ̃r =μr =μ∗/μ0 in B and μ̃r = 1 in Bc. Note also that ∇ × ∇ × θ i = 0 in Bc so that χm = − 1

2εkpmêk · θp
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CHARACTERIZING THE SHAPE AND MATERIAL PROPERTIES OF HIDDEN TARGETS 9 of 23

in Bc. Taking this into consideration then we can write

Cmsi = β

∫
B
χm∇χs · (θ i + êi × ξ) dξ

= −α
3

2

(∫
B
∇ × (êsξm) · μ̃−1

r ∇ × θ i dξ +
∫

B
∇ · (μ̃−1

r ∇ × θ i × χm∇χs) dξ

)
= −α

3

2

(∫
B

êm × ês · μ̃−1
r ∇ × θ i dξ −

∫
Γ

χm∇χs · μ̃−1
r (∇ × θ i × n̂−

)

∣∣∣∣
−

dξ

)
.

By using the transmission conditions in (3.4), [χm∇χs × n̂]Γ = 0 and the fact that the integrand in the
last integral can alternatively be written in terms of a tangential trace and a twisted tangential trace, we
obtain ∫

Γ

χm∇χs · (μ̃−1
r ∇ × θ i × n̂−

)

∣∣∣∣
−

dξ = −
∫
Γ

χm∇χs · ∇ × θ i × n̂+
∣∣∣∣
+

dξ

+ 2[μ̃−1
r ]Γ

∫
Γ

χm∇χs · êi × n̂− dξ . (4.5)

First consider,

2[μ̃−1
r ]Γ

∫
Γ

χm∇χs · êi × n̂− dξ = 2[μ̃−1
r ]Γ

∫
B
∇ · (χm∇χs × êi) dξ

= 2[μ̃−1
r ]Γ εksi

∫
B
∇ξm · ∇ξk dξ = 2[μ̃−1

r ]Γ |B|εmsi, (4.6)

by the properties of χm in B. Secondly, noting that θp = O(|ξ |−2) and ∇ × θp = O(|ξ |−3) as
|ξ | → ∞ (Ammari et al., 2014b) it follows that χm = O(|ξ |−2) and ∇χm = O(|ξ |−3) (since θp solves
a Laplace equation with appropriate decay conditions in an unbounded domain exterior to a sufficiently
large sphere that encloses B in a similar way to Proposition 3.1 in Ammari et al., 2000). Then, we can
apply integration by parts to∫

Bc

χm∇χs · ∇ × ∇ × θ i dξ = 0

=
∫

Bc

∇χm × ∇χs · ∇ × θ i dξ −
∫
Γ

χm∇χs · ∇ × θ i × n̂+
∣∣∣∣
+

dξ , (4.7)

where the aforementioned decay conditions imply that the far field integral drops out. By rearrangement
and inserting (4.7) and (4.6) into (4.5) we have∫

Γ

χm∇χs · (∇ × θ i × n̂−
)

∣∣∣∣
−

dξ = −
∫

Bc

∇χm × ∇χs · ∇ × θ i dξ + 2[μ̃−1
r ]Γ |B|εmsi,

so that

Cmsi = −α
3

2

(∫
B

êm × ês · μ−1
r ∇ × θ i dξ +

∫
Bc

∇χm × ∇χs · ∇ × θ i dξ − 2[μ̃−1
r ]Γ |B|εmsi

)
.
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Thus Cmsi = −Csmi as required. �

Corollary 4.2 The skew symmetry of C proved in Lemma 4.2 implies the tensor density has only

nine independent components. It immediately follows that a rank 2 tensor qC = q

qP with components

q

qPni := 1

2
εnms

qPmsi = 1

4
εnmsεsjlP�mji = 1

2
εnmsCmsi

= β

2
ên ·

∫
B
ξ × (θ i + êi × ξ)dξ =: qCni, (4.8)

can be introduced such that Cmsi = εmsk
qCki.

Lemma 4.3 The components of double contraction between D2
xG(x, z) and M can be expressed as

(D2
xG(x, z))�mM�mji = (D2

xG(x, z))jk
}

}Mki, (4.9)

where
}

}M is a rank 2 tensor with components
}

}Mki := − qCki + Nki.

Proof. By writing

(D2
xG(x, z))�m = 1

4πr3
(3(r̂ ⊗ r̂)�m − δlm)= 1

4πr3
(3r̂�r̂m − δlm),

where r = x − z, r = |r| and r̂ = r/r, it is clear that D2
xG(x, z) has the properties

(D2
xG(x, z))�m = (D2

xG(x, z))m�, tr(D2
xG(x, z))= (D2

xG(x, z))�� = 0.

Using this in combination with Lemma 4.1, Corollary 4.2 and the definition of M�mji the result imme-
diately follows. �

A consequence of Lemma 4.3 is that the components P�mji and ̂̂N �mji of M�mji form the disjoint
skew-symmetric and symmetric parts of the total tensor with respect to indices � and j, respectively.

Lemma 4.4 The tensor qC is complex symmetric if μ∗ =μ0 and the tensor
}

}M= − qC + N is complex
symmetric for a general conducting magnetic object.

Proof. The proof builds on a result stated in a preprint of Ammari et al. (2014b). We begin by rewriting
the components of qC in an alternative form, to do so we consider∫

B
ξ × (θ i + êi × ξ) dξ · êj =

∫
B
(θ i + êi × ξ) · êj × ξ dξ , (4.10)

by properties of the scalar triple product. Thus, by using (3.4),∫
B
(θ i + êi × ξ) · êj × ξ dξ = μ0

iνμ∗

∫
B
∇ × ∇ × θ i · êj × ξ dξ

= 1

iν

∫
B

1

μ̃r
∇ × ∇ × θ i ·

(
1

iνμ̃r
∇ × ∇ × θ j − θ j

)
dξ , (4.11)
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where μ̃r is as defined in Lemma 4.2. Performing integration by parts∫
B

1

μ̃r
∇ × ∇ × θ i · θ j dξ =

∫
B

1

μ̃r
∇ × θ j · ∇ × θ i dξ −

∫
Γ

θ j · 1

μ̃r
∇ × θ i × n̂−

∣∣∣∣
−

dξ . (4.12)

Next, using the transmission conditions on Γ in (3.4), then∫
B
(θ i + êi × ξ) · êj × ξ dξ = 1

(iν)2

∫
B

1

μ̃2
r

∇ × ∇ × θ i · ∇ × ∇ × θ j dξ

− 1

iν

∫
B

1

μ̃r
∇ × θ i · ∇ × θ j dξ + 1

iν

∫
Γ

θ j · ∇ × θ i × n̂−
∣∣∣∣
+

dξ

+ 2[μ̃−1
r ]Γ
iν

∫
Γ

êi × n̂− · θ j dξ . (4.13)

Then, by performing integration by parts in Bc,∫
Bc

θ j · ∇ × ∇ × θ idξ =
∫

Bc

∇ × θ i · ∇ × θ j +
∫
Γ

θ j · ∇ × θ i × n̂−
∣∣∣∣
+

dξ = 0, (4.14)

which is valid given the decay conditions on θ i and ∇ × θ i as |ξ | → ∞ (Ammari et al., 2014b). Using
(4.14) in (4.13) and recalling (4.8) and (4.10), then we have that the components

qCji = − α3

4iν

∫
B

1

μ̃2
r

∇ × ∇ × θ i · ∇ × ∇ × θ j dξ

+ α3

4

∫
B∪Bc

1

μ̃r
∇ × θ i · ∇ × θ j dξ − α3[μ̃−1

r ]Γ
2

∫
Γ

êi × n̂− · θ j

∣∣∣∣
−

dξ ,

are symmetric when μ∗ =μ0. We rewrite Nji in the following form

Nji = α3

(
1 − μ0

μ∗

) ∫
B

(
êi + 1

2
∇ × θ i

)
dξ · êj

= α3[μ̃−1
r ]Γ

(∫
B

êi · êj dξ + 1

2

∫
Γ

êj × n̂− · θ i

∣∣∣∣
−

dξ

)
.

It then follows that the components of
}

}M= − qC + N can be written as

}

}Mji = α3

4iν

∫
B

1

μ̃2
r

∇ × ∇ × θ i · ∇ × ∇ × θ j dξ − α3

4

∫
B∪Bc

1

μ̃r
∇ × θ i · ∇ × θ j dξ

+ α3[μ̃−1
r ]Γ

(
1

2

∫
Γ

êi × n̂− · θ j

∣∣∣∣
−

dξ +
∫

B
êi · êjdξ + 1

2

∫
Γ

êj × n̂− · θ i

∣∣∣∣
−

dξ

)
, (4.15)

which are symmetric. �

 at Sw
ansea U

niversity on July 15, 2015
http://im

am
at.oxfordjournals.org/

D
ow

nloaded from
 



12 of 23 P. D. LEDGER AND W. R. B. LIONHEART

5. Simplified polarization tensors for classes of geometries

The number of independent components that are required to define C and N (and hence qC, P , ̂̂N , M
and

}

}M) in an orthonormal coordinate frame for an object with either a rotational or mirror symmetry
(or multiple symmetries, or both) are often fewer than those required to define a general object. To
explain this, we show how the number of independent components can be reduced for an object which
has a uniaxial symmetry and an object which has mirror symmetries. We then apply similar techniques
to a range of simple objects and consider the further simplification that results in the case of a spherical
object.

5.1 Polarization tensors for objects with uniaxial symmetry

The number of independent components for an object, which has uniaxial symmetry, in a given direc-
tion, can either be determined by a counting argument or by considering the coefficents of the tensor
that should remain invariant under a rotation. Here we apply the latter and first consider the conductivity
tensor P , which can be expressed in terms of the rank 3 tensor density C. We remark that one could also
express this in terms of the rank 2 tensor qC, but instead we apply the former and use the skew symmetry
of C. Under the transformation by an orthogonal matrix R the components of the rank 3 tensor density
become

C ′
ijk = |R|Ri�RjmRknC�mn, (5.1)

where |R| = 1 for a proper transformation. For example, for a rotation of angle ψ about ê3 then

R=
⎛⎝ cosψ sinψ 0

− sinψ cosψ 0
0 0 1

⎞⎠ .

If an object has uniaxial symmetry in the ê3 coordinate direction, then this means that the components
of the tensor C should be invariant under a ψ = π/2 rotation about the ê3 axis : ê1 → ê2 and ê2 → −ê1.
Under this transformation C ′ = C and applying (5.1) to C ′ gives C ′′ = C ′ = C. By considering a gen-
eral C it follows that it is seven independent components are C333, C311 = C322, C131 = C232, C113 = C223,
C312 = −C321, C132 = −C231 and C123 = −C213. But, we also know that C is skew symmetric with respect
to the first two indices and this reduces the number to just 3: C312 = −C321 = −C132 = C231, C123 = −C213

and C311 = −C131 = C322 = −C232.
Secondly, we consider the permeability tensor N =N�iê� ⊗ êi which transforms as

N ′
ij =Ri�RjmN�m. (5.2)

Then, by proceeding in a similar manner to above, for an object with uniaxial symmetry in the ê3

direction we have N11 =N22, N12 = −N21 and N33.

Finally, we know that the total reduced tensor
}

}M= − qC + N is symmetric, so that
}

}M12 = }

}M21, but

rotational symmetry tell us N12 = −N21 and qC12 = − qC21 = C232 so that
}

}M12 = }

}M21 = −C232 + N12 =
C232 − N12 = 0. Thus

}

}M is diagonal in this case with just two independent components:
}

}M11 = }

}M22 =
N11 − C231 and

}

}M33 =N33 − C123.
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CHARACTERIZING THE SHAPE AND MATERIAL PROPERTIES OF HIDDEN TARGETS 13 of 23

5.2 Polarization tensors for objects with both uniaxial and mirror symmetries

The number of independent components that are required to define C and N can also be reduced if the
object has mirror symmetries. For an object with a mirror symmetry associated with the plane with unit
normal vector n̂ then

Rij = δij − 2n̂in̂j. (5.3)

The components of the rank 3 tensor density C and the rank 2 tensor N remain invariant under a reflec-
tion provided that the last index remains unchanged under the transformation. By following similar steps
as outlined in Section 5.1 the independent components of C and N for objects with mirror symmetries
can be obtained.

5.3 Examples of symmetries in polarization tensors

By applying similar arguments to those described above, the entries in Table 1, which lists the inde-
pendent components for some simple shapes, can be identified. The rotational symmetries of an object
about an angle π in a given coordinate direction, which are equivalent to an appropriate mirror sym-
metry, have been omitted. Note that the independent components that define a sphere and a cube are
the same, as are the cases of a cylinder and a cone when their axes are aligned. Furthermore, for all the

simple objects in Table 1, we observe that the rank 2 tensor
}

}M= − qC + N is diagonal.

5.4 Polarization tensor for a spherical geometry

The polarization tensor for a spherical object, which has been obtained by Ammari et al. (2014b), is

a further simplification of (3.6) with components
}

}M�i = − qC�i + N�i = (−C + N)δ�i such that
}

}M is a
scalar multiple of the identity tensor. Here, it can be shown that

N := 1

3
Npp,

C := 1

6
εmsiCmsi = β

6
εmsi

∫
B
ξm(θsi + εsiqξq) dξ

= β

6

∫
B
(εmsiξmθsi + 2ξqξq) dξ = −β

∫
B
(ξ1θ2 · e3 − ξ 2

1 ) dξ ,

by noting that
∫

B ξ
2
1 dξ = ∫

B ξ
2
2 dξ = ∫

B ξ
2
3 dξ for a sphere and using integration by parts to show that∫

B ξ1θ3 · e2 dξ = − ∫
B ξ1θ2 · e3 dξ .

Using the analytical solution (Smythe, 1968) for the eddy currents generated in a conducting (mag-
netic) sphere of radius α with conductivity σ∗, permeability μ∗ at angular frequency ω, when placed in
a uniform field H0, we can show that the form of the perturbed field is identical to (3.6), if we set R = 0

and
}

}M�i = M δ�i. It can also be identified that

M̄ = 2πα3 ((2μ∗ + μ0)vI−1/2 − (μ0(1 + v2)+ 2μ∗)I1/2)

(μ∗ − μ0)I−1/2 + (μ0(1 + v2)− μ∗)I1/2
, (5.4)

where v = √
iσμ∗ωα, I1/2(v)=

√
2/πv sinh v and I−1/2(v)=

√
2/πv cosh v. The overline indicates the

complex conjugate, which appears due to the eiωt time variation in Smythe (1968) rather than the e−iωt
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14 of 23 P. D. LEDGER AND W. R. B. LIONHEART

Table 1 Non-zero independent coefficients that are required to represent C and N for a range of
simple objects

Object Rotational Mirror Independent Independent
shape symmetries symmetries coefficients in C coefficients in N

Sphere
Isotropic Infinite number

of planes
C123 = −C132 = −C213

= C231 = C312 = −C321
N11 =N22 =N33

Cube:
aligned with axes

Uniaxial about
ê1, ê2, ê3

Planes with normals
ê1, ê2, ê3,

(ê1 + ê2)/
√

2,

(ê1 + ê3)/
√

2,

(ê2 + ê3)/
√

2

C123 = −C132 = −C213

= C231 = C312 = −C321
N11 =N22 =N33

Block:(
−w

2
, −d

2
, −h

2

)
×

(
w

2
,

d

2
,

h

2

)
aligned with axes

None

Planes with normals
ê1, ê2, ê3,

(d ê1 + wê2)/
√

d2 + w2

(wê3 + hê1)/
√

w2 + h2

(hê2 + d ê3)/
√

d2 + h2

C123 = −C213

C321 = −C231

C132 = −C312

N11

N22

N33

Cone:
axis aligned with ê1

Rotationally
invariant about

ê1

Planes with normals
ê2, ê3

any plane ⊥ base &
passing through the vertex

C123 = −C132 =
−C213 = C312

C231 = −C321

N11

N22 =N33

Cylinder:
axis aligned with ê1

Rotationally
invariant about

ê1

Planes with normals
ê1, ê2, ê3

any plane ⊥ base &
parallel to ê1

C123 = −C132 =
−C213 = C312

C231 = −C321

N11

N22 =N33

Cube with hole:
hole aligned with ê3

Uniaxial about
ê3

Planes with normals
ê1, ê2, ê3,

(ê1 + ê2)/
√

2,

(ê1 + ê3)/
√

2,

(ê2 + ê3)/
√

2

C123 = −C213

C132 = −C231

= C321 = −C312

N11 =N22

N33

Ellipsoid:
general case

None
Planes with normals

ê1, ê2, ê3

C123 = −C213

C132 = −C231

C321 = −C312

N11

N22

N33

assumed here. Note that the asymptotic formula (3.6) implies that |N − C − M | = O(α4) as α→ 0 for
fixed x and z.

An analytical solution (Wait, 1953) is also available for case where the same sphere is now illumi-
nated by an incident field generated by a circular coil of radius γ carrying an alternating current I. For a
coil centred at s the incident magnetic field at position z can be described in terms of a magnetic dipole
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CHARACTERIZING THE SHAPE AND MATERIAL PROPERTIES OF HIDDEN TARGETS 15 of 23

in the form

H0(z)= D2
xG(z, s)m, (5.5)

provided that the length of coil, L = 2πγ , is small compared with the distance from the coil to the object,
|z − s|. In the above, m is the magnetic dipole moment of the current source, which, for a circular coil,
has |m| = Iπγ 2 (Jackson, 1967). If the coil is chosen to lie in the (ê1, ê2) plane, then m = Iπγ 2ê3 and

H0(z)= Iπγ 2D2
xG(z, s)ê3. (5.6)

Furthermore, we can show that the leading order term for (Hα − H0)(x) that Wait (1953) obtains is
identical to that described by (3.6).

6. Determining }

}M from field measurements

In the next section, we describe a numerical approach for computing θ i, i = 1, 2, 3, which can be used for
the accurate calculation of the polarization tensors. However, there may also be situations (e.g. as part
of an inverse algorithm or an experimental validation procedure) where the independent components
that define the polarization tensors should be determined from field measurements of (Hα − H0)(x).
In particular, by taking sufficient measurements of q̂(i) · (Hα − H0)(x(i)) at different positions x(i) and
orientations q̂(i) an over-determined system can be built from which the six independent complex com-

ponents of
}

}M in an orthonormal coordinate system can be found by solving this system in a least
squares sense.

7. hp-Finite element methodology for the computation of }

}M

The computation of
}

}M= − qC + N requires the approximate solution of the transmission problem (3.4),
which in turn has similarities to the A-based formulation of eddy current problems, e.g. Ledger &
Zaglmayr (2010). We therefore advocate that the regularized formulation previously developed for eddy
current problems on multiply connected domains be adapted for it is approximate solution. For this
purpose, we truncate the otherwise unbounded domain Bc at a finite distance from the object and create
the finite domain Ω = B̃c ∪ B and on the truncated boundary ∂Ω we impose ∇ξ × θ i × n̂ = 0.

7.1 Regularized formulation

Let ϑ i = θ̄ i. The transmission problem for ϑ i on the finite (computational) domain can then be written
in the form

∇ξ × μ̃−1
r ∇ξ × ϑ i + iμ0ωσα

2ϑ i = −iμ0ωσα
2êi × ξ in B ∪ B̃c,

∇ξ · ϑ i = 0 in B̃c,

[ϑ i × n̂]Γ = 0, [μ̃−1
r ∇ξ × ϑ i × n̂]Γ = −2[μ̃−1

r ]Γ êi × n̂ on Γ ,

∇ξ × ϑ i × n̂ = 0 on ∂Ω ,

where μ̃r is as defined in Lemma 4.2.
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Following Bachlinger et al. (2005, 2006), Ledger & Zaglmayr (2010), Zaglmayr (2006) and
Zaglmayr & Schöberl (2005) we introduce the perturbed weak problem: Let τ > 0 be a small per-
turbation parameter, then: find ϑτi ∈ H(curl,Ω) such that

(μ̃−1
r ∇ξ × ϑτi , ∇ξ × v)Ω + (κϑτi , v)Ω = −(κ êi × ξ , v)B − 2

∫
Γ

[μ̃−1
r ]êi × n̂ · v dξ , (7.1)

for all v ∈ H(curl,Ω) where

κ =
{

iμ0ωσ∗α2 in B

τ in B̃c
.

This regularized formulation circumvents the need to enforce the divergence constraint ∇ξ · ϑ i = 0 in Bc

(and an analogous integral condition to (2.3) on Γ ) to enforce the uniqueness of θ i in Bc. Furthermore,
the previous analysis of Bachlinger et al. (2005), Zaglmayr (2006), which considers the error associated
with the solution of the perturbed eddy current problem, carries over to (7.1).

7.2 Discrete approximation

In this work we use the basis functions of Zaglmayr (2006) and Zaglmayr & Schöberl (2005) and we
recall that for a tetrahedral triangulation consisting of vertices Vh, edges Eh, faces Fh and cells Th their
(reduced) hierarchic H(curl) and H1(Ω) conforming finite element basis can be expressed in terms of
the splitting

V red
h,p := VN0

h ⊕
∑
E∈EB

h

∇W E
p+1 ⊕

∑
F∈FB

h

∇W F
p+1 ⊕

∑
F∈Fh

Ṽ F
p ⊕

∑
I∈T B

h

∇W I
p+1 ⊕

∑
I∈Th

Ṽ I
p ,

and
Wh,p+1 := Wh,1 ⊕

∑
E∈Eh

W E
p+1 ⊕

∑
F∈Fh

W F
p+1 +

∑
I∈Th

W I
p+1 ⊂ H1(Ω).

In the above VN0
h and Wh,1 denotes the set of lowest-order Nédélec (edge element) basis functions and

the standard lowest order hat functions, respectively, the former being associated with the edges of the
element and the latter with the vertices of the element. The extension to arbitrary high polynomial degree
order consists of the enrichment of the finite element space through the addition of higher-order edge,
face and interior-based basis functions, W E

p+1, W F
p+1 and W I

p+1, respectively, for H1 and the addition of
higher-order edge, face and interior functions for H(curl), where, in this case, the higher-order edge
and some of the higher order face and interior functions are constructed from the gradients of their H1

conforming counterparts. Furthermore, the superscript B on Eh, Fh and Th is used to denote those edges,
faces and cells associated with subdomain B, only, as the gradient basis functions in B̃c are omitted. It
then follows that the approximate weak formulation is: find ϑ i

hp ∈ V red
h,p ∩ H(curl,Ω) such that

(μ̃−1
r ∇ξ × ϑ i

hp, ∇ξ × vhp)Ω + (κϑ i
hp, vhp)Ω

= −(κ êi × ξ , vhp)B − 2
∫
Γ

[μ̃−1
r ]êi × n̂ · v̄hp dξ ∀vhp ∈ V red

h,p ∩ H(curl,Ω). (7.2)

The structure of the left-hand side of (7.2) is analogous to the gauged A-based formulation of eddy
current problems and, therefore, the preconditioning technique described in Ledger & Zaglmayr (2010)
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Fig. 1. Polarization tensor for a spherical object with α = 0.01 m, σ∗ = 5.96 × 107 S m−1, μ∗ =μ0 and 133.5 rad s−1 showing

convergence of ‖}

}M − }

}Mhp‖2/‖}

}M‖2 with p = 0, 1, 2, 3, 4, 5 and g = 2, 3, 4, 5, 6, 7 when (a) the domain is truncated at a radius
of 10|B| and (b) the domain is truncated at a radius of 100|B|.

can be immediately applied to the complex symmetric linear system that results ensuring a robust solver
that is capable of coping with the large contrasts in κ .

For problems with curved geometry the approach described in Ledger & Coyle (2005) is employed,
in which, for a degree of the polynomial correction, g, the coefficients of the edge and face corrections,
cE ∈ W E

g+1 and cF ∈ W F
g+1, respectively, are determined by solving local L2 minimization problems on

the edges and faces of those elements lying on the curved boundary.

8. Numerical examples

8.1 Polarization tensor for a spherical object

For the case where Bα is a sphere of radius α= 0.01 m, with σ∗ = 5.96 × 107 S m−1, μ∗ =μ0 and

ω= 133.5 rad s−1, so that ν = 1, we present results, for the convergence of the error ‖}

}M −
}

}Mhp‖2/‖}

}M‖2 with increasing numbers of degrees of freedom (Ndof) in Fig. 1. Note that ‖ · ‖2 denotes

the entry-wise norm for a rank 2 tensor, ‖}

}M‖2 = (
∑

�m |}}M�m|2)1/2, and
}

}Mhp is the approximate polar-
ization tensor computed using ϑ i

hp, i = 1, 2, 3. To compute the numerical tensor, we consider the unit
sphere B and choose Ω to be a sphere which is 10, and then 100, times the radius of B. For these
geometries we generate (coarse) meshes of 880 and 2425 unstructured tetrahedra, respectively, for dis-
cretizing the two cases. These and subsequent meshes were generated using the NETGEN mesh genera-
tor (Schöberl, 1997). In order to represent the curved geometry of the sphere polynomial representations
using degrees g = 2, 3, 4, 5, 6, 7 are considered and finite elements of order p = 0, 1, 2, 3, 4, 5 are used to
obtain the approximate solutions ϑ i

hp, i = 1, 2, 3. In each case use a regularization parameter, τ , that is
eight orders of magnitude smaller than ωσ∗μ0α

2.
In each case, the lines represent the different choices of g and the points on the line represent

increasing p. The convergence behaviour resembles that previously described in Ledger & Coyle (2005).
In Fig. 1(a) we observe that, for truncation at a radius of 10|B|, the error associated with the geometry
dominates for low g as indicated by stagnation of the convergence curves for g = 2, 3, 4 with increasing
p. For g = 2, 3, 4, we see improvements in accuracy as g is increased since the resolution of the geometry
is improved with each increment of g. However, for g � 4, no further reduction in error can be achieved
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Fig. 2. Polarization tensor for a spherical object with α = 0.01 m, σ∗ = 5.96 × 107 S m−1, μ∗ = 1.5μ0 and 133.5 rad s−1 showing

convergence of ‖}

}M − }

}Mhp‖2/‖}

}M‖2 with p = 0, 1, 2, 3, 4, 5 and g = 2, 3, 4, 5, 6, 7 when (a) the domain is truncated at a radius
of 10|B| and (b) the domain is truncated at a radius of 100|B|.

by increasing p alone, which means that the error associated with the artificial truncation of the boundary
dominates over the error in resolving the curved boundary. On the other hand, by truncating at a radius of
100|B| and repeating the computations, as shown in Fig. 1(b), we now see that the boundary truncation
error no longer dominates and, for g � 6, exponential convergence of the polarization tensor down to
relative errors of 10−7 results by performing p-refinement.

The corresponding results for the same sized object with fictional parameters as before, except
μ∗ = 1.5μ0, are shown in Fig. 2. For low g and truncation at either 10|B| or 100|B|, the geometry error
dominates but, for sufficiently high g and high p, the error can be reduced to < 10−6 by truncating
the domain at a radius of 100|B|. In particular, for g � 6 and performing p-refinement, exponential
convergence of the polarization tensor is achieved.

8.2 Objects in a uniform background field

For uniform H0 we compare (Hα − H0)(x) predicted by (3.6), when hp-finite elements are used to

numerically compute the rank 2 polarization tensor
}

}Mhp, with the results obtained by solving the full
eddy current problem, using hp-finite elements and the formulation in Ledger & Zaglmayr (2010).
We undertake this comparison for a series of different shaped objects taken from Table 1 including
when Bα is a sphere of radius 0.01 m, a 0.0075 m × 0.015 m × 0.01 m rectangular block, a cone with
height 0.01 m and maximum radius 0.005 m and, finally, a cube of side length 0.01 m with a 0.005 m ×
0.005 m × 0.01 m hole removed.

In each case, we select the far field boundary to be located at distance a 100 times the size of the
object, for cases with curved geometries we use g = 4 and for approximating the solution to (7.2),
we use p = 4 elements and meshes of 2425, 3433, 19,851 and 7377 unstructured tetrahedra for the
cases of a sphere, block, cone and the cube with hole, respectively. We fix the material parameters
as σ∗ = 5.96 × 107 S m−1, μ∗ = 1.5μ0 and the angular frequency as 133.5 rad s−1 for all objects. The

polarization tensor
}

}Mhp for each object is computed by considering an appropriate unit-sized object
B, which, when an appropriate scaling is applied, results in the physical object Bα . Then, by assuming
a uniform incident field H0(x)= H0 = ê3 we compare |(Hα − H0)(x)|/|H0(x)| when x = r = rêi ∈ Bc

α

and r � 0.1m and i = 1, 2, 3 in turn.
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Fig. 3. Comparison of |(Hα − H0)(x)|/|H0(x)| for uniform H0(x)= H0 when x = r = rêi ∈ Bc
α and r �0.1 m for i = 1, 2, 3, in

turn, showing the results obtained by using the numerically computed rank 2 polarization tensor
}

}Mhp and by solving the full
eddy current problem when Bα is: (a) a sphere of radius 0.01 m, (b) a 0.0075 m × 0.015 m × 0.01 m rectangular block, (c) a cone
with height 0.01 m and maximum radius 0.005 m and (d) a cube of side length 0.01 m with a 0.005 m × 0.005 m × 0.01 m hole
removed.

The results of this investigation are shown in Fig. 3. For all cases, the perturbed field predicted by
the numerically computed polarization tensor is in excellent agreement with that obtained by solving
the full eddy current problem.

As a further illustration of the validity of the asymptotic formula (3.6) we compute |(Hα − H0)

(x)− (D2
xG(x, z)(

}

}MhpH0(z)))|/|H0(x)| = |R(x)|/|H0(x)| for uniform H0 = ê3, fixed x, z and varying
α for the cases of a sphere and a spheroid with material parameters as in Fig. 3. We choose the radius of
the sphere to be α and the minor and major axes of the spheroid to be α and 2α, respectively. For these

objects, we numerically compute
}

}Mhp for α = 0.1, 0.075, 0.05, 0.025, 0.1 m, in turn, using high fidelity
discretizations consisting of uniform p = 5, p = 7 elements, geometry resolutions of g = 7 and g = 4 and
meshes of 2742 and 15,493 unstructured tetrahedra for the cases of the sphere and spheroid, respectively,
with truncation at 200|B| in both cases. For Hα(x), we employ the aforementioned analytical solution
for the sphere and a known result for a conducting permeable spheroid (Ao et al., 2002). The results
of this investigation are shown in Fig. 4, which confirm that R(x)= O(α4) in the asymptotic formula
(3.6). Note that in the case of the sphere |R(x)| is converging faster than α4, which is consistent with
the Landau notation.
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Fig. 4. Comparison of |(Hα − H0)(x)− (D2
xG(x, z)(

}

}MhpH0(z)))|/|H0(x)| = |R(x)|/|H0(x)| and Cα4 for uniform H0 = ê3,
fixed x and z with varying α for the cases of a (a) a conducting permeable sphere and (b) a conducting permeable spheroid

where
}

}Mhp has been computed using high-fidelity discretizations.
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Fig. 5. Comparison of |(Hα − H0)(x)|/|H0(x)| for rotational H0 along the lines L1, L2 and L3, in turn, showing the results

obtained by using the numerically computed rank 2 polarization tensor
}

}Mhp and by solving the full eddy current problem when
Bα is: (a) a sphere of radius 0.01 m, (b) a 0.0075 m × 0.015 m × 0.01 m rectangular block, (c) a cone with height 0.01 m and
maximum radius 0.005 m and (d) a cube of side length 0.01 m with a 0.005 m × 0.005 m × 0.01 m hole removed.
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8.3 Objects in a rotational background field

In this section, we perform a similar comparison with that undertaken in Section 8.2 but now with H0(x)
generated by a coil carrying a current such that |J0| = 1 × 106 Am−2. The coil is taken to be a torus of
inner radius 0.005 m and outer radius 0.01 m and has position 0.4ê3 m relative to the centre of the object.
The shape and material properties of the different objects are as described in Section 8.2. We undertake
comparisons of |(Hα − H0)(x)|/|H0(x)| when x = r = x3ê3 ∈ Bc

α (L1), x = r = x1ê1 + x3ê3 ∈ Bc
α (L2)

and x = r = x2ê2 + x3ê3 ∈ Bc
α (L3) for r = |x| � 1 m using p = 4 elements and g = 4 when the geometry

is curved. The meshes for computing the solution to the full eddy current problem consist of 36,012,
35,347, 49,086 and 53,743 unstructured tetrahedra for the cases of a sphere, block, cone and the cube
with hole, respectively, where the coil has also been discretized in each case.

The results of this investigation are shown in Fig. 5. In particular, we show how the normalized field
changes with distance along a line directly above the object (L1) and along two diagonal lines extending
upwards from the object (L2 and L3). For all objects considered, the agreement between the perturbed

field predicted by the asymptotic expansion and (3.6) using the numerically computed
}

}Mhp and those
obtained by solving the full eddy current problem is excellent.

The small differences between the results predicted by (3.6) and solving the full eddy current prob-
lem for large r are attributed to the artificial truncation boundary used for solving the full eddy current
problem, which, for these examples, has been placed at r = 2 m. These differences are not noticeable
in Fig. 3 as the results are shown for small r, significantly further away from the artificial truncation
boundary.

9. Conclusion

In this article, we have shown that the rank 4 conductivity tensor, P , obtained by Ammari et al. (2014b)
that appears in the leading order term for the perturbed magnetic field, in the presence of a conduct-
ing object at low frequencies as α→ 0 when ν = 1, can be expressed in terms of the rank 3 tensor
density C and this in turn can be expressed in terms of rank 2 tensor qC. By using properties of these
tensors, we have shown that at most nine independent components are required for defining qC in an
orthonormal coordinate frame, and hence P , for a conducting object. A further nine are required for
the rank 2 tensor N if the object is magnetic. Furthermore, we have shown that the perturbed field

for a general object is influenced by a reduced rank 2 symmetric tensor
}

}M := − qC + N with just six
complex independent components in an orthonormal coordinate frame. If the object has rotational
or mirror symmetries we have shown that the number of independent components can be reduced
further.

We have included results to illustrate how the tensors can be computed accurately by using the hp-
finite element method. These results indicate that, for smooth objects, exponential convergence of the
computed tensor can be achieved by performing p-refinement on a coarse grid with accurate geometry
and a far field boundary placed sufficiently far from the object. We have also used these the hp-finite
element approach to numerically verify the perturbed fields predicted by the asymptotic formula for
a range of objects and illuminations and all show excellent agreement when compared with solving
the full eddy current problem. In future work, we intend to develop an alternative coupled finite ele-
ment boundary integral approach for solving the transmission problem (3.4), without the need to intro-
duce the artificial regularization parameter τ in (7.1), and imposing a constraint of the form

∫
Γ

n̂ · θ i|+
dξ = 0 (Hiptmair, 2002).
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