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SUMMARY

Hæmodynamical simulations using 1-D computational models exhibit many of the features of the systemic
circulation under normal and diseased conditions. Recent interest in verifying 1-D numerical schemes has
led to the development of alternative experimental setups and the use of 3-D numerical models to acquire
data not easily measured in vivo. In most studies to date, only one particular 1-D scheme is tested. In this
paper we present a systematic comparison of six commonly used numerical schemes for 1-D blood flow
modelling: discontinuous Galerkin (DCG), locally conservative Galerkin (LCG), Galerkin least-squares
finite element method (FEM), finite volume method (FVM), finite difference MacCormack (McC), and a
simplified trapezium rule method (STM). Comparisons are made in a series of six benchmark test cases
with an increasing degree of complexity. The accuracy of the numerical schemes is assessed by comparison
against theoretical results, 3-D numerical data in compatible domains with distensible walls, or experimental
data in a network of silicone tubes. Results show a good agreement among all numerical schemes and their
ability to capture the main features of pressure, flow and area waveforms in large arteries. All the information
used in this study, including the input data for all benchmark cases, experimental data where available, and
numerical solutions for each scheme, is made publicly available online, providing a comprehensive reference
data set to support the development of 1-D models and numerical schemes. Copyright c© 2012 John Wiley
& Sons, Ltd.
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2 E. BOILEAU ET AL.

1. INTRODUCTION

One-dimensional (1-D) models of blood flow have been extensively used to study wave propagation
phenomena in arteries. More recently, this has been extended to the venous circulation. These
models allow us to investigate physical mechanisms underlying changes in pressure and flow pulse
waveforms that are produced by cardiovascular disease. The 1-D equations thus form the basis of
wave analysis tools for extracting clinically relevant information from waveform measurements;
e.g. separation of waves into forward- and backward-travelling components [1] and wave intensity
analysis [2, 3], that may be used for the assessment of cardiovascular function.

In contrast to 3-D fluid-structure interaction models, 1-D models are notably recognised to be
computationally inexpensive, thus making them very attractive in applications such as vascular
intervention planning, or for serving as boundary conditions for higher dimensional models. Key
contributions to 1-D modelling include the studies of Hughes and Lubliner [4], Avolio [5], Stettler
et al. [6], Stergiopulos et al. [7, 8], Olufsen et al. [9], Formaggia et al. [10], Sherwin et al. [11],
Bessems et al. [12], Hellevik et al. [13, 14, 15], Mynard and Nithiarasu [16], Low et al. [17],
and more recently Müller and Toro [18, 19], and Blanco et al. [20, 21, 22]. For recent reviews on
arterial pulse wave hæmodynamics see [23, 24]. For a historical overview of this field of research
see [25] and the introductions in [4, 11, 23].

An increasing number of recent studies have shown the ability of the 1-D formulation to
capture the main features of pressure, flow and area waveforms in large human arteries, using in
vivo measurements [6, 8, 9, 26, 27], in vitro experiments [28, 29, 30, 31, 32], or 3-D numerical
data [16, 33]. In [16], both 1-D waveforms and 3-D patient-specific results were presented for
a single artery. Recently, an exhaustive comparison between 1-D and 3-D formulations has been
published [33], but to date there have been very few comparisons among commonly used numerical
schemes for 1-D blood flow modelling.

Different formulations and several corresponding numerical methods have been proposed to solve
the 1-D equations, especially in the time domain. These include the method of characteristics [34,
35], finite element methods such as Galerkin [11, 12, 16, 26, 27, 30, 36] and Taylor-Galerkin
(combined with operator splitting techniques) [10] schemes, finite volume methods [37, 38, 39],
and finite difference methods such as the Lax-Wendroff method [9, 40, 41] and the MacCormack
method [13, 31]. Taylor-Galerkin and discontinuous Galerkin 1-D schemes were compared in an
idealised artery with abrupt changes in material properties [42], and in a model of the aorta and
cerebral arteries [43]. In these studies, however, there was no ‘benchmark’ data to compare with,
and in the latter, the emphasis was more on the development of a methodology for parameter
estimation than on providing a systematic comparison between numerical schemes. Using a different
formulation, Müller and Toro [38] proposed and validated a novel ‘well-balanced’ scheme against
the experimental results obtained in [30], but did not provide a cross-comparison among other
schemes. Wang et al. [44] recently presented a comparison of four numerical schemes (local
discontinuous Galerkin, MacCormack, Taylor-Galerkin, and a monotonic upwind scheme for
conservation laws), tested on a single tube, a simple bifurcation and a network with 55 arteries.
However, they did not rely on experimental or 3-D data to assess the accuracy of their 1-D numerical
solutions.

The aim of this paper is to present a comprehensive assessment of six commonly used
numerical schemes for arterial 1-D modelling in a series of benchmark test cases. The schemes
under consideration are: discontinuous Galerkin (DCG), locally conservative Galerkin (LCG),
Galerkin least-squares finite element method (FEM), finite volume method (FVM), finite difference
MacCormack (McC), and a simplified scheme that spatially integrates the mass and momentum
equations along the vessel axis using the trapezium rule method (STM). The test cases are: (i) a
model of blood flow in a reflection-free tube for which a theoretical solution exists; (ii) blood flow
in the human common carotid artery, (iii) the upper thoracic aorta, and (iv) the aortic bifurcation,
for which 3-D solutions are available from [33] using the numerical scheme described in [45]; (v)
blood flow in a network with 37 arterial segments representing the aorta and its largest branches,
for which in vitro pressure and flow waveforms were acquired in [46]; and (vi) blood flow in the
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ADAN56 model, which contains the largest 56 systemic arteries of the human circulation under
normal physiological conditions [22]. All data sets presented in this study are made available as
supplementary material, in order to facilitate the development and assessment of further numerical
schemes.

The outline of this paper is as follows. In Section 2 we describe the 1-D formulation and in
Section 3 we present the numerical schemes used in this work, paying special attention to common
and particular aspects of each scheme, including the implementation of boundary conditions. In
Section 4 we compare the numerical predictions of all six numerical schemes in all six benchmark
test cases. Lastly, we discuss the outcome of this comparison in Section 5 and the relevance of the
selected test cases for benchmarking 1-D modelling.

2. MATHEMATICAL MODEL

2.1. One-dimensional formulation

In the 1-D formulation, the computational domain is decomposed into segments connected to
each other at nodes. Each segment is modelled as a deformable tube, representing a blood vessel,
whose properties are described by a single axial coordinate x. By assuming the vessel wall to
be impermeable and blood to be an incompressible Newtonian fluid, conservation of mass and
momentum applied to a control volume of the vessel yields

∂A

∂t
+
∂ (AU)

∂x
= 0

∂U

∂t
+ U

∂U

∂x
+

1

ρ

∂P

∂x
=

f

ρA

, (1)

where t is the time, A(x, t) is the cross-sectional area of the tube, or the vessel luminal area, P (x, t)
and U(x, t) are the cross-sectional average of the pressure and axial velocity, respectively, over the
cross-section A, and ρ is the constant density of blood. The term f(x, t) accounts for the frictional
force per unit length, and depends on the chosen velocity profile, which is used to estimate the
wall shear stress and the convective inertia terms (see [4, 11, 47, 48, 49] and references therein for
a complete derivation, including these terms). In this work, the axial velocity profile u(x, ξ, t) is
assumed to be axisymmetric and is given by [48]

u(x, ξ, t) = U(x, t)
ζ + 2

ζ

[
1−

(
ξ

r

)ζ]
, (2)

where r(x, t) is the lumen radius, ξ is the radial coordinate, and ζ is a given constant for a particular
profile. Integration of the 3-D Navier-Stokes, and using Eq. (2) yields f = −2 (ζ + 2)µπU , with µ
the dynamic viscosity of blood, here assumed to be constant.

For continuous solutions, there are alternative and equivalent formulations to Eq. (1) (or AU
formulation), written in terms of the area A and the flow rate Q = AU (AQ formulation) [11], or in
terms of the pressure and the flow rate (PQ formulation) [23].

A relationship between P and A (or tube law) is required to close Eq. (1) and account for the
fluid-structure interaction of the problem. Here we consider a relationship of the form [10]

P − Pext = Pd +
β

Ad

(√
A−

√
Ad

)
, β(x) =

4

3

√
πEh, (3)

where Pext(x) is the external pressure, P − Pext is the transmural pressure, and Pd(x), Ad(x) are
the diastolic pressure and area, respectively. The term β(x) accounts for the material properties of
the arterial wall, modelled here as a thin, incompressible, homogeneous, isotropic, elastic membrane
with elastic modulus E(x) and thickness h(x). This type of tube law has been extensively used; e.g.
in [5, 9, 10, 11, 13, 16, 26, 27, 33, 40, 41, 42, 46, 48, 49, 50, 51, 52].
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2.2. Characteristics analysis

Equations (1) and (3) form a system of hyperbolic partial differential equations. A characteristic
analysis reveals that for any point in the (x, t) space, there are two characteristic paths, Cf and Cb,
defined by

Cf,b ≡
dx̂f,b

dt
= U ± c, c =

√
A

ρ

∂P

∂A
, (4)

along which the forward (Wf ) and backward (Wb) characteristic variables travel.
Under physiological arterial flow conditions, the pulse wave velocity c is much greater than the

maximum convective (average) velocity U , so that U + c > 0 and U − c < 0 (i.e. the flow is sub-
critical). As a result, Wf propagates in the forward direction (we define the forward direction as the
direction of mean blood flow, in which x increases) with a speed of U + c and Wb propagates in the
backward direction with a speed of U − c. Using Eq. (3) leads to the following expression for the
pulse wave velocity

c =

√
β

2ρAd
A1/4. (5)

For a detailed analysis, the reader is referred to [11, 13, 14, 24, 47, 53] and references therein.

2.3. Boundary conditions

Given that we have a convection-dominated problem with subcritical flow, we need to prescribe one
boundary condition at both the inlet and outlet of each arterial domain Ω. We classify them into
inflow (Section 2.3.1), junction (Section 2.3.2) and terminal (Section 2.3.3) boundary conditions.
Their implementation is briefly described in Section 3.7.

2.3.1. Inflow boundary condition In all test cases presented below, the total volume flow rateQin(t)
is imposed at the inlet of single-domain models (Sections 4.1, 4.2 and 4.3) or at the root of network
models (Sections 4.4, 4.5 and 4.6), i.e.

Q = Qin(t), (6)

where Qin(t) is a given function of time.

2.3.2. Junction matching conditions In the 1-D formulation, coupling conditions have to be
enforced between arterial domains Ω and at junctions, where nodes connecting each segment are
treated as discontinuities. At a junction with N converging vessels, the coupling equations are the
conservation of mass and the continuity of total pressure, i.e.

N∑
i=1

AiUi = 0, (7)

P1 +
ρ

2
U2

1 = Pi +
ρ

2
U2
i i = 2, . . . , N. (8)

In most schemes, compatibility conditions on the propagating characteristic variables also need to
be enforced, see Section 3.7.2.

2.3.3. Terminal boundary conditions In peripheral vessels (small arteries, arterioles and
capillaries), fluid resistance dominates over wall compliance and fluid inertia. The effect of
peripheral resistance on pulse wave propagation in large 1-D model arteries is commonly simulated
using linear lumped parameter models (or zero-dimensional (0-D) models) coupled to 1-D model
terminal branches. In this study, we use the following three types of terminal boundary conditions:
completely absorbent outflow conditions, single-resistance models, or matched three-element
Windkessel models. The latter is required in models in which peripheral vessels include large
compliant arteries. This model relates the pressure and the flow at the end point of a terminal domain

Copyright c© 2012 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Biomed. Engng. (2012)
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Ω through

Q

(
1 +

R1

R2

)
+ CR1

∂Q

∂t
=
P − Pout

R2
+ C

∂P

∂t
. (9)

It consists of a resistance R1 connected in series with a parallel combination of a second resistance
R2 and a compliance C (Fig. 1). The resistance R1 is equal to the characteristic impedance of the
end point in Ω to minimise wave reflections [50].

More sophisticated terminal models include 0-D models with time-dependent resistances to
simulate flow control mechanisms [50], single tapering vessels [16, 17], structured-tree networks
and impedance boundary conditions [9, 54, 55], to capture wave propagation phenomena in
downstream vessels, and 0-D compartmental models of parts of the cardiovascular system that are
not simulated using the 1-D formulation (e.g. the chambers of the heart, the venous valves and
circulation, etc.) [18, 19, 41, 56, 57, 58].

3. NUMERICAL METHODS

This section outlines the six numerical schemes used in this work. We focus on highlighting
common and particular aspects of each method and refer the reader to our previous papers in which
these schemes are described in detail. Each segment of the computational domain Ω is discretised
according to the chosen method, using either finite elements (DCG, LCG, FEM), finite volumes
(FVM), finite differences (McC), or any equivalent spatial discretisation (STM). In order to define
the characteristic spatial discretisation, an element, a cell or finite difference stencil are equally
referred to as Ωe.

3.1. Discontinuous Galerkin (DCG) scheme

The DCG scheme solves Eq. (1) written in conservative form together with the tube law given
by Eq. (3). The discrete weak form is obtained by multiplying the resulting system by Galerkin
test functions, which belong to the finite space of piecewise polynomial vector functions, and
by integrating over the domain Ω. The solution vector is expanded using high-order Legendre
polynomials, which may be discontinuous across inter-element boundaries, resulting in a spectral/hp
spatial discretisation. Information is propagated between elemental regions Ωe through a flux term,
using the characteristics variables introduced in Section 2.2. Time integration is performed by means
of an explicit second-order Adams-Bashforth method. The Courant-Friedrichs-Lewy (CFL) limit
that imposes a restriction on the maximum time step is fixed by the time-integration scheme and
discretisation [59]. A detailed description of this scheme is given in [24], and a description of the
spectral/hp element method in [60].

3.2. Locally conservative Galerkin (LCG) scheme

The LCG method is based on a standard finite element Galerkin procedure, with the addition of
Taylor-Garlerkin stabilisation [42]. The scheme is derived as in the DCG method, but the solution
vector is expanded using a piecewise linear approximation. Elements Ωe are treated as sub-domains
with their own boundaries, so that only small systems are solved locally and independently of
one another, i.e. without the need for assembling global arrays. Information is propagated between
elements at each time step using interface fluxes. At global mesh nodes, contributions from different
elements are averaged to provide a unique solution. The resulting equations must satisfy the CFL
stability condition. See [16, 17, 61] for a detailed exposition and further references.

3.3. Galerkin Least-Squares Finite Element Method (FEM)

In the FEM, the equivalent AQ formulation is rewritten in characteristic form and discretised in
time using an implicit finite difference Euler scheme. A least-squares approach is used to formulate
a variational problem on top of which a Galerkin finite element method is employed for the spatial
discretisation. The method is implicit, requiring the assembly of the matrix system at each time

Copyright c© 2012 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Biomed. Engng. (2012)
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step. However, no CFL constraint must be satisfied. First-order spatial approximation is used and
nonlinearities are treated using fixed point iterations. See [36] for a detailed exposition.

3.4. Finite Volume Method (FVM)

System of Eqs. (1)-(3) is written in terms of conserved variables AQ and reformulated as proposed
in [37] in order to treat varying mechanical properties up to the limiting case of discontinuous
properties. The resulting non-conservative system is solved using a finite-volume type numerical
scheme [62]. The numerical scheme is fully explicit and allows for arbitrary space-time accuracy.
In order to preserve the space-time accuracy at bifurcations, a special treatment is applied [39]. The
time step is computed adaptively at each time iteration, in order to satisfy the corresponding CFL
condition.

3.5. MacCormack (McC) scheme

The McC scheme solves Eqs. (1)-(3) written in their equivalent PQ formulation. The equations are
discretized with an explicit MacCormack scheme, which is second order in time and space [63]. Due
to the explicit formulation, the solutions in each elemental region Ωe may be solved independently
(i.e. in parallel), but stability requires a CFL condition to be fulfilled. Similar to the DCG scheme
above, characteristic variables (Riemann invariants) are used to provide boundary conditions
between elemental regions Ωe. A detailed description of the McC scheme is given in [14] and
examples of how it is embedded in an uncertainty quantification framework are given in [15].

3.6. Simplified Trapezium Rule Method (STM)

The STM scheme solves the PQ system for a domain discretised into non-overlapping two
noded elements after linearisation, time discretisation and spatial integration along the vessel axis.
Linearisation is performed by Newton’s method up to first order, time discretization is achieved
using a second order backward difference scheme and integration is done using the trapezium rule.
It can be shown that continuity of static pressure is automatically satisfied using this method, and
thus no additional coupling equations are required. For more details regarding the numerical scheme,
we refer the reader to [64].

3.7. Implementation of boundary conditions

3.7.1. Inflow boundary condition To avoid spurious reflections in the DCG, FVM, LCG and McC
schemes, values of the primitive variables are determined from the prescribed flow rate using the
characteristic variables, following the same procedure as described below for terminal boundary
conditions. For the FEM, the inflow condition is strongly imposed in the system matrix by replacing
the incoming characteristic equation by the boundary condition. For the STM method, however,
enforcing continuity of propagating characteristic variables is not required.

3.7.2. Junction matching conditions For the DCG, FVM, LCG and McC schemes, arterial domains
are connected at junctions by enforcing Eqs. (7)-(8) and compatibility conditions on the propagating
characteristic variables. For the FEM, these conditions are directly imposed in the matrix of the
system by replacing the outgoing characteristic equation in each vessel with the corresponding
coupling condition. For the STM method, conservation of mass is automatically satisfied during
assembly of the large matrices, and it is not required to enforce continuity of the characteristic
variables. In this scheme, the dynamic part of pressure (1/2ρU2) is neglected at junctions.

3.7.3. Terminal boundary conditions Numerically, Eq. (9) is implemented through the solution of
a Riemann problem at the 1-D/0-D interface for the DCG [24], LCG, FVM [18], and McC [14]
formulations. As with junction matching conditions above, in the FEM scheme, this terminal
condition, discretised in time with an implicit Euler method, is imposed in the matrix of the
system by replacing the outgoing characteristic equation of the terminal branch [36]. The STM
method has pressure as the only state variable, which enables an extension of the 1-D pulse wave

Copyright c© 2012 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Biomed. Engng. (2012)
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propagation model with 0-D models describing peripheral hæmodynamics without the need of
additional coupling equations [64].

3.8. Error calculations

For the test cases presented in Sections 4.2 to 4.4, the numerical solutions of pressure (P ), pressure
difference between inlet and outlet (∆P ), volumetric flow rate (Q), and change in radius from
diastole (∆r) given by the six 1-D formulations are compared with corresponding values provided
by the 3-D formulation in Xiao et al. [33]. For the 37-artery network (Section 4.5), P and Q are
compared in selected arterial sites with corresponding in vitro data measured by Matthys et al. [46].
We use the following relative error metrics for P and Q:

ERMS
P =

√√√√ 1

n

n∑
i=1

(
P 1D
i −Pi

Pi

)2

, ERMS
Q =

√√√√ 1

n

n∑
i=1

(
Q1D
i −Qi

maxj(Qj)

)2

, (10)

EMAX
P = max

i

∣∣∣∣P 1D
i −Pi

Pi

∣∣∣∣ , EMAX
Q = max

i

∣∣∣∣Q1D
i −Qi

maxj(Qj)

∣∣∣∣ , (11)

ESY SP =
max(P 1D)−max(P)

max(P)
, ESY SQ =

max(Q1D)−max(Q)

max(Q)
, (12)

EDIASP =
min(P 1D)−min(P)

min(P)
, EDIASQ =

min(Q1D)−min(Q)

max(Q)
, (13)

where P 1D
i and Q1D

i are the results obtained from each 1-D solution at a given spatial location
and time point i (i = 1, . . . , n). At the same spatial location and time point i, Pi and Qi are either
the cross-sectional averaged pressure and flow from the 3-D model or the instantaneous values
measured in vitro. The number of time points n is determined by the 3-D solution or experimental
sampling rate (1 kHz). ERMS

P and ERMS
Q are the root mean square relative errors for pressure and

flow; EMAX
P and EMAX

Q are the maximum relative errors in pressure and flow; ESY SP and ESY SQ are
the errors in systolic pressure and flow; and EDIASP and EDIASQ are the errors in diastolic pressure
and flow, respectively. Flow errors are normalized by the maximal flow over the cardiac cycle to
avoid division by small values of flow. For the quantities ∆P and ∆r we use the same metrics as for
the flow rate. All error metrics are calculated over a single cardiac cycle, once the numerical results
are in the periodic regime.

4. RESULTS

We first compare the solutions given by the six numerical schemes described above in a series
of simple test cases: a model of blood flow in a reflection-free tube for which a theoretical
solution exists in the limit of negligible fluid velocity (Section 4.1), and models of blood flow
in the human common carotid artery (Section 4.2), upper thoracic aorta (Section 4.3) and aortic
bifurcation (Section 4.4), for which 3-D solutions are available from [33]. We then assess the six
schemes in two different arterial networks: a 37-artery model of the aorta and its largest branches
for which in vitro pressure and flow waveforms were acquired in [46] (Section 4.5), and the
ADAN56 model by Blanco et al. [22], which contains the largest 56 systemic arteries of the
human circulation (Section 4.6). For each test case, we provide graphical comparisons supported
by tabulated calculations of relative errors. Table I shows the time step, characteristic spatial
discretisation (characteristic length of Ωe), the CFL number, space and time accuracies for each
scheme.
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4.1. Single pulse propagation in a straight reflection-free vessel

This test simulates the propagation of a narrow Gaussian-shaped wave in a single vessel with
uniform parameters and a completely absorbent outflow boundary condition; i.e. with a zero
reflection coefficient that absorbs any incident wave [43]. The theoretical solution considered here is
that of a linearised system, which is consistent with Eqs. (1)-(3) for the case of small fluid velocity.

The parameters of this model, which we refer to as the single-pulse model, are given in Table II.
At the inlet, a volume inflow rate with a peak value of 1 ml s−1 is prescribed using the function

Qin(t) = 10−6 exp
(
−10000(t− 0.05)2

)
m3s−1, (14)

with t given in seconds. The solution is determined using Eq. (3) with Ad = A0 and Pd =
Pext = 0. Two different values of blood viscosity (µ) are considered: µ = 0 (inviscid problem) and
µ = 4 mPa s (viscous problem).

Figure 2 shows the normalized pressure wave at different times along the length of the tube.
The inflow has a width of approximately 0.05 s and a wave speed of c0 = 6.17 m s−1 at the initial
area A0, giving a wavelength of about c0T ≈ 31 cm. This is a short wavelength compared with the
10 m long vessel, which enables showing the full shape of the pulse wave as it propagates along
the vessel. For the inviscid problem, theoretical pressure and flow waveforms are in phase, have
a constant amplitude, and propagate to the right with a wave speed given by Eq. (5) [43]. These
theoretical results are well predicted by all six numerical schemes. In particular, in the inviscid case
the peak magnitude of the pressure wave (Ppeak,inv) decreases by less than 0.9%, relative to the
peak magnitude at the inlet, as it travels the length of the vessel. For the viscous problem, the peak
magnitude of the pressure wave (Ppeak,visc) decreases with distance x from the inlet, with good
agreement between numerical results and the asymptotic exponential damping rate given by the
theoretical solution

Ppeak,visc(x) = Ppeak,inv exp

(
− (ζ + 2)πµx

ρ c0A0

)
. (15)

This theoretical solution is indicated by the thick black line in each panel of Fig. 2.

4.2. Common carotid artery

The common carotid artery is simulated as a single vessel with uniform properties coupled to a
three-element lumped parameter model of the rest of the systemic circulation [33]. The initial area
A0 that yields the reference diastolic area Ad at P = Pd is calculated using

A0 = Ad

(
1−

√
Ad

Pd

β

)2

. (16)

This expression follows from Eq. (3) by considering P = 0, A = Ad and solving for A0. The
parameters of this model are given in Table III. The inflow boundary condition Qin(t) is an in
vivo signal taken from [33] and is available in the supplementary material.

Figure 3 shows the pressure, pressure difference (between inlet and outlet pressures), flow,
and variations in luminal radius with time at the midpoint of the vessel obtained by solving the
1-D equations using all six schemes. These waveforms are almost identical to the corresponding
waveforms calculated by solving the Navier-Stokes equations in a 3-D domain with compatible
geometrical and mechanical properties and identical inflow and outflow boundary conditions [33].
Relative errors were determined with respect to the 3-D solution and are presented in Table IV.
Pressure and flow errors are smaller than errors in pressure difference and variations in radius, with
no significant differences between the six schemes. Relative root mean square errors are smaller than
1.0% for pressure, flow and change in radius, and smaller than 5.0% for the pressure difference.

4.3. Upper thoracic aorta

The thoracic aorta from the aortic root to the descending aorta is simulated as a single vessel with
uniform properties coupled to a three-element lumped parameter model of the rest of the systemic
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circulation [33]. The parameters of this model are displayed in Table V. The initial area A0 is
calculated using Eq. (16). The inflow boundary condition Qin(t) is an in vivo signal taken from [33]
and is available in the supplementary material.

Figure 4 presents numerical results for the pressure, pressure difference, flow rate, and variations
in luminal radius with time at the midpoint of the segment. They are calculated for all six numerical
schemes and compared with the corresponding 3-D solutions. The 1-D solutions are similar to each
other, with the largest differences with respect to the 3-D results observed during the systolic part
of the cardiac cycle. The smallest relative errors are for the pressure and the largest for the pressure
difference (Table VI). Relative root mean square errors are all smaller than 3% for the pressure, flow
and change in radius, and smaller than 8% for the pressure difference.

4.4. Aortic bifurcation

Before considering a complete network of arteries, we simulate the abdominal aorta branching
into the two iliac arteries using a symmetric, single-bifurcation model [33]. Both iliac arteries are
coupled to a three-element lumped parameter model of the rest of the systemic circulation. The
parameters of this model are shown in Tab. VII. Initial areas are calculated using Eq. (16). The inflow
boundary condition Qin(t) is an in vivo signal taken from [33] and is available in the supplementary
material.

Figure 5 displays the waveforms for pressure, flow rate, and variations in luminal radius at three
points: the midpoint of the aorta, end point of the aorta and midpoint of either iliac artery. All these
waveforms are similar among the six schemes and compare well with the corresponding 3-D model
waveforms. Relative errors were determined with respect to the 3-D solution and are shown in
Table VIII. Relative errors for the pressure and flow rate are consistently smaller than for the change
in radius, with no significant differences between the six schemes. Relative root mean square errors
are all smaller than 1.2% for the pressure and flow, and smaller than 4.4% for the variation in radius.

4.5. 37-artery network

We simulate the arterial tree presented in Matthys et al. [46], for which in vitro pressure and
flow measurements were acquired at multiple locations. The tree is made up of 37 silicone vessels
representing the largest central systemic arteries of the human vascular system. At the inlet of the
ascending aorta, the flow rate measured in vitro is prescribed as the inflow boundary condition
Qin(t), which is specified in the supplementary material. Terminal vessels are coupled to single
resistors that are simulated as single-resistance terminal models. The 1-D governing equations are
solved using the tube law given by Eq. (3) with Ad = A0 and Pd = 0, and the initial conditions
(A(x, 0), U(x, 0), P (x, 0)) = (A0(x), 0, 0) for all segments. General parameters of this model are
given in Table IX. For a complete set of parameters we refer the reader to [30, 46] and to the
supplementary material.

Comparisons between experimental and numerical pressure and flow waveforms are shown in
Fig. 6 for the aorta, and in Figs. 7, 8 and 9 for vessels of the first, second and third generation
of bifurcations, respectively. All six numerical schemes are able to capture the main features of
in vitro pressure and flow waveforms at the eight arterial sites investigated. However, numerical
predictions overestimate the amplitude of the high-frequency oscillations observed in the in
vitro pressure and flow waveforms of vessels of the second (Fig. 8) and third (Fig. 9) generation
of bifurcations. Table X shows relative errors calculated with respect to in vitro measurements at the
eight arterial vessels studied. Relative errors for the pressure are all consistently smaller than for the
flow rate, with no significant differences between the six schemes. Relative root mean square errors
are all smaller than 4% for the pressure and smaller than 26% for the flow rate.

4.6. ADAN56 model

The last benchmark model considered to test 1-D numerical schemes is a reduced version of the
anatomically-detailed arterial network (ADAN) model developed by Blanco et al. [21, 22]. The
model contains the largest 56 vessels of the human arterial system, as described in [22], and is
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represented by 61 arterial segments. Hereafter, we refer to this model as ADAN56. The topology
of the network is shown in Fig. 10 and the description of the vessels is given in Tables XII-XIII.
The inflow boundary condition Qin(t) is inspired from one of the inflow signals reported in [65],
and is also given in the supplementary material. The tube law is given by Eq. (3), with constant
Young moduli throughout the arterial network, Ad = A0 and Pd = P0 = 10 kPa. Wall thickness is
calculated using the following empirical expression [22]

h = R0

[
ã exp (b̃R0) + c̃ exp (d̃R0)

]
, (17)

where R0 is the reference radius (related to A0), ã = 0.2802, b̃ = −5.053 cm−1, c̃ = 0.1324 and
d̃ = −0.1114 cm−1. The initial conditions are (A(x, 0), U(x, 0), P (x, 0)) = (A0(x), 0, P0) for all
segments.

Comparisons of pressure and flow rate waveforms obtained using the different numerical
techniques are shown in Fig. 11 for three aortic segments, and in Figs. 12, 13 and 14 for first-,
second-, third- and fourth-generation vessels, respectively. We observe here that the brachiocephalic
branching is not considered as a generation, and that the upper body vessels in the right side keep the
same generation as the left vessels. There is an excellent agreement among all waveforms generated
by the DCG, LCG, FEM, FVM and McC methods; differences cannot be appreciated in the scale
of the figures. Some discrepancies, however, can be observed between these waveforms and those
provided by the STM scheme. In addition, Fig. 15 presents a comparison of the pressure variation
throughout the aorta at several time instants during the cardiac cycle. These results also illustrate
how changes in material properties and branching affect the pressure flow waveforms throughout
the cardiac period. In the ADAN56 model, the first major branches of the aorta are situated at
about 30 cm downstream of the aortic root, affecting the pressure waves as observed in Fig. 15.
Lastly, Fig. 16 shows that all six schemes produce similar diastolic pressures along the aorta. Some
discrepancies are also observed for systolic and mean pressures for the STM scheme, where it
overestimates systolic pressures by about 1% in proximal locations and underestimates them by
about 3% in distal locations, relative to the values calculated by the other five methods.

5. DISCUSSION

We have compared the solution provided by six distinct numerical schemes for nonlinear 1-D blood
flow modelling in a set of benchmark test cases. The schemes were chosen to embrace a variety
of techniques for the numerical solution of the 1-D formulation: finite element (DCG, FEM,
LCG, STM), finite volume (FVM) and finite difference (McC) methods. In this study, we have
considered the widely used form of the 1-D equations (1) and (3), which accounts for nonlinear
effects and is able to provide physiological features of human pulse waveforms. It is important to
note that some of the numerical schemes presented in this study have been used to solve more
complex 1-D formulations than the one considered here; e.g. Eq. (1) with a visco-elastic tube
law [29, 30, 66], or with highly nonlinear terms [12, 15, 18, 21, 22]. However, assessing more
complex 1-D formulations is beyond the scope of this study.

Our study has been motivated by the scarceness of test cases for benchmarking 1-D numerical
schemes, as well as by our desire to provide an accessible reference dataset. To address this
gap in the literature, we have chosen six test cases that collectively provide a comprehensive
framework for the development and assessment of other numerical schemes. In large arteries,
the wave propagation speed, or pulse wave velocity, is typically larger than the average flow
speed. As mentioned previously, under these conditions we do not observe shock formation. The
challenge for the numerical schemes tested in these benchmark problems is thus to propagate waves
for several periods without excessive errors in amplitude and phase. With this aim in mind, we
have fully described all test cases in Sections 4.1 to 4.6 and have provided, as supplementary
material, all numerical and in vitro data used in this study. The test cases range from a simple,
non-physiological, reflection-free single tube, to more physiological single-vessel models, and to
network models simulating blood flow in the largest arteries of the human systemic circulation under
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normal physiological conditions. In Sections 5.1 to 5.3 we discuss the value of each test case for
benchmarking 1-D schemes and examine similarities and discrepancies in the solutions computed
by the DCG, LCG, FEM, FVM, McC and STM methods.

5.1. Single pulse model

In the linear regime, a theoretical solution exists for the propagation of a narrow Gaussian-shaped
wave in a reflection-free vessel, for both inviscid and viscous flow. This wave, which features a
small wavelength compared to the vessel length (≈ 31 cm versus 10 m, Fig. 2), is a continuous
approximation to the unit pulse δ(t− t0), t0 = 0.05 s (i.e. δ(t0) = 1 and δ(t) = 0 for t 6= t0).
Thus, very high frequencies dominate the Gaussian-shaped wave considered here. Numerically
this is more challenging than the propagation of low-frequency pulse waves. Capturing the correct
propagation of high-frequency waves is important for simulating arterial pulse wave hæmodynamics
under physiological conditions, since higher frequencies are responsible for relevant features of
pulse waveforms; e.g. the feet of pressure, flow and area waveforms, and the dicrotic notch in the
aortic pressure waveform. Our results have shown the ability of all six schemes to solve correctly
Eqs. (1) and (3) in the single-pulse model.

5.2. Physiological single artery models

We have considered two single-vessel test cases under normal physiological conditions and for
which 3-D solutions are available from [33]. These cases have allowed us to show that the six
1-D model schemes are able to capture the main features of 3-D pressure, flow and area waveforms
in two large arteries: the common carotid artery (Fig. 3) and the upper thoracic aorta (Fig. 4). For
all six schemes, relative errors were consistently smaller for the carotid (Table IV) than the aorta
(Table VI) model. This is due to inertial forces playing a larger role in the aorta model; the peak
Reynolds number is nearly an order of magnitude greater in the aorta model [33]. As a result, for
the aorta model, the nonlinear convective acceleration term in the balance of momentum Eq. (1)
has a more significant weight relative to the other terms, making it a more challenging test for
1-D schemes. Larger wall strains (∆r/rd) in the aorta model were also identified in [33] as an
additional source of discrepancy between 1-D and 3-D modelling. Moreover, relative errors in the
aorta model decrease during the diastolic part of the cardiac cycle, since the physics of blood flow
becomes increasingly linear and inertia-free with the increasing time in diastole [51].

Compared to the single-pulse test case, pulse wavelengths in the carotid and aorta cases are much
longer. These lengths can be approximated by multiplying the period of the systolic part of the
inflow wave (Ts) with the pulse wave speed at mean pressure (cm); we obtain Tscm = 2.7 m for
the carotid test and Tscm = 1.8 m for the aorta test. As a result, the numerical parameters of all six
numerical schemes can be relaxed (see Table I for a comparison).

5.3. Physiological network models

The three additional test cases that we have used to assess 1-D numerical schemes contain arterial
bifurcations – a key anatomical feature for blood flow modelling in the arterial tree. These are a
single-bifurcation model and the 37- and 56-artery models, which contain multiple bifurcations.
They allow us to verify the ability of each scheme to deal with multiple reflections generated at a
junction, where continuity and compatibility conditions are imposed (Section 2.3.2).

The single-bifurcation model provides a test for benchmarking the connection of three 1-D arterial
segments through a bifurcation under normal physiological conditions. This test simulates blood
flow in the abdominal aorta and its bifurcation into the two iliac arteries that perfuse the legs. For
this test, a 3-D solution is also available from [33]. All six 1-D schemes considered here are able
to capture the multiple wave reflections generated at the bifurcation, which shape pressure, flow
and area waveforms in the aorta and iliac arteries (Fig. 5). All numerical schemes yield comparable
relative errors (Table VIII), despite the dynamic part of the pressure (1/2ρU2) being neglected in
the STM scheme. Moreover, relative root mean square errors are smaller than for the single-aorta
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test and similar to the common carotid test, since peak Reynolds numbers are of similar order of
magnitude for both the carotid and bifurcation cases.

The 37-artery model includes the aorta and its largest branches. For this case, in vitro pressure
and flow waveforms were acquired in [46], which has allowed us to test the accuracy of the six
1-D schemes. These are all able to reproduce the main features of pressure and flow waveforms
measured in vitro (see Figs. 6 to 9), with relative errors smaller than 4% for pressure and 26%
for the flow (Table X). Discrepancies between experimental and numerical results arise from the
uncertainties in the experimental measurements and the assumptions and simplifications of the
1-D formulation. According to [46], the larger relative errors in the flow predictions compared to
their pressure counterparts can be explained because experimental flow measurements were less
precise than experimental pressure measurements. High-frequency peripheral oscillations seen in
the numerical results may be reduced by adding compliance to the terminal boundary conditions
(see Windekessel model Section 2.3.3), but visco-elasticity was shown to have a greater effect on
damping the oscillations predicted by the elastic formulation Eq. (3) [30, 46]. Similarly to the
single-bifurcation model discussed above, the dynamic part of pressure (1/2ρU2) was neglected
in the STM. Given that the STM produces similar results to the other five methods we conclude
that (1/2ρU2) does not play an important role in the 37-artery model, in accordance with previous
observations [46, 67]

In the ADAN56 model, we have simulated blood flow in the 56 largest arteries of the
human systemic circulation. Arterial anatomy, mechanical properties, inflow and outflow boundary
conditions are all based on physiological human data. Therefore, the ADAN56 model enables
verification of numerical methods to solve 1-D hæmodynamics under normal physiological
conditions. For the ADAN56 model, the six numerical schemes deliver rather consistent solutions.
Noticeable discrepancies are obtained with the STM in comparison to the rest of the numerical
schemes (see Figs. 11 to 14). Such larger differences are explained by the anatomical configuration
of the ADAN56 model, which makes the model more sensitive to the coupling strategy at junctions
(in the STM for instance, the dynamic pressure is neglected when coupling vessels at junctions).
Differences between models are more visible when zooming in the pressure along the aorta (see
Fig. 15). Except for the coupling strategy in the STM discussed above, the rest of the differences can
be explained by discretization errors. We note however that such differences between the schemes
may be irrelevant for clinical applications, as the observed discrepancies will be negligible with
respect to uncertainties from various sources. See for example Eck et al. [15], or Chen et al. [68]
for an uncertainty quantification of simulated pressure waveforms.

6. CONCLUSIONS

We have shown that arterial pulse wave hæmodynamics can be accurately simulated using finite
element, finite volume or finite difference methods. All six schemes considered in this study
have been assessed in a series of benchmark test cases with an increasing degree of complexity,
for which theoretical, numerical 3-D or in vitro pulse waveforms are available. Results have
shown a good agreement among all numerical schemes, their ability to solve the nonlinear
1-D equations accurately and to capture the main features of pulse wave propagation in single
arterial segments as well as in larger networks. This is consistent with the outcome of previous
studies [6, 8, 9, 13, 15, 16, 26, 27, 28, 29, 30, 31, 32, 33]

This study provides additional support for the use of 1-D reduced-order modelling to accurately
simulate arterial pulse wave hæmodynamics with a reasonable computational cost. The test cases
used in this study (and made publicly available as supplementary material) can be applied to
facilitate the development and assessment of future numerical schemes for the correct solution of
the 1-D equations of blood flow in networks of compliant arteries.
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7. TABLES

Accuracy

Case Scheme ∆t Ωe CFL Space Time
(ms) (cm) (order) (order)

Si
ng

le
pu

ls
e DCG 0.1 2.00 0.18 5th 2nd

LCG 0.01 0.20 0.03 2nd 2nd

FEM 0.0001 0.25 NA 2nd 1st

FVM 1.457 1.00 0.9 4th 4th

McC 0.25 0.156 0.99 2nd 2nd

STM 0.1 0.10 NA 1st 2nd

C
ar

ot
id

DCG 1.0 12.60 0.48 5th 2nd

LCG 0.2 0.17 0.8 2nd 2nd

FEM 0.1 1.26 NA 2nd 1st

FVM 3.27 2.00 0.9 2nd 2nd

McC 0.5 0.39 0.87 2nd 2nd

STM 1.0 1.00 NA 1st 2nd

A
or

ta

DCG 0.5 12.07 0.19 5th 2nd

LCG 0.8 0.48 0.85 2nd 2nd

FEM 0.1 1.20 NA 2nd 1st

FVM 3.31 2.00 0.9 2nd 2nd

McC 0.5 0.71 0.35 2nd 2nd

STM 1.0 1.00 NA 1st 2nd

A
or

tic
bi

fu
rc

at
io

n DCG 1.0 0.085 0.32 3rd 2nd

LCG 0.2 0.17 0.85 2nd 2nd

FEM 1.0 0.86 NA 2nd 1st

FVM 1.99 2.00 0.9 2nd 2nd

McC 0.5 0.71 0.5 2nd 2nd

STM 1.0 1.00 NA 1st 2nd

37
-A

rt
er

y

DCG 0.1 2.00 0.42 3rd 2nd

LCG 0.1 0.175 0.85 2nd 2nd

FEM 0.1 1.00 NA 2nd 1st

FVM 0.76 2.00 0.9 3rd 3rd

McC 0.25 0.18 0.7 2nd 2nd

STM 1.0 0.20 NA 1st 2nd

A
D

A
N

56

DCG 0.1 2.00 0.31 3rd 2nd

LCG 0.01 0.065 0.1 2nd 2nd

FEM 1.0 0.50 NA 2nd 1st

FVM 0.59 1.00 0.9 3rd 3rd

McC 0.5 0.45 0.8 2nd 2nd

STM 0.5 0.50 NA 1st 2nd

Table I. Numerical parameters for all six numerical schemes in the test cases considered in this study:
discontinuous Galerkin (DCG), locally conservative Galerkin (LCG), Galerkin least-squares finite element
method (FEM), finite volume method (FVM), finite difference MacCormack (McC), and simplified
trapezium rule method (STM). The time step is ∆t, the characteristic spatial discretization is Ωe, and
CFL = λ∆t/Ωe is the Courant-Friedrichs-Lewy number used for each scheme, where λ = max|U + c|,
is the maximum eigenvalue absolute value over the entire spatial domain at a given time. Space accuracy is

the theoretical order of accuracy in space. NA: not applicable.
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Property Value

Length, L 10 m
Cross-sectional area, A0 π cm2

Initial cross-sectional area, A(x, 0) A0

Initial flow velocity, U(x, 0) 0
Initial pressure, P (x, 0) 0
Wall thickness, h 1.5 mm
Blood mass density, ρ 1050 kg m−3

Blood viscosity, µ 4 mPa s or 0
Velocity profile order, ζ 9
Young’s modulus, E 400 kPa
Diastolic pressure, Pd 0
External pressure, Pext 0
Outflow pressure, Pout 0

Table II. Model parameters of the single-pulse model taken from [43]. The calculated pulse wave velocity at
the initial area A0 is c0 = 6.17 m s−1.

Property Value

Length, L 126 mm
Radius at diastolic pressure, rd 3 mm
Area at diastolic pressure, Ad 0.28274 cm2

Initial cross-sectional area, A(x, 0) 0.22038 cm2

Initial flow velocity, U(x, 0) 0
Initial pressure, P (x, 0) 0
Wall thickness, h 0.3 mm
Blood density, ρ 1, 060 Kg m−3

Blood viscosity, µ 4 mPa s
Velocity profile order, ζ 2
Young’s modulus, E 700.0 kPa
Diastolic pressure, Pd 10.933 kPa
External pressure, Pext 0
Outflow pressure, Pout 0
Windkessel resistance, R1 2.4875 · 108 Pa s m−3

Windkessel compliance, C 1.7529 · 10−10 m3 Pa−1

Windkessel resistance, R2 1.8697 · 109 Pa s m−3

Table III. Model parameters of the common carotid artery taken from [33]. The resulting wave speed at mean
pressure is cm = 6.74 m s−1.
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Error DCG LCG FEM FVM McC STM

ERMS
P 0.20 0.24 0.23 0.28 0.24 0.24
ERMS
Q 0.39 0.26 0.28 0.29 0.30 0.29
ERMS

∆r 0.96 1.00 1.00 1.07 1.01 0.98
ERMS

∆P 4.42 4.35 4.27 4.21 4.47 4.47

EMAX
P 0.34 0.52 0.50 0.66 0.52 0.53
EMAX
Q 1.23 1.02 1.12 1.07 1.20 1.13
EMAX

∆r 1.75 1.93 1.88 2.28 1.93 1.96
EMAX

∆P 16.69 16.17 15.88 15.60 16.58 16.90

ESY SP -0.27 -0.27 -0.26 -0.29 -0.27 -0.26
ESY SQ -0.55 -0.46 -0.54 -0.58 -0.62 -0.55
ESY S∆r -1.65 -1.63 -1.61 -1.68 -1.63 -1.63
ESY S∆P -15.05 -15.37 -15.16 -14.83 -15.73 -15.76

EDIASP 0.28 0.28 0.27 0.29 0.28 0.27
EDIASQ 0.25 0.22 0.26 0.24 0.23 0.27
EDIAS∆r 0.08 0.11 0.08 0.12 0.09 0.08
EDIAS∆P 4.99 4.76 5.03 4.91 4.45 4.85

Table IV. Relative errors with respect to the 3-D solution (in %) as defined in Section 3.8 for the six
numerical schemes at the midpoint of the common carotid artery.

Property Value

Length, L 24.137 cm
Radius at diastolic pressure, rd 1.2 cm
Area at diastolic pressure, Ad 4.5239 cm2

Initial cross-sectional area, A(x, 0) 3.0605 cm2

Initial flow velocity, U(x, 0) 0
Initial pressure, P (x, 0) 0
Wall thickness, h 1.2 mm
Blood density, ρ 1, 060 Kg m−3

Blood viscosity, µ 4 mPa s
Velocity profile order, ζ 9
Young’s modulus, E 400.0 kPa
Diastolic pressure, Pd 9.46̂ kPa
External pressure, Pext 0
Outflow pressure, Pout 0
Windkessel resistance, R1 1.1752 · 107 Pa s m−3

Windkessel compliance, C 1.0163 · 10−8 m3 Pa−1

Windkessel resistance, R2 1.1167 · 108 Pa s m−3

Table V. Model parameters of the upper thoracic aorta taken from [33]. The resulting wave speed at mean
pressure is cm = 5.17 m s−1.
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Error DCG LCG FEM FVM McC STM

ERMS
P 1.09 1.21 1.09 1.14 1.08 1.12
ERMS
Q 2.55 2.19 2.23 2.17 2.22 2.28
ERMS

∆r 2.32 2.41 2.33 2.44 2.33 2.90
ERMS

∆P 7.70 7.23 7.23 7.14 7.23 7.52

EMAX
P 3.54 3.55 3.26 3.18 3.27 3.30
EMAX
Q 9.13 7.20 7.04 7.07 7.04 7.40
EMAX

∆r 7.80 7.67 7.32 7.20 7.09 8.04
EMAX

∆P 31.83 29.31 29.15 29.13 29.31 31.19

ESY SP -0.57 -0.32 -0.56 -0.71 -0.55 -0.59
ESY SQ -5.56 -5.36 -5.63 -5.29 -5.58 -5.56
ESY S∆r -2.54 -1.93 -2.50 -2.86 -2.49 -4.48
ESY S∆P -8.92 -8.89 -9.29 -8.53 -9.04 -9.70

EDIASP 0.85 1.12 0.88 0.99 0.87 0.85
EDIASQ 2.75 2.67 3.09 3.48 2.67 2.95
EDIAS∆r 1.85 2.24 1.89 2.05 1.89 0.00
EDIAS∆P 7.32 7.24 7.60 6.37 7.32 7.47

Table VI. Relative errors with respect to the 3-D solution (in %) as defined in Section 3.8 for the six
numerical schemes at the midpoint of the upper thoracic aorta.

Property Aorta Iliac

Length, L 8.6 cm 8.5 cm
Radius at diastolic pressure, rd 0.86 cm 0.60 cm
Area at diastolic pressure, Ad 2.3235 cm2 1.1310 cm2

Initial cross-sectional area, A(x, 0) 1.8062 cm2 0.94787 cm2

Initial flow velocity, U(x, 0) 0 0
Initial pressure, P (x, 0) 0 0
Wall thickness, h 1.032 mm 0.72 mm
Blood density, ρ 1, 060 Kg m−3

Blood viscosity, µ 4 mPa s
Velocity profile order ζ 9
Young’s modulus, E 500.0 kPa 700.0 kPa
Diastolic pressure, Pd 9.46̂ kPa 9.46̂ kPa
External pressure, Pext 0 0
Outflow pressure, Pout − 0
Windkessel resistance, R1 − 6.8123 · 107 Pa s m−3

Windkessel compliance, C − 3.6664 · 10−10 m3 Pa−1

Windkessel resistance, R2 − 3.1013 · 109 Pa s m−3

Table VII. Model parameters of the aortic bifurcation taken from [33]. The resulting wave speed at mean
pressure is cm = 6.26 m s−1 in the abdominal aorta and cm = 7.35 m s−1 in both iliac arteries.
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Site Error DCG LCG FEM FVM McC STM

M
id

po
in

ta
or

ta
ERMS
P 0.37 0.39 0.37 0.40 0.38 0.38
ERMS
Q 0.89 0.71 0.82 0.81 0.83 0.82
ERMS

∆r 2.48 2.43 2.55 2.49 2.48 2.45
EMAX
P 0.61 0.67 0.65 0.68 0.66 0.66
EMAX
Q 2.51 2.24 2.53 2.44 2.56 2.52
EMAX

∆r 4.05 3.90 4.03 4.01 3.98 3.94
ESY SP -0.53 -0.54 -0.51 -0.55 -0.53 -0.51
ESY SQ -2.47 -2.23 -2.52 -2.44 -2.55 -2.52
ESY S∆r -3.96 -3.86 -3.99 -4.00 -3.94 -3.93
EDIASP 0.50 0.51 0.47 0.53 0.49 0.48
EDIASQ 1.16 1.03 1.16 1.16 1.17 1.17
EDIAS∆r -1.39 -1.37 -1.49 -1.35 -1.40 -1.41

E
nd

po
in

ta
or

ta

ERMS
P 0.42 0.43 0.41 0.44 0.42 0.42
ERMS
Q 1.20 1.13 1.12 1.08 1.12 0.46
ERMS

∆r 4.07 4.02 4.14 4.08 4.08 4.05
EMAX
P 0.73 0.75 0.72 0.80 0.74 0.73
EMAX
Q 3.55 3.54 3.53 3.28 3.53 1.48
EMAX

∆r 6.87 6.76 6.89 6.95 6.85 6.98
ESY SP -0.71 -0.70 -0.69 -0.72 -0.70 -0.69
ESY SQ -3.47 -3.53 -3.52 -3.26 -3.52 -1.08
ESY S∆r -6.84 -6.73 -6.87 -6.88 -6.83 -6.90
EDIASP 0.54 0.55 0.53 0.57 0.54 0.53
EDIASQ 1.76 1.78 1.76 1.74 1.77 0.69
EDIAS∆r -1.93 -1.92 -2.02 -1.89 -1.94 -1.88

M
id

po
in

ti
lia

c

ERMS
P 0.45 0.45 0.44 0.47 0.45 0.44
ERMS
Q 0.92 0.66 0.65 0.68 0.67 0.66
ERMS

∆r 4.29 4.30 4.35 4.31 4.31 4.26
EMAX
P 0.84 0.86 0.84 0.92 0.86 0.85
EMAX
Q 2.33 2.00 2.01 1.80 2.01 2.02
EMAX

∆r 7.29 7.36 7.37 7.48 7.35 7.34
ESY SP -0.83 -0.83 -0.81 -0.85 -0.82 -0.81
ESY SQ -1.68 -1.84 -1.81 -1.58 -1.89 -1.79
ESY S∆r -7.25 -7.26 -7.27 -7.31 -7.25 -7.22
EDIASP 0.55 0.55 0.54 0.57 0.54 0.54
EDIASQ 1.17 1.19 1.17 1.18 1.19 1.18
EDIAS∆r -2.36 -2.37 -2.45 -2.35 -2.38 -2.41

Table VIII. Relative errors with respect to the 3-D solution (in %) as defined in Section 3.8 for the six
numerical schemes at three points of the aortic bifurcation: midpoint of the aorta (top), end point of the aorta

(middle), and midpoint of either iliac artery (bottom).
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Property Value

Blood density, ρ 1, 050 Kg m−3

Blood viscosity, µ 2.5 mPa s
Velocity profile order, ζ 9
Young’s modulus, E 1.2 MPa
Diastolic pressure, Pd 0
External pressure, Pext 0
Outflow pressure, Pout 432.6 Pa

Table IX. General model parameters of the 37-artery model taken from [46].

Copyright c© 2012 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Biomed. Engng. (2012)
Prepared using cnmauth.cls DOI: 10.1002/cnm

Page 22 of 43

http://mc.manuscriptcentral.com/cnm

International Journal for Numerical Methods in Biomedical Engineering

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



Peer Review
 O

nly

A BENCHMARK STUDY OF 1-D NUMERICAL SCHEMES 23

Arterial Numerical ERMS
P EMAX

P ESY SP EDIASP ERMS
Q EMAX

Q ESY SQ EDIASQ

segment scheme (%) (%) (%) (%) (%) (%) (%) (%)

A
or

tic
ar

ch
II DCG 1.78 3.59 -1.40 -0.42 12.32 29.58 8.78 -17.95

LCG 1.68 3.21 -1.02 -0.93 12.34 31.83 10.02 -16.93
FEM 1.89 3.78 -1.40 -0.17 12.02 29.00 8.81 -17.08
FVM 1.87 3.72 -1.46 -0.30 12.11 29.13 8.75 -17.93
McC 1.94 3.97 -1.60 -0.12 12.11 29.40 8.81 -17.74
STM 1.84 3.76 -1.39 -0.36 12.19 29.45 8.75 -17.99

T
ho

ra
ci

c
ao

rt
a

II DCG 2.36 5.29 -0.96 1.66 25.59 67.52 60.70 -39.65
LCG 2.17 5.03 -0.79 1.13 25.36 70.75 61.59 -35.47
FEM 2.49 5.66 -0.97 1.97 25.26 64.93 60.39 -38.29
FVM 2.44 5.57 -1.03 1.81 25.43 65.69 61.59 -39.26
McC 2.53 5.70 -1.13 1.98 25.62 66.22 62.24 -38.74
STM 2.42 5.58 -0.98 1.69 25.37 65.32 61.16 -38.77

L
ef

ts
ub

cl
av

ia
n

I DCG 3.09 6.13 -3.92 -3.97 14.31 38.39 -2.11 -11.57
LCG 3.12 6.06 -3.38 -4.63 13.87 34.76 -2.92 -11.33
FEM 3.05 6.10 -3.91 -3.72 14.17 37.89 -2.53 -10.86
FVM 3.12 6.29 -3.96 -3.93 14.24 38.12 -2.25 -11.05
McC 3.11 6.35 -4.09 -3.69 14.31 38.25 -2.08 -10.92
STM 3.11 6.13 -3.80 -3.97 14.45 38.96 -1.18 -10.83

R
.i

lia
c-

fe
m

or
al

II DCG 3.82 9.00 -2.20 -4.13 24.49 59.63 50.20 -39.72
LCG 3.97 9.69 -2.19 -5.57 24.17 61.14 49.23 -36.92
FEM 3.69 8.66 -2.32 -3.67 23.90 59.28 49.99 -37.18
FVM 3.75 9.09 -2.26 -4.04 24.19 60.61 51.42 -39.06
McC 3.65 8.95 -2.33 -3.73 24.80 61.61 52.41 -40.21
STM 3.75 9.32 -2.37 -4.17 24.12 60.41 51.29 -38.26

L
ef

tu
ln

ar

DCG 2.65 7.18 -0.99 -2.68 12.74 30.14 5.37 -17.48
LCG 2.57 6.51 -1.45 -3.54 12.42 25.91 4.30 -17.93
FEM 2.70 7.29 -1.13 -2.34 12.43 27.75 3.63 -16.14
FVM 2.74 7.51 -1.09 -2.54 12.70 29.30 4.60 -17.15
McC 2.75 7.42 -1.07 -2.27 12.78 29.19 4.43 -16.80
STM 2.74 7.46 -0.81 -2.63 12.91 29.55 5.68 -17.02

R
.a

nt
er

io
rt

ib
ia

l DCG 3.25 9.87 0.57 -0.13 10.49 35.07 8.37 -15.09
LCG 3.43 12.24 0.57 -0.80 11.05 35.80 12.37 -14.59
FEM 3.21 9.12 0.55 0.04 9.88 31.16 8.40 -13.25
FVM 3.30 9.42 0.66 -0.14 10.22 33.57 9.79 -14.75
McC 3.41 10.33 0.89 0.03 10.24 34.38 9.76 -14.43
STM 3.27 9.22 0.72 -0.15 10.24 34.54 10.32 -14.07

R
ig

ht
ul

na
r DCG 2.54 6.32 -2.18 -3.91 11.67 31.30 16.89 -3.47

LCG 2.58 6.88 -1.92 -4.33 11.47 28.19 17.56 -7.48
FEM 2.66 6.36 -2.55 -3.96 11.22 29.28 15.77 -4.08
FVM 2.49 6.32 -2.20 -3.92 11.62 30.93 16.50 -4.60
McC 2.42 6.06 -2.15 -3.66 11.63 31.09 16.58 -4.39
STM 2.50 6.50 -2.06 -4.09 11.73 31.58 17.40 -5.34

Sp
le

ni
c

DCG 2.35 6.25 -0.79 -0.14 9.44 23.74 0.09 -5.97
LCG 2.34 6.23 0.09 -0.77 9.79 22.82 3.59 -6.75
FEM 2.28 5.95 -0.90 0.04 9.02 22.83 -1.32 -5.46
FVM 2.33 6.12 -0.87 -0.04 9.22 23.20 -0.58 -5.95
McC 2.22 5.57 -0.97 -0.19 9.04 23.30 -1.47 -5.21
STM 2.36 5.96 -0.38 -0.03 9.56 24.47 1.05 -6.40

Table X. Relative pressure and flow errors with respect to in vitro measurements (in %) in the 37-artery
network.Copyright c© 2012 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Biomed. Engng. (2012)
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Property Value

Blood density, ρ 1, 040 Kg m−3

Blood viscosity, µ 4.0 mPa s
Velocity profile order, ζ 2
Young’s modulus, E 225 kPa
Diastolic pressure, Pd 10 kPa
External pressure, Pext 0
Outflow pressure, Pout 0

Table XI. General model parameters of the ADAN56 model.

N◦ Artery name Length p. Radius d. Radius R1 R2 C

[cm] [cm] [cm]
[dyn.s

cm5

] [dyn.s
cm5

] [cm5

dyn
]

1 aortic arch I 7.441 1.595 1.295
2 brachiocephalic trunk 4.735 0.673 0.616
3 aortic arch II 0.960 1.295 1.257
4 subclavian R I 1.574 0.490 0.418
5 common carotid R 8.122 0.448 0.333
6 vertebral R 20.445 0.134 0.134 18104 72417 3.129E-06
7a subclavian R II 4.112 0.418 0.230
7b axillary R 12.000 0.230 0.208
7c brachial R 22.311 0.208 0.183
8 radial R 30.089 0.138 0.138 11539 46155 4.909E-06
9 ulnar R I 2.976 0.141 0.141
10a common interosseous R 1.627 0.096 0.096
10b posterior interosseous R 23.056 0.068 0.068 47813 191252 1.185E-06
11 ulnar R II 23.926 0.141 0.141 11749 46995 4.821E-06
12 external carotid R 6.090 0.227 0.227 9391 37563 6.032E-06
13 internal carotid R 13.211 0.277 0.277 5760 23041 9.833E-06
14 common carotid L 12.132 0.448 0.333
15 aortic arch III 0.698 1.257 1.228
16 external carotid L 6.090 0.227 0.227 9424 37696 6.011E-06
17 internal carotid L 13.211 0.277 0.277 5779 23118 9.801E-06
18 subclavian L I 4.938 0.490 0.348
19a aortic arch IV 4.306 1.228 1.055
19b thoracic aorta I 0.990 1.055 1.036
20 vertebral L 20.415 0.134 0.134 19243 76972 2.944E-06
21a subclavian L II 4.112 0.348 0.230
21b axillary L 12.000 0.230 0.208
21c brachial L 22.311 0.208 0.183
22 radial L 31.088 0.138 0.138 11332 45329 4.998E-06
23 ulnar L I 2.976 0.141 0.141
24a common interosseous L 1.627 0.096 0.096
24b posterior interosseous L 23.056 0.068 0.068 47986 191945 1.180E-06
25 ulnar L II 23.926 0.141 0.141 11976 47905 4.730E-06
26 posterior intercostal R 1 19.688 0.140 0.140 249127 996508 2.274E-07
27 thoracic aorta II 0.788 1.036 1.022
28 posterior intercostal L 1 17.803 0.140 0.140 255583 1022333 2.216E-07
29 thoracic aorta III 1.556 1.022 0.992
30 posterior intercostal R 2 20.156 0.155 0.155 232434 929735 2.437E-07
31 thoracic aorta IV 0.533 0.992 0.982
32 posterior intercostal L 2 18.518 0.155 0.155 234425 937702 2.416E-07
33a thoracic aorta V 12.156 0.982 0.754
33b thoracic aorta VI 0.325 0.754 0.749

Table XII. Parameter dataset for the ADAN56 model (see Fig. 10). p.: proximal, d.: distal. Data is rounded
to an adequate number of decimal digits.
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N◦ Artery name Length p. Radius d. Radius R1 R2 C

[cm] [cm] [cm]
[dyn.s

cm5

] [dyn.s
cm5

] [cm5

dyn
]

34 celiac trunk 1.682 0.335 0.321
35 abdominal aorta I 1.399 0.749 0.732
36 common hepatic 6.655 0.269 0.269 3349 13394 1.692E-05
37 splenic I 0.395 0.217 0.217
38 left gastric 9.287 0.151 0.151 343394 1373574 1.650E-07
39 splenic II 6.440 0.217 0.217 4733 18933 1.197E-05
40 superior mesenteric 21.640 0.393 0.393 2182 8728 2.596E-05
41 abdominal aorta II 0.432 0.732 0.726
42 renal L 2.184 0.271 0.271 2263 9051 2.503E-05
43 abdominal aorta III 1.198 0.726 0.711
44 renal R 3.772 0.310 0.310 2270 9082 2.495E-05
45 abdominal aorta IV 5.409 0.711 0.643
46 inferior mesenteric 9.024 0.208 0.208 23913 95652 2.369E-06
47 abdominal aorta V 4.222 0.643 0.590
48 common iliac R 7.643 0.450 0.409
49 common iliac L 7.404 0.450 0.409
50a external iliac R 10.221 0.338 0.319
50b femoral R I 3.159 0.319 0.314
51 internal iliac R 7.251 0.282 0.282 4146 16582 1.366E-05
52 profunda femoris R 23.839 0.214 0.214 3427 13707 1.653E-05
53a femoral R II 31.929 0.314 0.269
53b popliteal R I 13.203 0.269 0.237
54 anterior tibial R 38.622 0.117 0.117 24525 98100 2.310E-06
55a popliteal R II 0.880 0.237 0.235
55b tibiofibular trunk R 3.616 0.235 0.235
55c posterior tibial R 38.288 0.123 0.123 21156 84625 2.677E-06
56a external iliac L 10.221 0.338 0.319
56b femoral L I 3.159 0.319 0.314
57 internal iliac L 7.251 0.282 0.282 4158 16632 1.362E-05
58 profunda femoris L 23.839 0.214 0.214 3429 13715 1.652E-05
59a femoral L II 31.929 0.314 0.269
59b popliteal L I 13.203 0.269 0.237
60 anterior tibial L 38.622 0.117 0.117 24533 98131 2.309E-06
61a popliteal L II 0.880 0.237 0.235
61b tibiofibular trunk L 3.616 0.235 0.235
61c posterior tibial L 38.288 0.123 0.123 21166 84662 2.676E-06

Table XIII. Continuation of Table XII. Parameter dataset for the ADAN56 model (see Fig. 10). p.: proximal,
d.: distal. Data is rounded to an adequate number of decimal digits.
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8. FIGURES

C

R2

Pout

Q1D R1

R2
P1D

Figure 1. 1-D model terminal branches are coupled to matched three-element Windkessel models relating
the outgoing flow Q1D to the pressure P1D at the end point of the 1-D domain. The downstream vasculature
is represented by a resistance R1 connected in series with a parallel combination of a second resistance R2

and a compliance C. Pout is the pressure at which flow to the microcirculation ceases.
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Figure 2. Single pulse. Pressure (P ) with distance for the six numerical schemes at the times indicated by the
labels in a 10 m long vessel with a completely absorbent outlet. They are produced by a narrow Gaussian-
shaped wave propagating from the inlet of the vessel with a peak volume inflow rate of 1 ml s−1. The
model parameters are shown in Table II. Two cases are shown: inviscid blood (thin solid lines) and viscous
blood (dashed lines). For the viscous case, the theoretical solution of the exponential peak magnitude decay
given by Eq. (15) is shown in thick black line. Pressures are normalized by the peak value of the inflow

pressure (Ppeak).
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(a) Pressure (b) Pressure Difference
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Figure 3. Common carotid artery. Pressure (a), pressure difference between inlet and outlet (b), flow rate (c),
and change in radius from diastole (d) with time at the midpoint of the vessel. Results are shown for the six
1-D numerical schemes and the 3-D model from [33]. The model parameters are shown in Table III and the

error calculations in Table IV.
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(a) Pressure (b) Pressure Difference
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Figure 4. Upper thoracic aorta. Pressure (a), pressure difference between inlet and outlet (b), flow rate (c),
and change in radius from diastole (d) with time at the midpoint of the vessel. Results are shown for the six
1-D numerical schemes and the 3-D model from [33]. The model parameters are shown in Table V and the

error calculations in Table VI.
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Figure 5. Aortic bifurcation. Pressure (a), flow rate (b), and change in radius from diastole (c) at the midpoint
of the aorta (top), end point of the aorta (middle) and midpoint of either iliac artery (bottom). Results are
shown for the six 1-D numerical schemes and the 3-D model from [33]. The model parameters are shown in

Table VII and the error calculations in Table VIII.
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(a) Aortic Arch II
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(b) Thoracic Aorta II
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Figure 6. 37-artery network. Pressure (left) and flow (right) waveforms in the midpoint of two aortic
segments: (a) aortic arch II and (b) thoracic aorta II. Results are shown for the six 1-D numerical schemes

and the in vitro data (Exp.) measured in [46]. General model parameters are shown in Table IX.

Copyright c© 2012 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Biomed. Engng. (2012)
Prepared using cnmauth.cls DOI: 10.1002/cnm

Page 31 of 43

http://mc.manuscriptcentral.com/cnm

International Journal for Numerical Methods in Biomedical Engineering

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



Peer Review
 O

nly

32 E. BOILEAU ET AL.

(a) Left Subclavian I
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Figure 7. 37-artery network. Pressure (left) and flow (right) waveforms in the midpoint of two vessels from
the first generation of bifurcations: (a) left subclavian I and (b) right iliac-femoral II. Results are shown for
the six 1-D numerical schemes and the in vitro data (Exp.) measured in [46]. General model parameters are

shown in Table IX.
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Figure 8. 37-artery network. Pressure (left) and flow (right) waveforms in the midpoint of two vessels from
the second generation of bifurcations: (a) left ulnar and (b) right anterior tibial. Results are shown for the six
1-D numerical schemes and the in vitro data (Exp.) measured in [46]. General model parameters are shown

in Table IX.
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(a) Right Ulnar
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Figure 9. 37-artery network. Pressure (left) and flow (right) waveforms in the midpoint of two vessels
from the third generation of bifurcations: (a) right ulnar and (b) splenic. Results are shown for the six
1-D numerical schemes and the in vitro data (Exp.) measured in [46]. General model parameters are shown

in Table IX.
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Figure 10. Topology of the ADAN56 model (see Tables XII, XIII and supplementary material).
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(c) Abdominal Aorta
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Figure 11. ADAN56 model. Pressure (left) and flow (right) waveforms in the midpoint of three aortic
segments: (a) aortic arch I, (b) thoracic aorta III and (c) abdominal aorta V. Results are shown for the six

1-D numerical schemes. General model parameters are shown in Table XI.
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(c) Right Common Iliac
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Figure 12. ADAN56 model. Pressure (left) and flow (right) waveforms in the midpoint of three vessels from
the first generation of bifurcations: (a) right common carotid, (b) right renal and (c) right common iliac.

Results are shown for the six 1-D numerical schemes. General model parameters are shown in Table XI.
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(a) Right Internal Carotid
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Figure 13. ADAN56 model. Pressure (left) and flow (right) waveforms in the midpoint of three vessels from
the second generation of bifurcations: (a) right internal carotid, (b) right radial and (c) right internal iliac.

Results are shown for the six 1-D numerical schemes. General model parameters are shown in Table XI.
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Figure 14. ADAN56 model. Pressure (left) and flow (right) waveforms in the midpoint of three vessels from
the third and fourth generation of bifurcations: (a) right posterior interosseous, (b) right femoral and (c) right
anterior tibial. Results are shown for the six 1-D numerical schemes. General model parameters are shown

in Table XI.
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Figure 15. ADAN56 model. Pressure contour along the aorta at several time instants during the cardiac
cycle, relative to the cardiac period T .
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Figure 16. ADAN56 model. Systolic, mean and diastolic pressure along the aorta.
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One-dimensional (1D) models of blood flow have been extensively used in the
past. In most studies to date, however, only one particular numerical scheme is
tested on a given problem. In this work,

• we present for the first time a detailed comparison of six numerical schemes
for 1D blood flow modelling;

• we present six benchmark cases (graphical and tabulated results);

• all the information (input data, experimental data, numerical solutions)
is made publicly available.

This ”milestone paper” will support the development of 1D models and numer-
ical schemes, and will also provide a comprehensive reference data set to the
interested reader.

1

Page 42 of 43

http://mc.manuscriptcentral.com/cnm

International Journal for Numerical Methods in Biomedical Engineering

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



Peer Review
 O

nly

Page 43 of 43

http://mc.manuscriptcentral.com/cnm

International Journal for Numerical Methods in Biomedical Engineering

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60


